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Abstract

Primal–dual interior point methods and the HKM method in particular have been implemented in a number of software packages for semidefinite programming. These methods have performed well in practice on small to medium sized SDP’s. However, primal–dual codes have had some trouble in solving larger problems because of the method’s storage requirements. In this paper we analyze the storage requirements of the HKM method and describe a 64-bit parallel implementation of the method that has been used to solve some large scale problems that have not previously been solved by primal–dual methods.

1 Introduction

A variety of methods for solving semidefinite programming problems have been implemented, including primal–dual interior point methods [5, 16, 15, 17, 18, 19], dual interior point methods [3], and augmented Lagrangian methods [7, 8, 13].

Of these widely used software packages, CSDP, SeDuMi, SDPA, and SDPT3 all implement primal–dual interior point methods. CSDP uses the HKM direction with a predictor–corrector scheme in an infeasible interior point algorithm[5]. SeDuMi uses the NT search direction with a predictor–corrector scheme and uses the self dual embedding technique[16]. Version 6.0 of SDPA uses the HKM direction within an infeasible interior point algorithm. SDPT3 uses either the HKM or NT direction with a predictor–corrector scheme in an infeasible interior point algorithm[18].

The main differences between the codes are in the search directions used and in whether an infeasible interior point method or the self dual embedding is used. Although these choices can have a significant effect on the speed and accuracy of the solutions obtained, they have little effect on the storage requirements of the algorithms. Since storage limitations are often more important than CPU time limitations in solving large SDP’s by primal–dual interior point methods, we will focus primarily on storage issues. Although the discussion in this paper is based on the implementation of the HKM method in CSDP, the results on the asymptotic storage requirements are applicable to all of the codes listed above.
The algorithms used by all of the primal–dual codes require the creation and Cholesky factorization of a large, dense, Schur complement matrix. This matrix is of size \( m \) by \( m \) where \( m \) is the number of linear equality constraints. The primal–dual codes have been developed and used mostly on desktop PC’s, which until recently have been limited to 32 bit addressing. A computer with 32 bit addressing can address only 4 gigabytes of RAM. Since a 22,000 by 22,000 matrix of double precision floating point numbers requires 3.9 gigabytes of RAM, it has not been possible to use these codes to solve larger problems.

There are two general approaches to overcoming this limitation. The first is to use a computer with 64 bit addressing and more than 4 gigabytes of RAM. To our knowledge, this paper is the first to present computational results for a 64 bit implementation of a primal–dual method for SDP.

Another approach to dealing with the storage limitation is to distribute the Schur complement matrix over several computers within a cluster. This approach has been used in a parallel version of SDPA[20]. It has also been used in the dual interior point code PDSO[2]. One problem with this approach is that other data structures used by the algorithm may also become too large to handle with 32 bit addressing. For example, neither SDPARA nor PDSO can solve some of the larger problems that have been solved by the version of CSDP described in this paper.

2 Analysis

In this paper we consider semidefinite programming problems of the form

\[
\begin{align*}
\text{max} & \quad \text{tr} \,(CX) \\
A(X) & = a \\
X & \succeq 0
\end{align*}
\] (1)

where

\[
A(X) = \begin{bmatrix}
\text{tr} \,(A_1X) \\
\text{tr} \,(A_2X) \\
\vdots \\
\text{tr} \,(A_mX)
\end{bmatrix}.
\] (2)

Here \( X \succeq 0 \) means that \( X \) is positive semidefinite. All of the matrices \( A_i \), \( X \), and \( C \) are assumed to be of size \( n \) by \( n \) and symmetric. In practice, the \( X \) and \( Z \) matrices often have block diagonal structure with diagonal blocks of size \( n_1 \), \( n_2 \), \ldots, \( n_k \).

The dual of this SDP is

\[
\begin{align*}
\text{min} & \quad a^T y \\
A^T(y) - C & = Z \\
Z & \succeq 0
\end{align*}
\] (3)

where

\[
A^T(y) = \sum_{i=1}^{m} y_i A_i.
\] (4)
The available software packages for semidefinite programming all solve slight variations of this primal–dual pair. For example, the primal–dual pair used in SDPA interchanges the primal and dual problems[19].

In analyzing the computational complexity of primal–dual methods, we will focus on the time per iteration of the algorithms. In practice, the number of iterations required grows very slowly with the size of the problem, and variations in problem structure seem to be more significant than problem size in determining the number of iterations required.

The algorithms used by the various primal–dual codes all involve the construction and Cholesky factorization of a symmetric and positive definite Schur complement matrix of size $m \times m$ in each iteration of the algorithm.

For the HKM method, the Schur complement matrix, $O$, is given by

$$O = \left[ A(Z^{-1}A_1X), A(Z^{-1}A_2X), \ldots, A(Z^{-1}A_mX) \right]. \tag{5}$$

For dense $X$, $Z$, and $A_j$, the $m$ products $Z^{-1}A_jX$ can be computed in $O(mn^3)$ time. Given $Z^{-1}A_jX$, computing $A(Z^{-1}A_jX)$ requires $O(mn^2)$ time. Thus in the worst case, for fully dense constraint matrices, the construction of the Schur complement matrix takes $O(mn^3 + m^2n^2)$ time.

In practice the constraint matrices are often extremely sparse. This sparsity can be exploited in the construction of the Schur complement matrix [11]. For sparse constraint matrices with $O(1)$ entries, $Z^{-1}A_jX$ can be computed in $O(n^2)$ time. Computing all $m$ products $Z^{-1}A_jX$ takes $O(mn^2)$ time. Once the products have been computed, the $A()$ operations can be computed in $O(m^2)$ additional time.

The resulting Schur complement matrix is typically fully dense. Computing the Cholesky factorization of the dense Schur complement matrix takes $O(m^3)$ time.

In addition to the construction and factorization of the Schur complement matrix, the algorithms also require a number of operations on the $X$ and $Z$ matrices, such as matrix multiplications, Cholesky factorization, and computation of eigenvalues. These operations require $O(n^3)$ time. When the matrices have block diagonal structure, this becomes $O(n_1^3 + \ldots + n_k^3)$.

The overall computational complexity of iterations of the primal-dual algorithm is dominated by different operations depending on the particular structure of the problem. For many problems, $m >> n$, and constraint matrices are sparse. In this case, the $O(m^3)$ operation of factoring the Schur complement matrix becomes dominant. On the other hand, when $n$ is large compared to $m$, and the problem does not have many small blocks, the $O(n^3)$ time for operations on the $X$ and $Z$ matrix can be dominant. In other cases, when $m$ and $n$ are similar in size, and particularly when there are dense constraints, the construction of the Schur complement matrix can become the bottleneck.

Storage requirements are at least as important as the computational complexity. In practice, the size of the largest problems that can be solved often depends more on available storage than on available CPU time. In the worst case, storage for problem data including $C$, $a$, and the constraint matrices can
require $O(mn^2)$ storage. However, in practice most constraints are sparse, with $O(1)$ entries per constraint, so that the constraint matrices take $O(m)$ storage. The $C$ matrix, which often is dense, requires $O(n^2)$ storage in the worst case.

The Schur complement matrix is typically fully dense for SDP problems and requires $O(m^2)$ storage. This is in contrast to primal–dual methods for linear programming, where the Schur complement matrix is typically quite sparse. The $X$ matrix is typically fully dense and requires $O(n_1^2 + \ldots + n_k^2)$ storage. The dual matrix $Z$ may be either sparse or dense, and requires $O(n_1^2 + \ldots + n_k^2)$ storage in the worst case. There are typically several block diagonal work matrices used by the algorithm. For example, the storage requirements for CSDP include a total 11 matrices of size and block diagonal structure of $X$. The approximate storage requirements, ignoring lower order terms, for CSDP are

$$\text{Storage (Bytes)} = 8(m^2 + 11(n_1^2 + \ldots + n_k^2)).$$  \hfill (6)

The results on computational complexity and storage requirements summarized in this section shed useful light on the question of how far we can go with primal–dual interior point methods for SDP. In the typical case of sparse constraint matrices, with $m \gg n$, running time will grow as $O(m^3)$, and storage required will grow as $O(m^2)$. This growth is relatively tame, so that as computers become more powerful, we should be able to make progress in solving larger problems.

## 3 A Parallel Version of CSDP

In this section, we describe a 64-bit parallel version of CSDP that has been developed to solve large SDP instances. This code is based on CSDP 4.9, with minor modifications. The code is written in ANSI C with additional OpenMP directives for parallel processing [9]. We also assume that parallelized implementations of BLAS and LAPACK are available [4, 1]. The code is available under both the GNU Public License (GPL) and the Common Public License (CPL). Hans Mittelmann at Arizona State University has also made the code available through NEOS [10].

CSDP makes extensive use of routines from the BLAS and LAPACK libraries to implement matrix multiplication, Cholesky factorization, and other linear algebra operations. Since most vendors already provide highly optimized parallel implementations of these libraries, there was no need for us to reimplement the linear algebra libraries.

Outside of the BLAS and LAPACK routines, the major computationally intensive part of the code involves the creation of the Schur complement matrix. The serial routine for the creation of the Schur complement matrix from CSDP 4.9 was rewritten in parallel form using OpenMP directives.

The software was developed and tested on both a four processor Sunfire V480 server at Arizona State University and on an IBM p690 system with 1.3 GHz processors at the National Center for Supercomputer Applications (NCSA). The results reported here are based on computations performed at NCSA.
Table 1: Wall clock times (in seconds) and parallel efficiencies for DPOTRF on matrices of size $n = 5,000$ up to $n = 15,000$, with one to sixteen processors.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>5000</td>
<td>15.6</td>
<td>7.7</td>
<td>4.2</td>
<td>3.4</td>
<td>1.7</td>
</tr>
<tr>
<td>10000</td>
<td>118.6</td>
<td>65.5</td>
<td>30.8</td>
<td>22.8</td>
<td>10.7</td>
</tr>
<tr>
<td>15000</td>
<td>427.3</td>
<td>210.6</td>
<td>106.2</td>
<td>64.8</td>
<td>31.9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>5000</td>
<td>100%</td>
<td>101%</td>
<td>93%</td>
<td>57%</td>
<td>57%</td>
</tr>
<tr>
<td>10000</td>
<td>100%</td>
<td>91%</td>
<td>96%</td>
<td>65%</td>
<td>69%</td>
</tr>
<tr>
<td>15000</td>
<td>100%</td>
<td>101%</td>
<td>101%</td>
<td>82%</td>
<td>84%</td>
</tr>
</tbody>
</table>

Since for most problems the “hot spot” in which the code spends most of its time is the Cholesky factorization of the Schur complement matrix, we began by performing tests on the parallel efficiency of the LAPACK routine DPOTRF which computes the Cholesky factorization of a matrix. Table 1 shows the wall clock times and parallel efficiencies for matrices of size $n = 5,000$ up to $n = 15,000$ and from one to sixteen processors. The parallel efficiencies are quite high for four processors, but drop off rapidly for eight or sixteen processors, especially on the smaller problems.

A collection of test problems was selected from the DIMACS library of mixed semidefinite-quadratic-linear programs, the SDPLIB collection of semidefinite programming problems, and from problems that have been solved in other papers [2, 6, 12, 14, 20].

Table 2 shows wall clock times and parallel efficiencies for the solution of some of the test problems using one to sixteen processors. In this table, $m$ is the number of constraints, and $n_{\text{max}}$ is the size of the largest block in the $X$ matrix. Because of round-off errors, there are sometimes differences in the number of iterations required by the algorithm. For example, on problem CH4, most runs required 34 iterations, but with four processors, only 32 iterations were required. This results in an anomalous parallel efficiency of over 100%. Results for the smallest problem, maxG60, are also somewhat anomalous in that the parallel efficiencies are much lower than for the other problems. Because this problem was relatively small, and because this problem has $m = n$, some of the operations in the code that had not been parallelized became bottlenecks. Overall, the parallel efficiencies are quite good up to four processors but drop off somewhat for eight and sixteen processors.

Table 3 shows the results obtained using four processors on a somewhat larger collection of test problems. Here the number of constraints, $m$, varies from 7000 up to 56321, while the size of the largest block in $X$ varies from 174 up to 8113. The wall clock time is reported in minutes and seconds. For each solution, the largest of the six DIMACS errors is reported [14]. Finally the storage required, in gigabytes, as reported by the operating system, is given for each solution.
Table 2: Wall clock times (in minutes and seconds) and parallel efficiencies for the solution of selected SDP problems.

<table>
<thead>
<tr>
<th>Problem</th>
<th>m</th>
<th>nmax</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH4</td>
<td>24503</td>
<td>324</td>
<td>100%</td>
<td>98%</td>
<td>108%</td>
<td>92%</td>
<td>82%</td>
</tr>
<tr>
<td>lap09</td>
<td>15225</td>
<td>174</td>
<td>100%</td>
<td>94%</td>
<td>93%</td>
<td>83%</td>
<td>63%</td>
</tr>
<tr>
<td>hamming_8_3_4</td>
<td>16129</td>
<td>256</td>
<td>100%</td>
<td>90%</td>
<td>71%</td>
<td>76%</td>
<td>57%</td>
</tr>
<tr>
<td>hamming_10_2</td>
<td>23041</td>
<td>1024</td>
<td>100%</td>
<td>105%</td>
<td>83%</td>
<td>90%</td>
<td>66%</td>
</tr>
<tr>
<td>maxG60</td>
<td>7000</td>
<td>7000</td>
<td>100%</td>
<td>78%</td>
<td>57%</td>
<td>40%</td>
<td>27%</td>
</tr>
<tr>
<td>theta82</td>
<td>23872</td>
<td>400</td>
<td>100%</td>
<td>113%</td>
<td>92%</td>
<td>85%</td>
<td>69%</td>
</tr>
</tbody>
</table>

For the fap and hamming families, $m$ is significantly larger than $n$, and the constraint matrices are sparse, so that we would expect the running time to grow as $O(m^3)$. This relationship is roughly correct for the fap09 and fap12 problems. However, between hamming_8_3_4 and the other hamming problems, the running time grows somewhat slower than $m^3$. This is perhaps due to greater parallel efficiencies for the larger problems.

The DIMACS error measures show that all of these problems were solved to high accuracy.

4 Conclusions

Analysis of the complexity of the primal–dual interior point methods for SDP show that the storage required should grow quadratically in $m$ and $n$, while for problems with sparse constraints, the growth in running time should be cubic in $m$ and $n$.

We have described a 64 bit code running in parallel on shared memory system that has been used to solve semidefinite programming problems with over 50,000 constraints. This code obtained parallel efficiencies of 57% to 100% with four processors and 27% to 82% with 16 processors. As 64 bit processing, parallel processors, and systems with large memory become common, the solution of SDP’s of this size by primal–dual codes will become easier.

However, for the foreseeable future, primal–dual codes, even running on supercomputers, will not be able to solve much larger SDP’s with many hundreds of thousands of constraints. Thus there is a continued need for research into methods for SDP that do not require the $O(m^2)$ storage used by the primal–dual
<table>
<thead>
<tr>
<th>Problem</th>
<th>m</th>
<th>mmax</th>
<th>Time</th>
<th>Error</th>
<th>Storage</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH4.1A1.STO6G.noncore.pqg</td>
<td>24503</td>
<td>324</td>
<td>434:40</td>
<td>2.3e-09</td>
<td>4.5G</td>
</tr>
<tr>
<td>fap09</td>
<td>15225</td>
<td>174</td>
<td>224:40</td>
<td>5.8e-09</td>
<td>1.8G</td>
</tr>
<tr>
<td>fap12</td>
<td>26462</td>
<td>369</td>
<td>944:25</td>
<td>1.2e-08</td>
<td>5.3G</td>
</tr>
<tr>
<td>hamming_8.3.4</td>
<td>16129</td>
<td>256</td>
<td>52:26</td>
<td>7.2e-08</td>
<td>2.0G</td>
</tr>
<tr>
<td>hamming_9.5.6</td>
<td>53761</td>
<td>512</td>
<td>1385:51</td>
<td>3.1e-07</td>
<td>21.7G</td>
</tr>
<tr>
<td>hamming_10.2</td>
<td>23041</td>
<td>1024</td>
<td>201:47</td>
<td>9.8e-08</td>
<td>4.1G</td>
</tr>
<tr>
<td>hamming_11.2</td>
<td>56321</td>
<td>2048</td>
<td>2083:46</td>
<td>7.1e-09</td>
<td>24.2G</td>
</tr>
<tr>
<td>ice_2.0</td>
<td>8113</td>
<td>8113</td>
<td>624:43</td>
<td>9.8e-09</td>
<td>7.9G</td>
</tr>
<tr>
<td>LiF.1Sigma.STO6G.pqg</td>
<td>15313</td>
<td>256</td>
<td>92:19</td>
<td>1.1e-09</td>
<td>1.8G</td>
</tr>
<tr>
<td>maxG60</td>
<td>7000</td>
<td>7000</td>
<td>233:13</td>
<td>1.2e-09</td>
<td>5.9G</td>
</tr>
<tr>
<td>p_auss2</td>
<td>9115</td>
<td>9115</td>
<td>1933:06</td>
<td>8.0e-08</td>
<td>9.9G</td>
</tr>
<tr>
<td>theta62</td>
<td>13390</td>
<td>300</td>
<td>34:57</td>
<td>1.6e-09</td>
<td>1.4G</td>
</tr>
<tr>
<td>theta82</td>
<td>23872</td>
<td>400</td>
<td>174:46</td>
<td>1.6e-09</td>
<td>4.3G</td>
</tr>
</tbody>
</table>

Table 3: Results with four processors.
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