Dynamic Weighted Aggregation for Evolutionary Multi-Objective Optimization: Why Does It Work and How?
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Abstract

Evolutionary Dynamic Weighted Aggregation (EDWA) has shown to be both effective and computationally efficient [1] for multi-objective optimization (MOO). Besides, it was also found empirically and surprisingly that EDWA was able to deal with multi-objective optimization problems with a concave Pareto front, which has proved to be beyond the capability of the Conventional Weighted Aggregation (CWA) methods [2]. In this paper, a theory on why CWA fails for multi-objective problems with a concave Pareto front is provided schematically. According to this theory, it can easily be explained why EDWA has worked well for both convex and concave multi-objective problems. Simulation examples are conducted on various test functions to support our theory. It is concluded that EDWA is an effective and efficient method for solving multi-objective optimization problems.

deal with multi-objective optimization problems with a concave Pareto front [2].

One effort using weighted aggregation based approach for multi-objective optimization (MOO) was reported in [6]. In that work, the weights of the different objectives are encoded in the chromosome to obtain more than one Pareto solution. Phenotypic fitness sharing is used to keep the diversity of the weight combinations and mating restrictions are required so that the algorithm can work properly.

An efficient and effective method called evolutionary dynamic weighted aggregation (EDWA) was proposed in [1]. The original idea in EDWA was straightforward, i.e., if the weights for the different objectives are changing during optimization, the optimizer will go through all points on the Pareto front. If the found non-dominated solutions are archived, the whole Pareto front can be achieved. This has been shown to be working well for both convex and concave Pareto fronts.

In this paper, a theory on evolutionary multi-objective optimization using weighted aggregation is suggested. Based on this theory, the reason why EDWA is able to deal with MOO is revealed. Simulations are carried out on different test functions both to support our theory and to demonstrate the effectiveness of EDWA.

1 Introduction

Evolutionary multi-objective optimization has been widely investigated in the recent years [3, 4]. Generally speaking, there are three main approaches to evolutionary multi-objective optimization, namely, weighted aggregation approaches, population-based non-Pareto approaches and Pareto-based approaches [5].

Conventional weighted aggregation (CWA) based approaches two main weaknesses. Firstly, aggregation based approaches can provide only one Pareto solution from one run of optimization. Secondly, it has been shown that weighted aggregation is unable to

2 Multi-objective Optimization with Weighted Aggregation

2.1 Definition of Multi-objective Optimization

Consider a multi-objective optimization problem with \( k \) objectives \((f_i, i = 1, 2, ..., k)\) and \( n \) decision variables \((x_i, i = 1, 2, ..., n)\):

\[
  f(x) = (f_1(x), ..., f_k(x)),
\]

(1)
2.2 Conventional Weighted Aggregation for MOO

Conventional Weighted Aggregation (CWA) is a straightforward approach to multi-objective optimization. In this method, the different objectives are summed up to a single scalar with a prescribed weight

$$F = \sum_{i=1}^{k} w_i f_i(x),$$

where $w_i$ is the non-negative weight for objective $f_i(x), i = 1, \ldots, k$. Usually, a priori knowledge is needed to specify the weights. During the optimization, the weights are fixed in conventional weighted aggregation method.

Using this method, only one Pareto optimal solution can be obtained with one run of the optimization algorithm. In other words, if one intends to obtain different Pareto solutions, one has to run the optimizer several times. This is of course not allowed in a lot of real world problems because it usually takes too much time to run the optimization more than once.

What is worse, efficiency is not the only problem for CWA. It was pointed out that CWA is not able to obtain the Pareto solutions that are located in the concave region of the Pareto front [2].

However, it is not as straightforward as one might imagine to explain the reason why the solutions in the concave region of the Pareto front cannot be obtained using CWA. One attempt to explain this problem is illustrated in Fig. 2, which was provided in [2]. In the figure, line $L$ denotes solutions with the same cost and the slope of the line is determined by the weights. According to this theory, the solutions in the concave region between point $A$ and $B$ cannot be reached by CWA based methods. Unfortunately, this illustration is incorrect because the solutions outside the shaded area are unreachable anyway and therefore, it is impossible for the optimizer to proceed towards the Pareto front from the origin, in particular for minimization problems.

In [5], another illustration as shown in Fig. 3 is used. However, from this illustration, it is still unclear why the solutions in the concave region are not obtainable with CWA methods. Further explanations are provided as follows. In Fig. 4 (a), it can be seen that the line with equal cost will converge to a point on a convex Pareto front when the slant of the line is given, that is, when the weights are fixed. In contrast, the line will continue to move after it reaches a point (point $C$, which is corresponding to the given weights).
in the concave region of the Pareto front, until no further minimization of the cost is possible. Finally, the obtained solution will be either \( A \) or \( B \).

In the following, a new explanation for this problem is suggested. In our opinion, whether CWA is able to converge to a Pareto-optimal solution depends on the stability of the Pareto solution corresponding to the given weight combination. If the Pareto solution corresponding to a given weight combination is a stable minimum, then it can be obtained with CWA. To explain this further, let us have a look at the problem from another point of view. We first discuss a convex Pareto front. For a two-objective problem, if the Pareto front is presented in the conventional way, as shown in Fig. 5 (a), then point \( B \) is the stable minimum on the Pareto front. That is to say, point \( B \) will be the solution obtained by CWA given the weight combination of \((w_1, w_2) = (0, 1)\). If the weight combination is changed in optimization, it is equivalent to rotating the coordinate system together with the Pareto front. Thus, when \( w_1 \) decreases and \( w_2 \) increases, it is equal to rotate the coordinate system counter-clockwise. If \( f_1^* = f_2^* \), then for a given weight combination of \((w_1, w_2) = (0.5, 0.5)\), the coordinate system rotates 45 degrees. In this case, \( C \) is the stable minimum of the Pareto front that will be obtained using CWA with \((w_1, w_2) = (0.5, 0.5)\), as shown in Fig. 5 (b). Obviously, for a weight combination of \((w_1, w_2) = (1, 0)\), \( A \) is the stable minimum and the coordinate system rotates 90 degrees. Therefore, different Pareto solutions will be obtained using the conventional weight aggregation with different weight combinations if the Pareto front is convex. Since the weights are always non-negative, the maximal rotation angle is 90 degree. Without considering the time consumption, the whole Pareto front can be obtained by running the optimizer as many times as possible.

Now let us have a look at a concave Pareto front. As illustrated in Fig. 6, all solutions located in the concave region of the Pareto front are unstable when the weight combination changes. As explained above, Fig. 6 (a) corresponds to a weight combination of \((w_1, w_2) = (0, 1)\) and the solution will be point \( B \). For all weight combinations that corresponds to a rotation angle between 0 and 45 degrees, the solution to be obtained will be \( B \), whereas for all weight combinations that correspond to a rotation angle between 45 and 90 degrees, the solution to be obtained will be \( A \). The weight combination that corresponds to a rotation angle of 45 degree (if \( f_1^* = f_2^* \)) is a dividing point (Point \( C \)). If the weight combination exactly corresponds to this dividing point, the result of the optimization can either be \( A \) or \( B \), depending on the initial condition and dynamics of the optimizer. As a conclusion, only point \( A \) and \( B \) are stable minima on the Pareto front no matter how the weight combination changes.
According to the above discussions, we can draw the following conclusions:

- For a convex Pareto front, each weight combination corresponds to a stable minimum on the Pareto front.
- For a concave Pareto front, all solutions with exception to the two points on the two ends are unstable when the conventional weighted aggregation is used. Therefore, an optimizer is unable to converge to the Pareto solution corresponding to the weight combination.
- When the Pareto front is rotated slowly from 0 degree to 90 degree, the optimizer will go along the Pareto front from one stable minimum to another, once it reaches any point of the Pareto front. If the Pareto front is convex, the moving speed is determined by the change of weights. If the Pareto front is concave, the optimizer will stay on one stable minimum until this point becomes unstable. In this case, the optimizer will move along the Pareto front to the next stable minimum.

3 Evolutionary Dynamic Weighted Aggregation

As it is pointed out in the last section, if we rotate the Pareto front 90 degree, the optimizer will go from one stable optimum to another. This can be done in two ways:

- After the optimizer has converged to one stable minimum, the Pareto front is rotated 90 degrees abruptly. In the two-objective case, this corresponds to the situation where $w_1$ is changed from 0 to 1 and $w_2$ from 1 to 0. We call it Bang-bang Weighted Aggregation (BWA).
- The Pareto front is rotated gently, that is, the weights are changed gradually. In this case, the optimizer will traverse the whole Pareto front and all the solutions on the front will be obtained. This was denoted as Generation-based Periodical Variation of the Weights in [1]. In this paper, it is called Dynamic Weighted Aggregation (DWA).

In both cases, the weights are changed periodically. This may be helpful if the Pareto front is not uniform. By uniform, we mean that if the distance in the weight space is the same, then the distance on the Pareto front is also the same.

3.1 Bang-bang Weighted Aggregation

Bang-bang weighted aggregation (BWA) can be seen as a test of our theory proposed in the last section. According to our theory, it is also possible to obtain the whole Pareto front when we rotate it 90 degrees abruptly, no matter whether it is convex or concave. However, we expect that the optimizer may not necessarily keep moving along the Pareto front if it is convex, because the Pareto front is not the shortest feasible path from one stable point to another, refer to Fig. 7 (a). Very interestingly, if the Pareto front is concave, the optimizer should keep moving along the Pareto front because it provides the shortest feasible path from one stable point to another, as illustrated in Fig. 7 (b).

A bang-bang change of weights can be realized in the following way for a two-objective minimization problem:

$$w_1(t) = \text{sign}(\sin(2\pi t/F))$$

$$w_2(t) = 1.0 - w_1,$$

where $t$ is the generation index and $F$ is the frequency of the weight change. It is clear that $F$ should be large enough to allow the optimizer to move from one stable point to another.
3.2 Dynamic Weighted Aggregation

In dynamic weighted aggregation (DWA), the weights are changed gradually. This slow change of the weights will force the optimizer to keep moving on the Pareto front if it is convex. If it is concave, the performance of DWA may not have much difference from that of the BWA. This can be realized as follows:

\[
\begin{align*}
    w_1(t) &= |\sin(2\pi t/F)|, \\
    w_2(t) &= 1.0 - w_1(t),
\end{align*}
\]

where \(t\) is the number of generation. It is noticed that \(w_1(t)\) changes from 0 to 1 periodically. The change frequency can be adjusted by \(F\). The frequency should not be too high so that the algorithm is able to converge to a minimum. On the other hand, it seems reasonable to let the weight change from 0 to 1 twice during the whole optimization. In the simulation described in Section 5.3 and 5.4, \(F\) is set to 100 for BWA and 200 for DWA, so that for both methods, the Pareto front rotates three times in 150 generations.

3.3 An Archive of Pareto Solutions

In both BWA and DWA, the population is not able to keep all the found Pareto solutions, although it is able to traverse the Pareto front dynamically. Therefore, it is necessary to record the Pareto solutions that have been found so far. To this end, it is necessary to maintain an archive of the Pareto-optimal solutions. The pseudo-code for building the archive is listed in Algorithm 1. The similarity is measured by the Euclidean distance in the fitness space.

<table>
<thead>
<tr>
<th>Algorithm 1 Pseudo-code for maintaining an archive of Pareto solutions.</th>
</tr>
</thead>
<tbody>
<tr>
<td>for each individual (o) in offspring population do</td>
</tr>
<tr>
<td>() if ((o) dominates an individual in parent population (p)) and ((o) is not dominated by any solutions in the archive) and ((o) is not similar to any solutions in the archive) then</td>
</tr>
<tr>
<td>() if archive is not full then</td>
</tr>
<tr>
<td>() add (o) to the archive</td>
</tr>
<tr>
<td>() else if (o) dominates any solution (a) in the archive then</td>
</tr>
<tr>
<td>() replace (a) with (o)</td>
</tr>
<tr>
<td>() else if any solution (a_1) in the archive dominates another solution (a_2) then</td>
</tr>
<tr>
<td>() replace (a_2) with (o)</td>
</tr>
<tr>
<td>() else</td>
</tr>
<tr>
<td>() discard (o)</td>
</tr>
<tr>
<td>() end if</td>
</tr>
<tr>
<td>else</td>
</tr>
<tr>
<td>() discard (o)</td>
</tr>
<tr>
<td>() end if</td>
</tr>
<tr>
<td>end for</td>
</tr>
<tr>
<td>for each solution in the archive do</td>
</tr>
<tr>
<td>() if solution (a_1) dominates (a_2) then</td>
</tr>
<tr>
<td>() remove (a_2)</td>
</tr>
<tr>
<td>() end if</td>
</tr>
<tr>
<td>end for</td>
</tr>
<tr>
<td>is uniform.</td>
</tr>
<tr>
<td>(f_1 = \frac{1}{n} \sum_{i=1}^{n} x_i^2)</td>
</tr>
<tr>
<td>(f_2 = \frac{1}{n} \sum_{i=1}^{n} (x_i - 2.0)^2)</td>
</tr>
</tbody>
</table>

- The second test function \(F_2\) is the first function in \([7]\), which has a convex but non-uniform Pareto front:

\[
\begin{align*}
    f_1 &= x_1 \\
    g(x_2, ..., x_n) &= 1.0 + \frac{9}{n-1} \sum_{i=2}^{n} x_i \\
    f_2 &= g \times (1.0 - \sqrt{f_1/g}).
\end{align*}
\]

- The third test function \(F_3\) is the second function in \([7]\), which has a concave Pareto front:

\[
\begin{align*}
    f_1 &= x_1 \\
    g(x_2, ..., x_n) &= 1.0 + \frac{9}{n-1} \sum_{i=2}^{n} x_i \\
    f_2 &= g \times (1.0 - (f_1/g)^2).
\end{align*}
\]

- The fourth test function \(F_4\) adapted from \(F_2\) and \(F_3\), which has a Pareto front that is neither

4 Test Functions

To evaluate our theory and to demonstrate the effectiveness of our methods, simulations are carried out on five test functions. The first three test functions are taken from \([7, 8]\) and the fourth test function is adapted from test functions \(F_2\) and \(F_3\) so that its Pareto front is partially convex and partially concave. \(F_5\) has a discontinuous Pareto front, which is used to test how the methods behave when the Pareto front is discontinuous. Note that for all test functions, \(x_i \in [0, 1]\).

- The first test function \(F_1\) used here is the second function in \([8]\) and we extend it to an \(n\)-dimensional. The Pareto front of this function
purely convex nor purely concave:

\[ f_1 = x_1 \]
\[ g(x_2, \ldots, x_n) = 1.0 + \frac{9}{n-1} \sum_{i=2}^{n} x_i \]
\[ f_2 = g \times (1.0 - \sqrt{f_1/g - (f_1/g)^4}) \]

- The fifth test function \( (F_5) \) is the third function in [7], whose Pareto front consists of a number of separated convex parts:

\[ f_1 = x_1 \]
\[ g(x_2, \ldots, x_n) = 1.0 + \frac{9}{n-1} \sum_{i=2}^{n} x_i \]
\[ f_2 = g \times (1.0 - \sqrt{f_1/g - (f_1/g)^4}) \cdot \sin(10\pi f_1) \]

5 Simulation Studies

5.1 The Evolution Strategies

In the standard evolution strategy, the mutation of the objective parameters is carried out by adding an \( N(0, \sigma_i^2) \) distributed random number. The step size \( \sigma_i \) is also encoded in the genotype and subject to mutations. A standard evolution strategy can be described as follows:

\[ \sigma_i(t) = \sigma_i(t-1) \exp(\eta^i z) \exp(\tau z_i) \] (23)
\[ x(t) = x(t-1) + \tilde{z} \] (24)

where \( x \) is an \( n \)-dimensional parameter vector to be optimized, \( \tilde{z} \) is an \( n \)-dimensional random number vector with \( \tilde{z} \sim N(0, \sigma(t)^2) \), \( z \) and \( z_i \) are normally distributed random numbers with \( z, z_i \sim N(0, 1) \). Parameters \( \tau, \eta^i \) and \( \sigma_i \) are the strategy parameters, where \( \sigma_i \) is mutated as in equation (24) and \( \tau, \eta^i \) are constants as follows:

\[ \tau = \left( \sqrt{2\sqrt{n}} \right)^{-1} \; ; \; \eta^i = \left( \sqrt{2n} \right)^{-1} \] (25)

There are several extensions to the above standard ES. In this work, the standard \((\mu, \lambda)\)-ES [9] is employed.

5.2 Conventional Weighted Aggregation

We first employ CWA to obtain the Pareto front. As we mentioned above, we have to run the optimizer more than once if we attempt to obtain more than one solution. In this work, the algorithm is run for 20 times for test functions \( F_1, F_2 \) and \( F_3 \), and 40 times for test function \( F_4 \). Since the Pareto solutions are not uniformly distributed on the Pareto front corresponding to a uniformly distributed weight combinations, smaller weight change is needed to obtain the solutions in the convex region of the Pareto front in function \( F_4 \). In all the simulations, the dimension \( n \) is set to 2.

![Figure 8: CWA for \( F_1 \) and \( F_2 \). The results are collected from 20 runs of the optimization.](image)

![Figure 9: CWA for \( F_3 \) and \( F_4 \). 20 runs are carried out for \( F_3 \) and 40 runs are carried for \( F_4 \).](image)

Fig. 9 provides the results on \( F_3 \) and \( F_4 \). Since the Pareto front of \( F_3 \) is concave, we can only obtain two solutions, whereas for \( F_4 \), the solutions in the convex region are obtained and those in the concave region are not obtained, which is expected from our discussion in Section 3.

5.3 Bang-bang Weighted Aggregation and Dynamic Weighted Aggregation

In this part, we intend to empirically support our theory on multi-objective optimization by showing that bang-bang weighted aggregation is able to obtain the Pareto set, in particular for concave Pareto fronts. At
the same time, the performance of both BWA and DWA are compared for different situations. For both methods, 150 generations are run so that the weight can switch three times during optimization, as mentioned in Section 3.2.

Figure 10: Results on $F_1$: (a) BWA and (b) DWA.

According to our theory, BWA may perform worse than DWA for convex Pareto fronts, because the Pareto front between two stable points is not the shortest feasible path. This can be seen from the results on $F_1$, which are shown in Fig. 10. However, when the Pareto front is concave, the performances of BWA and DWA are similar, as shown in Fig. 11. This is consistent with our theory.

Figure 11: Results on $F_2$: (a) BWA and (b) DWA.

Test function $F_4$ has a partially convex and partially concave Pareto front. Since its convex part is relatively small, there is no essential discrepancy between the results from BWA and DWA, see Fig. 12.

Figure 12: Results on $F_4$: (a) BWA and (b) DWA.

All the above test functions, $F_1$, $F_3$ and $F_4$ have a continuous Pareto front. It is desirable to investigate how our methods work for discontinuous Pareto fronts, particularly when BWA is used. In Fig. 13 (a), we see that BWA has successfully obtained the discontinuous Pareto front. Amazingly, the algorithm is able to move from one part of the Pareto front to another through a bridge that connects the different parts of the Pareto front, which is shown in Fig. 13 (b) caught by a snapshot during optimization.

Figure 13: BWA for a discontinuous Pareto front ($F_5$): (a) The obtained Pareto front; (b) A snapshot showing how the BWA moves between different parts of the Pareto front.

Similar results have been obtained on $F_5$ using DWA.

5.4 Discussions

From the simulation results, we can make the following observations:

Figure 14: DWA for $F_4$: The optimizer starts to move along a concave Pareto front only when the rotation angle reaches a dividing point. (a) $w_1 = 0.0$; (b) $w_1 = 0.9$; (c) $w_1 = 0.92$ and (d) $w_1 = 1.0$.

- For convex Pareto fronts, DWA exhibits better performance than BWA. The reason is that the
optimizer will not necessarily keep moving along the Pareto front if BWA is used.

- For concave Pareto fronts, BWA and DWA show similar performance. However, BWA may be more efficient than DWA when the Pareto front is concave. This is due to the fact that when the Pareto front rotates, the optimizer stays at one stable solution until a rotation angle corresponding to the dividing point has been reached, as discussed in Section 2.2. Let us have a look at the results from applying the DWA to $F_4$. In generation 100, $w_1 = 0.0$ and the optimizer is around the stable point $A$, see Fig. 14(a). When the evolution proceeds, the optimizer remains on point $A$ until in generation 135, when $w_1 = 0.90$, see Fig. 14(b). In generation 137, the optimizer has moved through the most part of the concave region (Fig. 14(c)), where $w_1 = 0.92$. Finally, in generation 150, the optimizer is around the other stable point of the concave region, i.e., point $B$ in Fig. 14(d). It should be noticed that the solutions in the archive are not shown in Fig. 14.

In application, if one does not know in advance if the Pareto front is convex or concave, DWA is recommended to ensure that the optimizer will move along the Pareto front to obtain the whole set of Pareto solutions. However, if one knows that the Pareto front is concave, the BWA may need less time to achieve the whole Pareto set.

6 Conclusion

Multi-objective optimization using weighted aggregation based approaches is revisited. The problem of concave Pareto fronts in MOO is discussed and a theory why CWA based approaches are unable to obtain the solutions in the concave region of the Pareto front is proposed. An evolutionary dynamic weighted aggregation (EDWA) is proposed to obtain Pareto solutions in one run, no matter whether they are located in the convex or concave region of the Pareto front. The proposed method is shown to be not only efficient, meaning it is able to obtain Pareto solutions in one run of the optimization, but is also able to obtain the solutions located in the concave region of the Pareto front. This is very encouraging because the EDWA is computationally efficient and all existing evolutionary algorithms can be employed with minor modifications to change the weight dynamically during optimization.

However, theoretical work may be necessary to ascertain that when the weights changes and the optimizer moves from one stable minimum to another stable minimum, all the solutions in the concave region between the two minima are reached. The conclusion that local optima are concentrated in a very small region of the solution space [10] may be one support for the EDWA and vice versa, the successful of the EDWA is also a support for this conclusion.
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