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Abstract

Primal-dual interior-point methods (IPMs) have shown their power in solving large classes of optimization problems. However, at present there is still a gap between the practical behavior of these algorithms and their theoretical worst-case complexity results, with respect to the strategies of updating the duality gap parameter in the algorithm. The so-called small-update IPMs enjoy the best known theoretical worst-case iteration bound but work very poorly in practice, while the so-called large-update IPMs perform much better in practice but with relatively weaker theoretical results. In this paper, by restricting us to linear optimization (LO), we first exploit some interesting properties of a proximity measure function that has a key role in defining the neighborhood of the central path. These simple but important features of the proximity measure function indicate that, when the current iterate is in a large neighborhood of the central path, then the large-update IPM emerges to be the only natural choice. Then, we apply these results to a specific self-regularity based IPM proposed recently by the authors of this work and C. Roos. Among others, we show that this self-regularity based IPM can also predict precisely the change of the duality gap as the standard IPM does. Therefore, we can directly apply the modified IPM to the simplified self-dual homogeneous model for LO. This provides a remedy for an implementation issue of the proposed IPMs in [11]. A dynamic large-update IPM in large neighborhood is proposed. Different from the algorithm in [11], the new dynamic IPM always takes large-update and does not utilize any inner iteration to get centered. An $O\left(n^{\frac{5}{3}} \log \frac{n}{\varepsilon}\right)$ iteration bound of the algorithm is established.
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1 Introduction

Since Karmarkar’s seminal paper [5], many researchers have proposed and analyzed various
interior-point methods (IPMs) for solving large classes of optimization problems and numerous
exciting results have been reported. For a survey of these results we refer to the recent books on
the subject ([13, 16, 17]). In this paper, we deal with primal-dual IPMs for solving the following
standard LO problem:

\[
(P) \quad \min \{ c^T x : Ax = b, x \geq 0 \},
\]

where \( A \in \mathbb{R}^{m \times n} \) satisfies \( \text{rank}(A) = m \), \( b \in \mathbb{R}^m \), \( c \in \mathbb{R}^n \), and its dual problem

\[
(D) \quad \max \{ b^T y : A^T y + s = c, s \geq 0 \}.
\]

Without loss of generality, we assume that both \((P)\) and \((D)\) satisfy the interior point condition
(IPC), i.e., there exists an \((x^0, s^0, y^0)\) such that

\[
Ax^0 = b, \ x^0 > 0, \quad A^Ty^0 + s^0 = c, \ s^0 > 0.
\]

For this and some other properties mentioned below, see, e.g., [13]. If the IPC holds, then
finding an optimal solution of \((P)\) and \((D)\) is equivalent to solving the following system.

\[
Ax = b, \ x \geq 0,
A^Ty + s = c, \ s \geq 0,
xs = 0.
\]  

Here \( xs \) denotes the coordinatewise product of the vectors \( x \) and \( s \). The basic idea of primal-
dual IPMs is to replace the third equation in (1) by the parameterized equation \( xs = \mu e \) with
\( e = (1, \ldots, 1)^T \). This leads to the following system

\[
Ax = b, \ x \geq 0,
A^Ty + s = c, \ s \geq 0,
xs = \mu e.
\]  

If the IPC holds, then for each \( \mu > 0 \), system (2) has a unique solution. This solution (denoted
by \((x(\mu), s(\mu))\)) is called the \( \mu \)-center of the primal-dual pair \((P)\) and \((D)\). The set of \( \mu \)-centers
with all \( \mu > 0 \) gives the central path of \((P)\) and \((D)\) [6]. It has been shown that the limit of the
central path (as \( \mu \) goes to zero) exists. Because the limit point satisfies the complementarity
condition, it naturally yields optimal solutions for both \((P)\) and \((D)\) [13].

Primal-dual IPMs follow the central path \((x(\mu), s(\mu))\) approximately and approach the optimal
solution set of the underlying LO problem as \( \mu \) goes to zero. Let us briefly indicate how this goes.
Without loss of generality we assume that the present point \((x, y, s)\) is in a certain neighborhood
of the central path for some positive \( \mu \). We first update \( \mu \) to \( \mu_+ := (1 - \theta)\mu \), for some \( \theta \in (0, 1) \).
Then we solve the following Newton system

\[
A\Delta x = 0, \\
A^T\Delta y + \Delta s = 0, \\
\mu_+ e - xs = x\Delta s + s\Delta x
\]

and get the unique search direction \((\Delta x, \Delta y, \Delta s)\). By taking a step along the search direction
where the step size is defined by some line search rules, one constructs a new triple \((x, y, s)\) that
is ‘closer’ to \((x(\mu_+), y(\mu_+), s(\mu_+))\). We repeat this procedure until the present iterate is ‘close enough’ to \((x(\mu_+), y(\mu_+), s(\mu_+))\) and thus we can set \(\mu := \mu_+\). Then \(\mu\) is reduced again by the factor \(1 - \theta\) and we apply Newton’s method again targeting at the new \(\mu\)-center, and so on. This process is repeated until \(\mu\) is small enough.

Note that our primary target is to reduce the duality gap as fast as possible, which is done by subsequently decreasing the parameter \(\mu\) with a fixed ratio \(1 - \theta\) at each outer iteration of the algorithm. As a consequence, the choice of the parameter \(\theta\) has an important role in the design and analysis of IPMs. Usually, if \(\theta\) is a constant independent of \(n\), the dimension of the problem, for instance \(\theta = \frac{1}{2}\), then we call the algorithm a large-update (or long-step) method. If \(\theta\) depends on the problem dimension such as \(\theta = \frac{1}{\sqrt{n}}\), then the algorithm is named a small-update (or short-step) method. At present there is still a gap between the practical performance of IPMs and their theoretical worst-case complexity results with respect to different choices of \(\theta\). The small-update method has the best known \(O(\sqrt{n} \log \frac{n}{\varepsilon})\) iteration bound, while the large-update method has a worse \(O(n \log \frac{\varepsilon}{(\varepsilon)}\) iteration bound \([13, 16, 17]\). However, large-update IPMs perform much better in practice than small-update methods \([1]\).

Several strategies have been proposed by various investigators aiming at improving the theoretical complexity of large-update IPMs \([3, 4, 8, 11]\). In this paper, we will focus on the approach suggested in \([11]\) where new IPMs are induced based on the so-called self-regular proximity functions. As we described earlier, in both the analysis and implementation of IPMs we need to use some proximity functions to keep control on the ‘distance’ from the current iterates to the current \(\mu\)-centers and to the boundary of the feasible set. The basic idea in \([11]\) is to employ a specific class of proximity functions and consequently its induced search directions in the algorithm. To describe briefly the algorithm in \([11]\), we need to introduce some notation first. For any strictly feasible primal-dual pair \((x, s)\) and any positive number \(\mu\), we define

\[ v := \sqrt{\frac{x s}{\mu}}, \quad v^{-1} := \sqrt{\frac{\mu e}{x s}} \]  

(4)

to be the vectors whose \(i\)th components are \(\sqrt{\frac{x_i s_i}{\mu}}\) and \(\sqrt{\frac{\mu e_i}{x_i s_i}}\), respectively. The proximity functions used in \([11]\) are defined as follows:

\[ \Phi(x, s, \mu) := \Psi(v) = \sum_{i=1}^{n} \psi(v_i), \]  

(5)

where \(\psi(t)\), the kernel function of the proximity function is a so-called univariate self-regular function. For ease of reference, we also denote the search direction in the scaled \(v\)-space as

\[ d_x := \frac{v \Delta x}{x}, \quad d_s := \frac{v \Delta s}{s}. \]  

(6)

Using this notation and (4), we can write the new search direction introduced in \([11]\) as a solution of the following new system

\[ \bar{A} d_x = 0, \]
\[ \bar{A}^T \Delta y + d_s = 0, \]
\[ d_x + d_s = -\nabla \Psi(v), \]  

(7)

where \(\bar{A} = \frac{1}{\mu} AV^{-1}X, \ V = \text{diag}(v), \ X = \text{diag}(x)\). The algorithm in \([11]\) can be outlined as follows.
Algorithm 1 for LO

Input:
A proximity parameter $\tau$;
an accuracy parameter $\varepsilon > 0$;
a fixed barrier update parameter $\theta$, $0 < \theta < 1$;
$(x^0, s^0)$ and $\mu^0 = 1$ such that $\Phi(x^0, s^0, \mu^0) \leq \tau n$.

begin
\begin{align*}
x &:= x^0; \quad s := s^0; \quad \mu := \mu^0; \\
\text{while} \quad n\mu \geq \varepsilon \quad \text{do} \\
\quad \mu &:= (1 - \theta)\mu; \\
\quad \text{while} \quad \Phi(x, s, \mu) \geq n\tau \quad \text{do} \\
\qquad \text{Solve the system (7) for } \Delta x, \Delta y, \Delta s, \\
\qquad \text{begin} \\
\qquad \quad \text{Determine a step size } \alpha; \\
\qquad \quad x := x + \alpha \Delta x; \\
\qquad \quad s := s + \alpha \Delta s; \\
\qquad \quad y := y + \alpha \Delta y. \\
\qquad \text{end} \\
\quad \text{end} \\
\text{end}
\end{align*}
end

It should be noted that in the above algorithmic scheme, $\mu$ is treated as an independent parameter. This is different from what implemented in most IPM solvers, where $\mu$ is always chosen as the duality gap $\frac{x^T s}{n}$. As we observed in the thesis [10, Section 7.1], this might increase the cost for computing a search direction when the algorithm is applied to the self-dual embedding model for LO. A popular strategy used in most IPM solvers is that they always employ the large-update algorithm in the outer iteration but take only one or very few inner iterations to get recentered. Although such a strategy works very efficiently in practice, there is no theoretical explanation for this phenomenon. On the other hand, although the proximity function $\Psi(v)$ has a dominant role in Algorithm 1, it does not give any indication why we should use large-update IPMs and why they work so well numerically.

The main motivation of this paper is to elaborate on the approach in [11] and then to provide some partial answers to these issues. For this we need to explore the roles of the parameter $\mu$ and the duality gap in a self-regularity based IPM and their relation. For simplicity of discussion, we will focus only on a specific self-regular proximity measure function with the kernel function $\psi(t) = \frac{1}{2} \left( t - \frac{1}{t} \right)^2$. Among others, we will show that if the present iterate is not in a small neighborhood of the central path, then the proximity function itself will naturally lead to a large-update IPM. Moreover, a particular dynamic large-update version of the self-regularity based algorithm can predict the change of the duality gap in the same way as the IPM based on the standard Newton search direction does. This provides a remedy for an implementation issue of the IPMs in [11].
The paper is organized as follows. First, in Section 2, we explore the role of the parameter $\mu$ w.r.t. this specific proximity measure function. In particular, we will present an interesting observation that, when the current iterate is in a large neighborhood of the central path and the parameter $\mu$ is defined by the duality gap $\frac{x^T s}{n}$, the proximity measure function will not increase after a large update of $\mu$. For a special large-update IPM, based on our self-regular proximity measure function, we will discuss how the duality gap changes along the search direction. In Section 3, we propose a new IPM and establish its complexity. Finally, we close this paper by some concluding remarks in Section 4.

A few words about our notation. Throughout the paper $\| \cdot \|$ denotes the 2-norm of vectors. We denote by $I$ the index set $I = \{1, 2, \ldots, n\}$ and $x^{-T}s^{-1} = \sum_{i \in I} x_i s_i^{-1}$. For any $x = (x_1, x_2, \ldots, x_n)^T \in \mathbb{R}^n$, $x_{\min} = \min \{x_1, x_2, \ldots, x_n\}$ (or $x_{\max}$) is the smallest (or largest) component of $x$.

### 2 Properties of the Proximity Measure Function

In this section we investigate the properties of the proximity measure function $\Phi(x, s, \mu)$ or $\Psi(v)$, with respect to the argument $\mu$. We are particularly interested in the case that the present iterate $(x, s)$ is far away from the central path. For notational convenience, $\mu_{\text{gap}} := \frac{x^T s}{n}$ denotes the current duality gap and $v_{\text{gap}}$ denotes the vector $v_{\text{gap}} := \sqrt{\frac{x^T}{\mu_{\text{gap}}}}$. Note that when the point $(x, s)$ is fixed, then we can cast the proximity measure function $\Phi(x, s, \mu)$ as a function of $\mu$, i.e.,

$$
\Phi(x, s, \mu) := \frac{x^T s}{2\mu} - n + \frac{\mu}{2} x^{-T}s^{-1}.
$$

If $\mu = \mu_{\text{gap}}$, from the choice of the kernel function we know that the value of the proximity measure function is determined by the product $x^T s x^{-T}s^{-1}$. If $(x, s)$ is not in a small neighborhood of the central path, we can assume without loss of generality that there exists a constant $\tau > 1$ satisfying $x^T s x^{-T}s^{-1} = \tau n^2$. It is easy to verify the following interesting relation that plays a crucial role later in the design of our algorithmic scheme.

**Proposition 2.1** Suppose that the iterate $(x, s) > 0$ is fixed. Let $\mu_h = \frac{n}{x^{-T}s^{-1}}$, then we have

$$
\Phi(x, s, \mu_{\text{gap}}) = \Phi(x, s, \mu_h).
$$

Because both $x$ and $s$ are positive vectors, the function $\Phi(x, s, \mu)$ is convex with respect to $\mu$. Using the optimality condition for convex optimization problems, we can easily prove the following results.

**Proposition 2.2** For any fixed iterate $(x, s) > 0$, the proximity measure function $\Phi(x, s, \mu)$ has a global minimizer at the point

$$
\mu^* = \sqrt{\frac{x^T s}{x^{-T}s^{-1}}} = \sqrt{\mu_{\text{gap}} \mu_h}.
$$

Obviously, when the iterate $(x, s)$ is not on the central path, then $\mu_h$ is always smaller than $\mu_{\text{gap}}$, and $\mu^*$ is the geometric mean of $\mu_{\text{gap}}$ and $\mu_h$. Now, let us recall that when the primal-dual
pair \((x, s)\) is in a large neighborhood of the central path, then usually 
\(x^T s x - T s^{-1} = \tau n^2\) holds for some positive constant \(\tau > 1\). This further implies that
\[
\frac{\mu_{gap}}{\mu_h} = \tau.
\]
Therefore, when \(\tau\) is a relatively large constant, then we can set our target in the outer iteration as
\[
\mu_h := \left(1 - \frac{\tau - 1}{\tau}\right) \mu_{gap},
\]
which is equivalent to choosing the constant \(\theta = \frac{\tau - 1}{\tau}\) in the update of the parameter \(\mu\) in Algorithm 1. When \(\tau > 2\), we have \(\theta > \frac{1}{2}\). This leads naturally to a large-update method. However, we know from Proposition 2.1 that the proximity measure function will still have the same value.

![Figure 1: The neighborhoods of \(\mu_{gap}\) and \(\mu_h\) for a given point \(w = \sqrt{xs}\)](image)

It should be noted that in Proposition 2.1 we only discuss a specific case of the proximity function when the iterate is far from the central path. In practical implementations of IPMs, we also use a large-update strategy if the iterate is close to the central path, or equivalently the proximity function \(\Phi(x, s, \mu_{gap})\) or the ratio \(\frac{\mu_{gap}}{\mu_h}\) is bounded above by a certain constant. Thus, after one update of \(\mu\), we need also to investigate the growth behavior of the proximity function, which is demonstrated by the following lemma.

**Lemma 2.3** If
\[
\frac{\mu_{gap}}{\mu_h} = \frac{x^T s x - T s^{-1}}{n^2} \leq \tau,
\]
then
\[
\Phi \left( x, s, \frac{\mu_{gap}}{\tau} \right) \leq \frac{(\tau - 1)n}{2}.
\]
Proof: By the assumption of the lemma we can write $\mu_{gap} = \tau \mu_h$ for some $\tau \leq \tau$. It follows that
\[
\Phi \left( x, s, \frac{\mu_{gap}}{\tau} \right) = \frac{\tau n}{2} - n + \frac{n \mu_{gap}}{2\tau \mu_h} = \frac{(\tau - 1)n}{2} - n + \frac{n \tau}{2} \leq \frac{(\tau - 1)n}{2},
\]
which further concludes the lemma. \qed

In fact, for any positive $\tau > 1$, if we define
\[
\mu_t := \frac{2x^T s}{(\tau + 1)n + \sqrt{(\tau + 1)^2 n^2 - 4x^T s \sum_{i \in \mathcal{I}} x_i^{-1}s_i^{-1}}} = \frac{2 \mu_{gap}}{\tau + 1 + \sqrt{(\tau + 1)^2 - 4 \mu_{gap}/\mu_h}}, \tag{8}
\]
then it holds obviously $\Phi(x, s, \mu_t) = \frac{(\tau - 1)n}{2}$. It is easy to verify that $\mu_t = \mu_h$ if and only if $\mu_{gap}/\mu_h = \tau$. In particular, we have $\mu_h > \mu_t$ whenever $\mu_{gap}/\mu_h < \tau$.

Now we proceed to discuss the properties of the search direction based on our specific self-regular proximity function for different updates of $\mu$. Note that, due to the specific choice of the kernel function $\psi(t)$, we can rewrite system (7) in the original space as
\[
A \Delta x = 0, \\
A^T \Delta y + \Delta s = 0, \\
s \Delta x + x \Delta s = \mu^2 x^{-1}s^{-1} - xs. \tag{9}
\]
Let us denote by $(\Delta x(\mu), \Delta y(\mu), \Delta s(\mu))$ the solution of system (9). The following two lemmas discuss the change of the duality gap along the search direction $(\Delta x(\mu), \Delta s(\mu))$ for $\mu = \mu^*$ and $\mu = \mu_h$.

**Lemma 2.4** Let $(\Delta x(\mu^*), \Delta s(\mu^*))$ be the solution of system (9) with $\mu = \mu^*$. Then the relation
\[
x^T \Delta s(\mu^*) + s^T \Delta x(\mu^*) = 0
\]
holds.

Proof: The Lemma follows immediately from the choice of $\mu^*$. \qed

The lemma indicates that if $\mu = \mu^*$, then the step won’t change the duality gap, i.e.,
\[
(x + \alpha \Delta x(\mu^*))^T (s + \alpha \Delta s(\mu^*)) = x^T s
\]
for any feasible step size $\alpha$.

Similarly, by the choice of $\mu_h$ we readily get

**Lemma 2.5** Let $(\Delta x(\mu_h), \Delta s(\mu_h))$ be the solution of system (9) with $\mu = \mu_h$. Then the relation
\[
x^T \Delta s(\mu_h) + s^T \Delta x(\mu_h) = \frac{n^2}{x^{-1}s^{-1}} - x^T s
\]
holds.
Recall that in traditional IPMs based on the standard Newton direction, we need to solve equation system (3) at each iteration. In this case, if we set the target to \( \mu_+ = \mu_h \), then the solution of system (3) will satisfy

\[
x^T \Delta s + s^T \Delta x = n\mu_h - x^T s.
\]

This implies that if the targeted parameter is \( \mu_h \), then the search direction based on our specific self-regular proximity function and the standard Newton direction will predict the change of the duality gap in the same way.

3 A Dynamic Large-Update IPM

In this section we consider a specific variant of Algorithm 1. This variant is more flexible and closer to what is implemented in IPM solvers, since we use large-update at each iterate and do not employ any inner iterations to recenter. It is worthwhile to mention that in practical implementations of IPMs, we always stipulate that the iterate satisfies the condition \( \min(x_i s_i) \geq \ell \mu_{gap} \) where \( \ell \) is a small constant. Otherwise we utilize corrector steps to obtain a point satisfying such a requirement. Note that if we choose \( \ell = \frac{1}{\tau} \), then the above condition implies \( \Phi(x, s, \min(x_i s_i)) \leq \frac{\tau - 1}{2} n \). On the other hand, one can easily see that

\[
\Phi(x, s, \mu_{gap}) = \Phi(x, s, \mu_h) \leq \Phi(x, s, \min(x_i s_i)).
\]

This relation demonstrates that the neighborhood defined by \( \Phi(x, s, \mu_{gap}) \leq \tau n \) is larger than the neighborhood generated by \( \Phi(x, s, \min(x_i s_i)) \leq \tau n \). For example, let us consider the case that \( x = e \) and \( s = (1, \ldots, 1, \frac{1}{\sqrt{n}})^T \). For sufficiently large \( n \), one can show that \( \Phi(x, s, \mu_{gap}) \leq 2n \), but the proximity function \( \Phi(x, s, \min(x_i s_i)) \) becomes as large as \( O(n^2) \). This implies that, in some extreme cases, imposing the condition \( \Phi(x, s, \mu_{gap}) = \tau n \) on the proximity function is probably too aggressive. Let us further consider an implementation issue in the algorithm. Suppose that the present point \((x, s)\) is in a certain neighborhood of the central path. We then solve the linear system (9) for the search direction \((\Delta x, \Delta s)\), from which we can estimate the maximal feasible step size \( \alpha_{max} \). A popular heuristics for choosing the step size in IPM solvers is to use a damped factor of \( \alpha_{max} \), saying 0.995\(\alpha_{max} \) as a step size. Of course, if the value of the corresponding proximity function is too large for this step size, then we can reduce the step size appropriately so that the value of the proximity function at the new iterate is below the threshold. Note that it is also possible that the proximity function has a relatively small value for the step size 0.995\(\alpha_{max} \). In this case, theoretically we can still increase the step size such that the value of the proximity function remains below a prescribed bound. However, a practical issue is that, since the step size is already quite close to the maximal feasible step size, even a small increase of the step size might cause some numerical problems or drive the iterate too close to the boundary of the feasible region. In this situation, it is better to use the default value 0.995\(\alpha_{max} \) as the step size. Note that after such a step, we obtain a point pair \((x, s)\) with a small proximity function value.

Motivated by the above observation, we change slightly the procedure of Algorithm 1 as follows. We utilize a constant \( \tau \geq 10 \) to keep control on the update of the duality gap parameter \( \mu \), namely force the value of the proximity function to satisfy the following relation

\[
\Phi(x, s, \mu_{gap}) = \Phi(x, s, \mu_h) \leq \frac{(\tau - 1)n}{2}.
\]
We also stipulate that when the proximity measure function $\Phi(x, s, \mu_{\text{gap}})$ have a relatively small value, for instance, when $\Phi(x, s, \mu_{\text{gap}}) = \Phi(x, s, \mu_{h}) \leq \frac{(\tau - 2)n}{4}$ or equivalently $\mu_{\text{gap}} \leq \frac{\tau}{2} \mu_{h}$, we choose $\mu_{t}$ defined by (8) as our targeted center parameter to solve the system (9) for the search direction. Otherwise, we choose the targeted parameter $\mu_{h}$. Further, the step size is carefully chosen so that the relation 
$$\Phi(x, s, \mu_{\text{gap}}) \leq \frac{(\tau - 1)n}{2}$$
holds for all the iterates. Note that in both cases, we have $\mu_{\text{gap}} \geq \frac{\tau}{2} \mu$ where $\mu$ is the targeted parameter. Hence, our algorithm is indeed a large-update one when $\tau \geq 10$. At each step, we also stipulate that the step size should be chosen such that the proximity function $\Phi(x(\alpha), s(\alpha), \mu_{t})$ has a sufficient decrease while the constraint $x(\alpha)^{T}s(\alpha)x(\alpha) - s(\alpha)^{T}s(\alpha) \leq \tau n^2$ is satisfied. How-

er, this would require the exact solution of the subproblem. Instead of this, in the present algo-


crithm we solve the subproblem approximately so that the value of the function $\Phi(x(\alpha), s(\alpha), \mu_{t})$ is decreased sufficiently and the constraint is satisfied. Theorem 3.7 will give a default value for such a step size.

\begin{algorithm}
\textbf{Algorithm 2 for LO}
\begin{algorithmic}
\State \textbf{Input:}
\quad A proximity parameters $10 < \tau$;
\quad an accuracy parameter $\varepsilon > 0$;
\quad $(x, s) = (x^{0}, s^{0})$ such that $x^{T}s - x^{-1} \leq \tau n^2$.
\begin{algorithmic}
\State \textbf{begin}
\quad \textbf{while} $x^{T}s \geq \varepsilon$ \textbf{do}
\quad \begin{algorithmic}
\quad \quad $\tau_{0} = \frac{x^{T}s - x^{-1}}{n^2}$;
\quad \quad Compute $\mu_{t}$ by (8);
\quad \quad If $\tau \leq 2\tau_{0}$ then $\mu := \mu_{h}$;
\quad \quad otherwise $\mu := \mu_{t}$;
\quad \quad Solve the system (9) for $\Delta x, \Delta y, \Delta s$.
\quad \begin{algorithmic}
\quad \quad \textbf{begin}
\quad \quad \quad \text{Determine a step size that}
\quad \quad \quad \text{decreases $\Phi(x(\alpha), s(\alpha), \mu_{t})$ sufficiently and}
\quad \quad \quad \text{satisfies $\mu_{\text{gap}}(\alpha) \leq \tau \mu_{h}(\alpha)$;}
\quad \quad \quad \text{$x = x(\alpha); s = s(\alpha); y = y(\alpha).$}
\quad \quad \textbf{end}
\quad \textbf{end}
\quad \textbf{end}
\quad \textbf{end}
\quad \textbf{end}
\end{algorithmic}
\end{algorithmic}
\end{algorithmic}
\end{algorithm}

\textbf{Remark 3.1} In the algorithm it would be desirable that the step size $\alpha$ minimizes the proximity function $\Psi(x(\alpha), s(\alpha), \mu_{t})$ while the constraint $x(\alpha)^{T}s(\alpha)x(\alpha) - s(\alpha)^{T}s(\alpha) \leq \tau n^2$ is satisfied. However, this would require the exact solution of the subproblem. Instead of this, in the present algo-

rithm we solve the subproblem approximately so that the value of the function $\Phi(x(\alpha), s(\alpha), \mu_{t})$ is decreased sufficiently and the constraint is satisfied. Theorem 3.7 will give a default value for such a step size.
We proceed to analyze the complexity of the algorithm. The key of the analysis is to estimate the value of the step size \( \alpha \) in Algorithm 2. For this we need to estimate the function \( \Phi(x(\alpha), s(\alpha), \mu_{\text{gap}}(\alpha)) \) with \( \mu_{\text{gap}}(\alpha) = \frac{x(\alpha)^T s(\alpha)}{n} \), and hence \( x(\alpha)^T s(\alpha) x(\alpha)^T s(\alpha)^{-1} \), as well as the function \( \Phi(x(\alpha), s(\alpha), \mu_t) \).

To simplify the analysis, we use the notation \( v; d \) for the system (7) when \( \mu \) is chosen as described in Algorithm 2. Let us further denote \( \theta = x(\alpha)^T s(\alpha) \). We discuss first the decreasing behavior of the proximity measure function \( \Phi(x(\alpha), s(\alpha), \mu_{\text{gap}}(\alpha)) \) with \( \mu_{\text{gap}}(\alpha) = x(\alpha)^T s(\alpha) \).

We discuss further the decreasing behavior of the function \( \Phi(x(\alpha), s(\alpha), \mu_{t}) \).

**Theorem 3.2** Let \( \tau \geq 10 \) and \( (\Delta x, \Delta s) \) be the solution of system (9) with \( \mu = \mu_t \) in Algorithm 2. Then the step size \( \alpha_1 = \frac{9}{10} \sigma^2 \) is strictly feasible. Moreover, for any step size \( \alpha \leq \frac{1}{9} \sigma^2 \), the relation

\[
\Phi(x(\alpha), s(\alpha), \mu_{h}) \leq \Phi(x(\alpha), s(\alpha), \mu_{t}) - \frac{\alpha}{4} \sigma^2
\]

holds.

**Proof:** We outline only the key steps in the proof. The reader is referred to [10] or [11] for the detailed proof. In order to estimate the decrease of the proximity measure function after a step, we first give some bounds for the minimal component \( v_{\min} \) of \( v \) and the maximal feasible step size \( \alpha_{\max} \). Recall that by using Lemma 2.13 and Lemma 3.2 of [11], we have

\[
v_{\min} \geq (1 + \sigma)^{-\frac{1}{2}} \geq \frac{3\sigma}{1 + 3\sigma} \sigma^{-\frac{1}{2}} \geq \frac{9}{10} \sigma^{-\frac{1}{2}},
\]

where the second inequality follows from Lemma A.1 of [11] or Lemma 1.3.1 in [10], and the last inequality is given by the fact that when \( \tau \geq 10 \) is used in Algorithm 2, the relation

\[
\sigma^2 \geq \|v - v^{-1}\|^2 \geq (\tau - 1)n \geq 9
\]

holds. It follows immediately that

\[
\alpha_{\max} \geq v_{\min}\sigma^{-1} > \frac{9}{10} \sigma^{-\frac{1}{2}}.
\]

This proves the first statement of the theorem. Now let us define

\[
f(\alpha) = \Psi(v_+(\alpha)) - \Psi(v) = -\frac{1}{2} \|v^{-1}\|^2 + \frac{1}{2} \alpha v^T (d_x + d_s) + \frac{1}{2} \sum_{i \in I} \frac{1}{|v + \alpha d_x|^i |v + \alpha d_s|^i};
\]

with \( v_+(\alpha) = \sqrt{(v + \alpha d_x)(v + \alpha d_s)} \), where the second equality follows from the orthogonality of \( d_x \) and \( d_s \). For any feasible step size \( \alpha \), by following a similar chain of reasoning as in the proof of Lemma 3.3 in [11], we can show that

\[
f''(\alpha) \leq \frac{3\sigma^2}{2} (v_{\min} - \alpha\sigma)^{-4}.
\]

Moreover, via simple calculus, we have

\[
f(0) = 0; \quad f'(0) = -\frac{\sigma^2}{2},
\]

\[
f''(0) = \frac{3\sigma^2}{2} (v_{\min} - 0\sigma)^{-4}.
\]
which further gives
\[
f(\alpha) \leq f_1(\alpha) := -\frac{\sigma^2}{2} \alpha + \frac{3\sigma^2}{2} \int_0^{\alpha} \int_0^{\xi} (v_{\min} - \zeta \sigma)^{-4} d\zeta d\xi.
\]

Obviously, the function \( f_1(\alpha) \) has the global minimum at the point
\[
\bar{\alpha} := \frac{v_{\min}}{\sigma} \left( 1 - \left( 1 + \sigma v_{\min}^3 \right)^{-\frac{4}{3}} \right).
\]

Moreover, for any \( \alpha \leq \bar{\alpha} \), by using Lemma 3.5 of [11] or Lemma 1.3.3 of [10], we have
\[
f(\alpha) \leq f_1(\alpha) \leq -\frac{\alpha}{4} \sigma^2, \quad \forall \alpha \leq \bar{\alpha}.
\]

Therefore, the proof of the theorem will be finished if we can show that
\[
\bar{\alpha} \geq \frac{1}{9} \sigma^{-\frac{4}{3}}. \tag{13}
\]

By using Lemma A.1 of [11] and following a similar process as in the proof of Lemma 3.4 in [11], we can conclude that
\[
\bar{\alpha} \geq \frac{v_{\min}^3 \sigma}{3(1 + v_{\min}^3 \sigma)} v_{\min} \sigma^{-1} > \frac{1}{3(2\sigma + 1)} v_{\min} > \frac{1}{6} \left( 1 + \sigma^{-1} \right)^{-\frac{4}{3}} \sigma^{-\frac{4}{3}}, \tag{14}
\]
where the last two inequalities follow from (10). Recall that \( \sigma \geq 3 \) whenever \( \tau \geq 10 \), it follows
\[
\frac{1}{6} \left( 1 + \sigma^{-1} \right)^{-\frac{4}{3}} \geq \frac{1}{5},
\]
which, together with (14) yields inequality (13). \( \square \)

We mention that the bound (12) for the maximal step size \( \alpha_{\text{max}} \) is sharper than the one presented in [11], because we could use some special features of the kernel function \( \frac{1}{2}(t - t^{-1})^2 \) and the orthogonality of \( d_x \) and \( d_s \). However, such a slight improvement does not allow to improve the final complexity of the algorithm.

Next we proceed to estimate the proximity function \( \Phi(x(\alpha), s(\alpha), \mu_{\text{gap}}(\alpha)) \) or equivalently the function \( \Phi(x(\alpha), s(\alpha), \mu^*(\alpha)) \) for a feasible step size when \( \mu_{\text{t}} \) is used in Algorithm 2 as the targeted parameter. For this it suffices to consider the function \( \Phi(x(\alpha), s(\alpha), \mu^*) \), because the inequality \( \Phi(x(\alpha), s(\alpha), \mu^*(\alpha)) \leq \Phi(x(\alpha), s(\alpha), \mu^*) \) holds.

**Theorem 3.3** Let \( \tau \geq 10 \) and \( (\Delta x, \Delta s) \) be the solution of system (9) with \( \mu = \mu_{\text{t}} \) in Algorithm 2. Then the step size \( \alpha_2 = \min\{\frac{2}{3(\tau+1)}, \frac{1}{6}\} \sigma^{-\frac{4}{3}} < 1 \) is strictly feasible. Moreover, for any step size \( \alpha \leq \alpha_2 \), the relation
\[
\Phi(x(\alpha), s(\alpha), \mu_{\text{gap}}(\alpha)) \leq \Phi(x, s, \mu_{\text{t}})
\]
holds.

Before we prove the theorem, it should be noted that there exist two cases when \( \mu_{\text{t}} \) is used as the targeted duality gap parameter: (i) \( \mu_{\text{h}} = \mu_{\text{t}} \); (ii) \( \mu_{\text{gap}} < \frac{\mu_{\text{h}}}{2} \).

We start by discussing case (i).
Lemma 3.4 Let $(\Delta x, \Delta s)$ be the solution of the system (9) with $\mu = \mu_h = \mu_t$ in Algorithm 2. Then the step size $\hat{\alpha}_2 = \frac{2}{3\tau_t+1}\sigma^{-\frac{4}{3}} < 1$ is strictly feasible. Moreover, for any step size $\alpha \leq \hat{\alpha}_2$, the relation

$$\Phi(x(\alpha), s(\alpha), \mu_{\text{gap}}(\alpha)) \leq \Phi(x, s, \mu)$$

holds.

Proof: First we observe that from the assumption that $\mu_{\text{gap}} = \tau \mu_h = \tau \mu_t$ we obtain $\mu^* = \sqrt{\tau} \mu$. Let us define

$$g(\alpha) := \Phi(x(\alpha), s(\alpha), \mu^*) - \Phi(x, s, \mu^*)$$

$$= -\frac{\sqrt{\tau}}{2} \|v^{-1}\|^2 + \frac{1}{2\sqrt{\tau}} \alpha v^T(dx + ds) + \frac{\sqrt{\tau}}{2} \sum_{i \in I} \frac{1}{|v + \alpha dx_i| |v + \alpha ds_i|}.$$  

It is straightforward to verify that

$$g(0) = 0, \quad g''(\alpha) = \sqrt{\tau} f''(\alpha) \leq \frac{3\sqrt{\tau} \sigma^2}{2} (v_{\min} - \alpha \sigma)^{-4}.$$  

Moreover, from the definition of $v$, we have $\|v^{-1}\|^2 = n$, which further implies

$$\|v^{-1}\|^2 - \|v^{-1}\|^2 = \|v^{-3} - v^{-1}\|^2 + 2 \|v^{-2} - e\|^2 \geq 0.$$  

This inequality, together with the fact that $\|v\|^2 = \tau \|v^{-1}\|^2$, gives

$$g'(0) = -\frac{\sigma^2}{2\sqrt{\tau}} - \frac{\tau - 1}{2\sqrt{\tau}} \sum_{i \in I} v_i^{-3} (v_i^{-3} - v_i) \leq -\frac{\sigma^2}{2\sqrt{\tau}}.$$  

It follows that

$$g(\alpha) \leq g_1(\alpha) := -\frac{\sigma^2}{2\sqrt{\tau}} \alpha + \frac{3\sqrt{\tau} \sigma^2}{2} \int_0^\alpha \int_0^\xi (v_{\min} - \zeta \sigma)^{-4} d\zeta d\xi.$$  

By some cumbersome calculus, one can show that the equation $g_1(\alpha) = 0$ has two roots: $\alpha = 0$ and $\alpha = \frac{v_{\min}^3 \sigma}{\tau + v_{\min}^3 \sigma} v_{\min}^{-1}$. This further implies that

$$g(\alpha) \leq g_1(\alpha) \leq 0; \quad \forall \alpha \leq \frac{v_{\min}^3 \sigma}{\tau + v_{\min}^3 \sigma} v_{\min}^{-1}.$$  

On the other hand, from (10) and (11) we obtain

$$\frac{v_{\min}^3 \sigma}{\tau + v_{\min}^3 \sigma} v_{\min} \geq \frac{\sigma}{\tau (\sigma + 1)} + (1 + \sigma)^{-\frac{1}{4}} \frac{1}{\tau + 1} (1 + \sigma^{-1})^{-\frac{4}{3}} \sigma^{-\frac{1}{4}} \geq \frac{2}{3(\tau + 1)} \sigma^{-\frac{1}{2}}.$$  

Hence, whenever $\alpha \leq \frac{2}{3(\tau + 1)} \sigma^{-\frac{1}{2}}$, the inequality $\Phi(x(\alpha), s(\alpha), \mu^*(\alpha)) \leq \Phi(x(\alpha), s(\alpha), \mu^*(0))$ holds. Now, by using the inequality $\Phi(x(\alpha), s(\alpha), \mu_{\text{gap}}(\alpha)) \leq \Phi(x(\alpha), s(\alpha), \mu^*(\alpha))$, we can conclude the lemma. \hfill $\Box$

Next we progress to discuss case (ii) where $\mu_{\text{gap}} = \tau_0 \mu_h$ with $\tau_0 < \frac{\tau}{2}$.  
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Lemma 3.5 Let $\tau \geq 10$ and $(\Delta x, \Delta s)$ be the solution of system (9) with $\mu = \mu_t$. If $\mu_{\text{gap}} = \tau_0 \mu_h$ and $\tau_0 < \frac{1}{2} \tau$. Then the step size $\alpha = \frac{1}{5} \sigma^{-\frac{4}{3}} < 1$ is strictly feasible. Moreover, for any step size $\alpha \leq \alpha_2$, we have

$$\Phi(x(\alpha), s(\alpha), \mu_{\text{gap}}(\alpha)) \leq \Phi(x, s, \mu_t).$$

Proof: It suffices to estimate the interval in which the proximity function satisfies

$$\Phi(x(\alpha), s(\alpha), \mu_{\text{gap}}(\alpha)) \leq \frac{(\tau - 1)n}{2}.$$  

We start by considering the function

$$g_1(\alpha) = \Phi(x(\alpha), s(\alpha), \mu^*) = \frac{1}{2} \left( \frac{\mu^*}{\mu^*} \|v_+(\alpha)\|^2 - 2n + \frac{\mu^*}{\mu_t} \|v_+(\alpha)^{-1}\|^2 \right).$$

Note that, from the definitions of $\mu^*$ and $\mu_t$, we know that

$$\frac{\mu^*}{\mu_t} \|v_+(0)\|^2 = \frac{\mu^*}{\mu_t} \|v_+(0)^{-1}\|^2 = n \sqrt{\tau_0}.$$  

On the other hand, by the choice of the search direction we have

$$\|v_+(\alpha)\|^2 < \|v_+(0)\|^2$$

for any strictly feasible step size. It is easy to verify that

$$\|v_+(\alpha)^{-1}\|^2 \leq (1 - \alpha v_{\min}^{-1} \sigma)^{-2} \|v^{-1}\|^2.$$  

Combining the above two inequalities together, we can claim that

$$g_1(\alpha) \leq n(\sqrt{\tau} - 1)$$

for all $\alpha$ satisfying $(1 - \alpha v_{\min}^{-1} \sigma)^{-2} \leq \sqrt{2} \leq \sqrt{\frac{\tau}{\tau_0}}$. Because

$$1 - 2^{-\frac{4}{3}} \geq \frac{1}{8},$$

one can further prove that if

$$\alpha \leq \frac{1}{8} v_{\min} \sigma^{-1},$$

then $g_1(\alpha) \leq n(\sqrt{\tau} - 1)$. Note that from (10)

$$v_{\min} \geq \frac{9}{10} \sigma^{-\frac{3}{2}},$$

follows. This inequality implies that $g_1(\alpha) \leq n(\sqrt{\tau} - 1)$ whenever $\alpha \leq \frac{1}{8} \sigma^{-\frac{4}{3}}$. Recall that from Theorem 3.2 we already know that this step size is strictly feasible. This completes the proof of the lemma. $\square$

Theorem 3.3 follows immediately from Lemma 3.4 and Lemma 3.5.

It remains to consider the behaviors of $\Phi(x(\alpha), s(\alpha), \mu_t)$ and $\Phi(x(\alpha), s(\alpha), \mu_{\text{gap}}(\alpha))$ when $\mu_h$ is used as the targeted duality gap parameter in Algorithm 2.
Theorem 3.6 Let $\tau \geq 10$ and $(\Delta x, \Delta s)$ be the solution of system (9) with $\mu = \mu_h$, $\frac{7}{5} \mu_h \leq \mu_{\text{gap}} < \tau \mu_h$ and $\mu_t < \mu_h$. Then the step size $\alpha_3 = \min \left\{ 1, \frac{2}{3(\tau + 1)} \right\} \sigma^{-\frac{2}{3}} < 1$ is strictly feasible. Moreover, for any step size $\alpha \leq \alpha_3$, we have

\[
\Phi(x(\alpha), s(\alpha), \mu_t) \leq \Phi(x, s, \mu_t) - \frac{\alpha}{4} \max \left\{ \frac{\mu_t}{\mu_h} \sigma^2, 2 \Phi(x, s, \mu_t) \right\}; \quad (15)
\]

\[
\Phi(x(\alpha), s(\alpha), \mu_{\text{gap}}(\alpha)) \leq \Phi(x, s, \mu_t). \quad (16)
\]

In particular,

\[
\Phi(x(\alpha_3), s(\alpha_3), \mu_t) \leq \Phi(x, s, \mu_t) - \min \left\{ \frac{1}{54} \frac{1}{9(\tau + 1)} \right\} \Phi(x, s, \mu_t)^{\frac{1}{3}} \quad (17)
\]

holds.

Proof: We first point out that the proof of Lemma 3.4 can be easily adapted to prove relation (16) in the theorem by substituting the parameter $\tau$ by $\tau_1 := \frac{\mu_{\text{gap}}}{\mu_h}$. Therefore, in what follows we focus only on inequalities (15) and (17).

In order to investigate the behavior of the proximity function $\Phi(x(\alpha), s(\alpha), \mu_t)$ for a feasible step size $\alpha$, we define

\[
h(\alpha) := \Phi(x(\alpha), s(\alpha), \mu_t) - \Phi(x(0), s(0), \mu_t)
\]

\[
= \frac{\alpha \mu_h}{2 \mu_t} v^T (d_x + d_s) + \frac{\mu_t}{2 \mu_h} \sum_{i \in I} \left( \frac{1}{|v + \alpha d_x; s|} - \frac{1}{v_t^2} \right)
\]

\[
= \frac{1}{2} \left( \frac{\mu_h}{\mu_t} - \frac{\mu_t}{\mu_h} \right) \alpha v^T (d_x + d_s) + \frac{\mu_t}{2 \mu_h} \left( \alpha v^T (d_x + d_s) - \|v^{-1}\|^2 + \sum_{i \in I} \frac{1}{|v + \alpha d_x; s|} \right).
\]

Now, by applying a procedure similar to the proof of Theorem 3.2 to the second term in the above formulae, we can prove that for $\alpha \leq \frac{1}{9} \sigma^{-\frac{2}{3}}$, the following relation

\[
h(\alpha) \leq \frac{1}{2} \left( \frac{\mu_h}{\mu_t} - \frac{\mu_t}{\mu_h} \right) \alpha v^T (d_x + d_s) - \frac{\alpha \mu_t}{4 \mu_h} \sigma^2 \quad (18)
\]

holds. Because

\[
v^T (d_x + d_s) = -\|v\|^2 + \|v^{-1}\|^2 = -\left( \frac{\mu_{\text{gap}}}{\mu_h} - 1 \right) \|v^{-1}\|^2 \leq -\|v^{-1}\|^2,
\]

for any $\alpha \leq \frac{1}{9} \sigma^{-\frac{2}{3}}$, we have

\[
h(\alpha) \leq -\frac{\alpha}{4} \left( \frac{\mu_h}{\mu_t} \left( \|v\|^2 - \|v^{-1}\|^2 \right) + \frac{\mu_t}{\mu_h} \left( \|v^{-3}\|^2 - \|v^{-1}\|^2 \right) \right) - \left( \frac{\alpha \mu_h}{4 \mu_t} - \frac{\alpha \mu_t}{4 \mu_h} \right) \|v^{-1}\|^2
\]

\[
= -\frac{\alpha}{4} \left( \frac{\mu_h}{\mu_t} \|v\|^2 + \frac{\mu_t}{\mu_h} \|v^{-3}\|^2 - 2 \|v^{-1}\|^2 \right)
\]

\[
\leq -\frac{\alpha}{4} \left( \frac{\mu_h}{\mu_t} \|v\|^2 + \frac{\mu_t}{\mu_h} \|v^{-3}\|^2 - 2n \right)
\]

\[
= -\frac{\alpha}{2} \Phi(x, s, \mu_t).
\]

On the other hand, from (18) we easily derive

\[
h(\alpha) \leq -\frac{\alpha \mu_t}{4 \mu_h} \sigma^2, \quad \forall \alpha \leq \frac{1}{9} \sigma^{-\frac{2}{3}}.
\]
Combining the above two bounds, inequality (15) follows immediately, and we thus get the required bound for the proximity function $\Phi(x(\alpha), s(\alpha), \mu_t)$. To prove (17), we observe that (15) implies

$$\Phi(x(\alpha_3), s(\alpha_3), \mu_t) \leq \Phi(x, s, \mu_t) - \min \left\{ \frac{1}{36}, \frac{1}{6(\tau + 1)} \right\} \max \left\{ \frac{\mu_t}{\mu_h} \sigma_3^\frac{3}{2}, 2\Phi(x, s, \mu_t)\sigma_3^{-\frac{3}{2}} \right\}. \quad (19)$$

With little effort, one can show that

$$\max \left\{ \frac{\mu_t}{\mu_h} \sigma_3^\frac{3}{2}, 2\Phi(x, s, \mu_t)\sigma_3^{-\frac{3}{2}} \right\} \geq \left( \frac{\sqrt{2}\mu_t}{\mu_h} \right)^\frac{3}{2} \Phi(x, s, \mu_t)^\frac{1}{2}. \quad (20)$$

Now, let us recall the assumptions in the theorem. If we define $\mu_{\text{gap}} = \tau_2\mu_t$, then we have $\frac{\tau_2}{2} \leq \tau_1 < \tau < \tau_2$. Moreover, by the definition of $\mu_t$ one can easily see that $\mu_{\text{gap}} \leq (\tau + 1)\mu_t$, which further implies

$$\frac{\mu_h}{\mu_t} = \frac{\tau_2}{\tau_1} < \frac{2\tau + 2}{\tau} < 2 + \frac{2}{\tau} \leq 2.2, \quad (21)$$

where the last inequality follows from the assumption that $\tau \geq 10$. It follows from (20) that

$$\max \left\{ \frac{\mu_t}{\mu_h} \sigma_3^\frac{3}{2}, 2\Phi(x, s, \mu_t)\sigma_3^{-\frac{3}{2}} \right\} \geq \left( \frac{\sqrt{2}\mu_t}{\mu_h} \right)^\frac{3}{2} \Phi(x, s, \mu_t)^\frac{1}{2} \geq \frac{2}{3} \Phi(x, s, \mu_t)^\frac{1}{2}. \quad (22)$$

Combining this with (19) yields

$$\Phi(x(\alpha), s(\alpha), \mu_t) \leq \Phi(x, s, \mu_t) - \min \left\{ \frac{1}{54}, \frac{1}{9(\tau + 1)} \right\} \Phi(x, s, \mu_t)^\frac{1}{2}, \quad (23)$$

which further completes the proof of the theorem. \hfill \Box

Finally, summarizing Theorem 3.2, Theorem 3.3 and Theorem 3.6 together, we have

**Theorem 3.7** Let $\tau \geq 10$ and $(\Delta x, \Delta s)$ be the solution of system (9) used in Algorithm 2. Then the step size $\alpha^* = \min\left\{ \frac{1}{10}, \frac{2}{35} \right\} \sigma_3^{-\frac{3}{2}} < 1$ is strictly feasible. Moreover, we have

$$\Phi(x(\alpha^*), s(\alpha^*), \mu_{\text{gap}}(\alpha^*)) \leq \Phi(x, s, \mu_t); \quad (23)$$

$$\Phi(x(\alpha^*), s(\alpha^*), \mu_t) \leq \Phi(x, s, \mu_t) - \min \left\{ \frac{1}{54}, \frac{1}{9(\tau + 1)} \right\} \Phi(x, s, \mu_t)^\frac{1}{2}. \quad (24)$$

To obtain an upper bound for the total number of iterations of the algorithm, we need to estimate the value of the step size $\alpha^*$ or the change of the parameter $\mu_t$ before and after one iterate. The following technical lemma will be used in our estimation about $\mu_t$. The lemma is a direct consequence of [13, Lemma IV.36].

**Lemma 3.8** Let $v_+ = \frac{v}{\sqrt{1-\theta}}$ for some $\theta \in (0, 1)$. Then we have

$$\Psi(v_+) \leq \frac{1}{1-\theta} \Psi(v) + \frac{\theta \sqrt{2n\Psi(v)}}{1-\theta} + \frac{n\theta^2}{1-\theta}. \quad (24)$$
By applying Lemma 3.8 to Theorem 3.7, we can prove the following theorem.

**Theorem 3.9** Let $\tau \geq 10$ and $\Delta x, \Delta s$ be the solution of system (9) and $\alpha^*$ is the default step size defined in Theorem 3.7. Then there exists a constant $\rho > 0$ such that

$$\Phi \left( x(\alpha^*), s(\alpha^*), \frac{\mu}{1 - \theta} \right) \leq \Phi(x, s, \mu_t),$$

where $\theta = \rho n^{-\frac{2}{3}}$.

By the choice of $\mu_t$ we know that the proximity function $\Phi(x, s, \mu_t)$ always keeps as a constant at each iterate. Let us denote by $\mu_t^+$ the target parameter value after one step. Then we have

$$\Phi(x(0), s(0), \mu_t) = \Phi(x(\alpha^*), s(\alpha^*), \mu_t^+).$$

On the other hand, we know that

$$\Phi(x(\alpha^*), s(\alpha^*), \mu_{\text{gap}}(\alpha^*)) \leq \Phi(x(\alpha^*), s(\alpha^*), \mu_t^+);$$

$$\Phi(x(\alpha^*), s(\alpha^*), \mu_t) \leq \Phi(x(\alpha^*), s(\alpha^*), \mu_t^+).$$

Because $\mu_t^+ \leq \mu_{\text{gap}}(\alpha^*)$, from the above two inequalities we get

$$\mu_t > \mu_t^+. \tag{15}$$

Therefore, by using Theorem 3.7, we can claim that

$$\mu_t^+ \leq (1 - \rho n^{-\frac{2}{3}}) \mu_t.$$ \label{eq:15}

In light of this relation, we know that after at most $O(n^{\frac{2}{3}} \log \frac{n}{\varepsilon})$ iterations, we have $\mu_t \leq \varepsilon$. Therefore, the $O(n^{\frac{2}{3}} \log \frac{n}{\varepsilon})$ complexity of the algorithm follows directly.

### 4 Concluding Remarks

Some interesting properties of the proximity function induced by the kernel function $\frac{1}{2}(t - t^{-1})^2$ have been explored. In particular, these attractive features of the proximity function indicate that if the present iterate is far from the central path, then the large-update algorithm appears to be a natural choice for finding a good search direction and keeping control on the value of the proximity function. Furthermore, in some important cases, this self-regularity based search direction can predict the change of the duality gap along the search direction in the same way as the standard Newton direction does. Based on these observations, a dynamic primal-dual large-update IPM for solving LO is proposed and the complexity of the algorithm match that of its analogue presented in [11]. It worths mentioning that the dynamic IPM in this paper does not use any inner process to get recentered. This is very close to the algorithm implemented in many IPM solvers and different from the algorithmic scheme used in [11]. We mention that we have already had some preliminary numerical tests for our new algorithm based on a variant of LIPSOL [18]. Compared with the standard large-update IPM, the number of iterations of the dynamic algorithm is usually less than or equal to that of the large-update IPM based on the standard Newton direction. There is another difference between these two algorithms. We utilize a line search routine to find a suitable step size for our search direction. It is interesting
to note that in most cases, we can really use the default step size $0.95 \alpha_{\text{max}}$. For this step size, the proximity function at the new iterate still satisfies $\Phi(x, s, \mu_{\text{gap}}) \leq \frac{(\tau-1)n}{2}$. Nevertheless, much more extensive numerical tests are needed to further check the efficiency of the dynamic algorithm.

There are several ways to extend our results. The first is to consider dynamic large-update IPMs for semidefinite optimization and second-order conic optimization. For this we need to investigate the properties of proximity function in the cone of semidefinite matrices and second-order cone. Then we can combine the idea and techniques in this paper with those in papers [11] and [12] together to carry out transparently the analysis in the conic cases.

Another way to extend the results in this paper is to consider dynamic large-update IPMs based on general self-regular functions. However, we would like to point out that it seems very hard to design dynamic IPMs for the whole family of self-regular functions. Recall our results in Section 2. Some properties of the proximity function rely on the strict convexity of $\Phi(x, s, \mu)$ with respect to $\mu$. By the definition of $\Phi(x, s, \mu)$, we know that if the function $\psi(1/\sqrt{t})$ is strictly convex, then $\Phi(x, s, \mu)$ is strictly convex in $t$. For the specific choice in this paper, one can easily verify that the function $\frac{t}{2} - 2 + \frac{2}{t}$ is strictly convex. However, we can not obtain the strict convexity of $\psi(1/\sqrt{t})$ from the self-regularity of $\psi(t)$. It is worthwhile to explore for which subclass of the self-regular functions, the strict convexity of $\psi(1/\sqrt{t})$ holds. Because the analysis in this paper is already considerably involved, we leave such extensions to the interested reader.

Finally, we remark that the neighborhood used in this paper and many other papers in the literature are usually determined by a proximity function, like $\Phi(x, s, \mu_{\text{gap}})$. However, as we discussed earlier at the beginning of Section 3, the neighborhood defined by $\Phi(x, s, \mu_{\text{gap}})$ is possibly too large and very different from what implemented in most IPM solvers. This also indicates that there exists still a big gap between the pure theoretical analysis of IPMs and their practical implementation. We hope this paper can lead to some new investigations on IPMs that can help us to bridge this gap.
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