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1. Introduction

The target-following framework was first introduced by Mizuno [8] for linear complementarity problems and Jansen, Roos, Terlaky and Vial [6] for linear programming as a unifying framework for various primal-dual path-following algorithms and algorithms that find analytic centers. The essential ingredient of this framework is the target map \((x, s) \mapsto [x_1 s_1, \ldots, x_n s_n]^T\), defined for each pair of positive \(n\)-vectors \((x, s)\). An important feature of the target map is its bijection between the primal-dual strictly feasible region and the cone of positive \(n\)-vectors \(\mathbb{R}^{n++}\) [6, 7], whence identifying the primal-dual strictly feasible region with the relatively simple cone \(\mathbb{R}^{n+}_++\) known as the target space (or \(v\)-space). Interior-point algorithms based on the target map are known as target-following algorithms, which are conceptually simple when viewed as following a sequence of targets in the target space.

Various attempts were made to generalize the concept of target maps to semidefinite programming (SDP) [10, 11, 16], symmetric cone programming [5, 18] and general convex conic programming [19]. We present a target map and a target-following framework for SDP, from which we derive weighted path-following algorithms and target-following algorithms with provable polynomial worse-case iteration bounds. Our target map is based on the notion of Cholesky weighted analytic centers first introduced by the author in [3].

In recent reports [2, 3], the author analyzed the convergence behavior of the weighted central paths corresponding to the Cholesky weighted centers. In these reports, the study of Cholesky weighted centers were mainly motivated by homogeneous cone programming: the central path for a homogeneous cone programming problem coincide with certain weighted central path of a particular SDP-representation of the problem.

In this paper, we explore a different aspect of Cholesky weighted centers: the target map derived from these weighted centers. We present a generic target-following framework based on this target map, and analyze the iteration complexity of target-following algorithms based
on two distinct choices of search directions, and weighted path-following algorithms of three distinct flavors.

1.1. **Organization of material.** This paper is organized as follows.

We begin section 2 with a generic target-following framework based on the target map derived from Cholesky weighted centers. These weighted centers were first introduced by the author in [3], and are related to a notion of weighted centers studied by Monteiro and Zanjácomo [12] in a general framework. We present a different perspective on these weighted centers that relates them with analytic centers of larger SDP problems which we called *expanded SDP problems*. We define a measure of proximity to the Cholesky weighted centers based on the $l_2$-proximity measure for the expanded SDP problems. We also show that search directions for the expanded SDP problems, which translate naturally to search directions for the original SDP problems, can be efficiently computed.

In section 3, we use the search directions from the Monteiro-Zhang family [9, 13] in our target-following framework to produce a target-following algorithm. We further consider two weighted path-following algorithms: a short-step algorithm and a predictor-corrector algorithm. Our analyses on these algorithms show that both take $O(\sqrt{n\rho})$ iterations to improve the duality gap by a fixed fraction, where $\rho$ denotes the ratio of the average weight to the smallest weight. These bounds parallel their counterparts in linear programming. However the computation of search directions in each iteration may require the solving for $\Theta(n^3)$ real variables, in contrast with $O(n^2)$ variables in a regular path-following algorithm.

This issue is addressed in section 4, where we reduce the size of the Newton system to match that of a typical Newton system in a regular path-following algorithm. This is achieved with a specific choice of search directions, which we called the *Cholesky search directions*. These search directions were discussed in a general framework by Burer and Monteiro [1], with which they built a long-step path-following algorithm. Their analysis was based on the derivatives of the map $(X, S) \mapsto L_S^T XL_S$, where $L_S$ denotes the Cholesky factor of $S$. In contrast, we use the local Lipschitz property of the Cholesky factorization $X \mapsto L_X$.

In section 5, we investigate the application of our target-following framework in the approximation of analytic centers. We work in a subset of the target space containing only diagonal matrices, hence our investigation is very closely related, and directly applicable, to the work of Mizuno [8] on linear complementarity problems and the work of Jansen et. al. [6] on linear programming. From a given pair of primal-dual strictly feasible solutions, we generate a finite sequence of targets towards the pair of solution on the central path with the same duality gap as the given pair. Using a technique first developed by Todd [17] for linear programming, and subsequently used by Nesterov and Todd [15], and Nemirovski and Nesterov [14] for general convex conic programming, we derive an upper bound on the number of targets in the sequence. For SDP problems, we obtained the improved worst-case iteration bound $O(\sqrt{n \log \rho})$. For linear programming problems, this bound is an improvement over the existing best bound $O(\sqrt{n \log \rho + \log \tilde{\rho}})$, where $\tilde{\rho} \in [1, n]$ denotes the ratio of the largest weight to the average weight (see [6, 8]).

1.2. **Notations and conventions.** Throughout this paper, we use the following notations and conventions.
We use uppercase bold letters (e.g., $X, L$, etc.) to denote matrices, and use lowercase bold letters (e.g., $y, b$, etc.) to denote vectors.

The space of real $n$-vectors is denoted by $\mathbb{R}^n$, and the cone of vectors in $\mathbb{R}^n$ with nonnegative (resp., positive) entries is denoted by $\mathbb{R}^+_n$ (resp., $\mathbb{R}^+_{++}$). The cone of vectors in $\mathbb{R}^+_n$ with entries in nonincreasing order is denoted by $\mathbb{R}^+_{1+}$.

The space of real $n$-by-$n$ matrices is denoted by $\mathbb{M}^n$. We equip $\mathbb{M}^n$ with the inner product $\langle (A, B) \rangle = \operatorname{tr}(A^T B)$. The induced norm $\| \cdot \|_F$ is the Frobenius norm.

The direct sum of matrix spaces $\mathbb{M}_1^m \oplus \cdots \oplus \mathbb{M}_k^n$ is equipped with the inner product

$$(A, B) \mapsto \sum_{i=1}^k A_i \cdot B_i.$$ 

The transposes, inverses, products and Cholesky factors of tuples in the direct sum are defined componentwise.

The subspace of lower triangular (resp., upper triangular) matrices in $\mathbb{M}^n$ is denoted by $\mathbb{L}^n$ (resp., $\mathbb{U}^n$).

For any matrix $M \in \mathbb{M}^n$, the unique lower triangular matrix $L$ satisfying $M \in \mathbb{U}^n$ and $L_{ij} = M_{ij}/2$ for $i = 1, \ldots, n$, is denoted by $\llbracket M \rrbracket$. For any matrix $M \in \mathbb{M}^n$, we denote by $M_H$ the symmetric matrix $M + M^T$. Consequently $\llbracket M \rrbracket_H$ denotes the unique symmetric matrix whose entries in the lower triangular part coincide with those of $M$.

For any symmetric, positive definite matrix $X \in \mathbb{S}_++^n$, its unique Cholesky factor (i.e., the unique lower triangular matrix $L \in \mathbb{L}^n$ with positive diagonal entries satisfying $LL^T = X$) is denoted by $L_X$.

The group of orthogonal matrices in $\mathbb{M}^n$ is denoted by $\mathbb{O}^n$.

The space of symmetric matrices of order $n$ is denoted by $\mathbb{S}^n$, and the cone of symmetric, positive semidefinite (resp., positive definite) matrices of order $n$ is denoted by $\mathbb{S}^+_n$ (resp., $\mathbb{S}^+_++$).

The subspace of diagonal matrices in $\mathbb{S}^n$ is denoted by $\mathbb{D}^n$, and its intersection with $\mathbb{S}^+_n$ and $\mathbb{S}^+_{++}$ are, respectively, denoted by $\mathbb{D}^+_n$ and $\mathbb{D}^+_{++}$. The cone of matrices in $\mathbb{D}^+_{++}$ with diagonal entries in nonincreasing order is denoted by $\mathbb{D}^+_{1+}$. For each diagonalizable matrix $M \in \mathbb{M}^n$, we denote by $\lambda(M)$ the vector of eigenvalues of $M$ in nonincreasing order.

For any $m$-by-$n$ matrix $M$ and any subsets of indices $I \subseteq \{1, \ldots, m\}$ and $J \subseteq \{1, \ldots, n\}$, the sub-matrix of $M$ with row indices in $I$ and column indices in $J$ is denoted by $M_{IJ}$. If $I = \{i\}$ (resp., $J = \{j\}$) is a singleton, we may also write $i$ (resp., $j$) in place of $\{i\}$ (resp., $\{j\}$). For any matrix $M$, we denote by $[M]_i$ the square sub-matrix $M_{\{i\}, \{i\}}$.

The zero matrix and the identity matrix of appropriate size (in the context used) are denoted, respectively, by $\mathbf{0}$ and $\mathbf{I}$. The vector of ones of appropriate size (in the context used) is denoted by $\mathbf{1}$.

For each linear map $\mathcal{A} : \mathbb{E} \to \mathbb{F}$ between two Euclidean spaces, $\mathcal{A}^H : \mathbb{F} \to \mathbb{E}$ denotes its adjoint map.

For each sequence $x_1, \ldots, x_n$ of real numbers, $\operatorname{Diag}(x_1, \ldots, x_n)$ denotes the diagonal matrix in $\mathbb{D}^n$ with $x_1, \ldots, x_n$ on its diagonal. For each matrix $M \in \mathbb{M}^n$, we denote by $\operatorname{diag}(M)$ the vector $[M_{11}, \ldots, M_{nn}]^T \in \mathbb{R}^n$. 


For each pair of real numbers \((x, y)\), we denote by \(x \vee y\) the greater of the two.

## 2. Target-Following Framework

We consider the following pair of primal-dual SDP problems:

\[
\begin{align*}
\inf_X & \quad C \cdot X \\
\text{subject to} & \quad A_k \cdot X = b_k \quad (1 \leq k \leq m), \quad X \in S_+^n,
\end{align*}
\]

(SDP)

and

\[
\begin{align*}
\sup_{S, y} & \quad b^T y \\
\text{subject to} & \quad \sum_{k=1}^m y_k A_k + S = C, \quad S \in S_+^n,
\end{align*}
\]

(SDD)

where \(A_1, \ldots, A_m, C \in S^n\) and \(b \in \mathbb{R}^m\) are given.

We assume there exists primal-dual strictly feasible solutions \((\hat{X}, \hat{S})\); i.e., a pair of primal-dual feasible solutions in \(S_+^n \oplus S_+^n\).

Consider the target map \(T: S_+^n \oplus S_+^n \to S_+^n\) defined by

\[
(X, S) \mapsto QDQ^T,
\]

where \(Q^T XSQ = D + U \in \mathbb{U}^n\) is a Schur-decomposition of \(XS\) with \(\text{diag}(U) = 0\), and \(D \in \mathbb{D}_{++}^n\).

**Theorem 1.** The map \(T\) is well defined. Moreover, it is a bijection between the cone \(S_+^n\) and the set of primal-dual strictly feasible solutions of the primal-dual pair \((\text{SDP}, \text{SDD})\).

**Proof.** See [3, Theorem 10]. \(\square\)

Using the target map \(T\), we propose the following general framework for target-following algorithms:

**Algorithm 1.** (Target-following framework for SDP)

*Given a pair of primal-dual strictly feasible solutions \((X_m, S_m)\).*

1. Find a target \(W_+ \in S_+^n\) close to \(T(X_m, S_m) = (X_m, S_m)\).
2. Repeat the following:
   a. Pick \(W_{++} \in S_+^n\) close to \(W_+\).
   b. Compute a pair of primal-dual strictly feasible solutions \((X_{++}, S_{++})\) that approximates \(T^{-1}(W_{++})\).
   c. Update \((X_+, S_+) \leftarrow (X_{++}, S_{++})\) and \(W_+ \leftarrow W_{++}\).

The two main steps in this framework are the choosing of \(W_{++}\) and the computation of approximate solutions \((X_{++}, S_{++})\). The sequence of \(W_{++}\) chosen is called the sequence of targets, and the sequence approximate solutions \((X_{++}, S_{++})\) computed is called the sequence of iterates.

In the next section, we consider the problem of computing the next pair of iterates. Following that, we address the issue of choosing the next target \(W_{++}\).
2.1. Expanded semidefinite programming problems. For the sake of clarity, we assume that $W_{++}$ is the diagonal matrix $D_{++} \in \mathbb{D}^{n}_{++}$. This is without any loss of generality as we can transform our primal-dual SDP problems via the orthonormal similarity transformation

$$(X, S) \mapsto (Q^T X Q, Q^T S Q),$$

where $Q \in \mathbb{O}^n$ is such that $Q^T W_{++} Q = D_{++}$ is a diagonalization of $W_{++}$.

Consider the pair of Cholesky weighted centers $\mathcal{T}^{-1}(D_{++})$: the unique pair of matrices $(X, S)$ satisfying

$$A_k \cdot X = b_k \ (1 \leq k \leq m), \ X \in \mathbb{S}^n_{++},$$

$$\sum_{k=1}^{m} y_k A_k + S = C, \ S \in \mathbb{S}^n_{++}, \quad (CP_{D_{++}})$$

$$L_S Q^T X L_S = D_{++}.$$  

Suppose further that all entries in $D_{++}$ are rational numbers. Then there exists a positive real number $\kappa$ and positive integers $w_1, \ldots, w_n$ such that $D_{++} = \kappa \text{Diag}(w_1, \ldots, w_n)$. Recall that $w_1 \geq \cdots \geq w_n$. For each $l \in \{1, \ldots, n-1\}$, let $\pi_l$ denote the difference $w_l - w_{l+1}$, and let $\pi_n = w_n$. Let $\mathcal{L}$ denote the index set $\{l : \pi_l > 0\}$. Note that $\mathcal{L} \supseteq \{n\}$ is nonempty.

Let $\mathcal{S}$ denote the direct sum

$$\mathcal{S} = \bigoplus_{\pi_1} S^1 \oplus \cdots \oplus \bigoplus_{\pi_2} S^2 \oplus \cdots \oplus \bigoplus_{\pi_n} S^n,$$

and let $\mathcal{P}_l$ denote the index set $\{1 + \sum_{j=1}^{l-1} \pi_j, \ldots, \sum_{j=1}^{l} \pi_j\}$ for each $l \in \{1, \ldots, n\}$ so that the $p$-th component $x_p$ of any element $x \in \mathcal{S}$ is a matrix in $\mathcal{S}^l$ whenever $p \in \mathcal{P}_l$. Note that $\mathcal{P}_l$ is empty when $l \notin \mathcal{L}$. Let $\mathcal{S}_-$ and $\mathcal{S}_{++}$ denote cones of $\mathcal{S}$ containing elements with positive semidefinite and positive definite components, respectively.

Define the injective linear map $\mathcal{E} : \mathbb{S}^n \rightarrow \mathcal{S}$ by

$$X \mapsto ([X]_1, \ldots, [X]_1, [X]_2, \ldots, [X]_2, \ldots, [X]_n, \ldots, [X]_n).$$

Its adjoint map $\mathcal{E}^H$ satisfies

$$(\mathcal{E}^H(x))_{ij} = \sum_{l=1}^{n} \sum_{p \in \mathcal{P}_l} (x_p)_{ij} \ (1 \leq i, j \leq n).$$

Let $\mathcal{A}_1, \ldots, \mathcal{A}_m$ and $C$ denote, respectively, $\mathcal{E}(A_1), \ldots, \mathcal{E}(A_m)$ and $\mathcal{E}(C)$. Consider the expanded primal-dual SDP problems

$$\inf \sum_{p=1}^{w_1} c_p \cdot x_p$$

subject to $\sum_{p=1}^{w_1} (\mathcal{A}_k)_p \cdot x_p = b_k \ (1 \leq k \leq m), \ x \in \mathcal{S}_+$.
and

\[ \sup_{\mathcal{S}, y} \quad b^T y \]

subject to \( \sum_{k=1}^{m} y_k (A_k) p + \mathcal{S}_p = \mathcal{C}_p \) \((1 \leq p \leq w_1)\), \( \mathcal{S} \in \mathcal{S}_+ \). \((\text{SDD})\)

Let us look at the pair of analytic centers \((\mathcal{X}(\kappa I), \mathcal{S}(\kappa I))\) of the pair of problems \((\text{SDD})\): the unique pair of tuples \((\mathcal{X}, \mathcal{S})\) satisfying the central path equations

\[ \sum_{k=1}^{w_1} (A_k) p \cdot \mathcal{X}_p = b_k \quad (1 \leq k \leq m), \quad \mathcal{X} \in \mathcal{S}++, \]

\[ \sum_{k=1}^{m} y_k (A_k) p + \mathcal{S}_p = \mathcal{C}_p \quad (1 \leq p \leq w_1), \quad \mathcal{S} \in \mathcal{S}++, \]

\[ \langle\langle \mathcal{X}_p \mathcal{S}_p \rangle\rangle_H = \kappa I \quad (1 \leq p \leq w_1). \]

Let \( \hat{\mathcal{X}} \) and \( \hat{\mathcal{S}} \) denote, respectively, \( \mathcal{E}^H(\mathcal{X}(\kappa I)) \) and \( \mathcal{E}^{-1}(\mathcal{S}(\kappa I)) \). It is straightforward to check that \( v \in \mathbb{R}^n \mapsto v^T \hat{\mathcal{X}} v \), whence \( \hat{\mathcal{X}} \), is positive definite, and that \( A_k \cdot \hat{\mathcal{X}} = b_k \) for each \( k \in \{1, \ldots, m\} \). Thus \( \hat{\mathcal{X}} \) is strictly feasible for \((\text{SDD})\). Also, \( \hat{\mathcal{S}} = \mathcal{S}(\kappa I)_{w_1} \in \mathcal{S}_n++ \) and \( \sum_{k=1}^{m} y_k (A_k) w_1 + \mathcal{S}(\kappa I)_{w_1} = \mathcal{C}_{w_1} \) shows that \( \hat{\mathcal{S}} \) is strictly feasible for \((\text{SDD})\). Moreover, the bilinear equations in the central path equations imply that \( \langle\langle \hat{\mathcal{X}} \hat{\mathcal{S}} \rangle\rangle_H = D_{++} \), or equivalently,

\[ L^T S \hat{\mathcal{X}} L S = D_{++}. \]

Thus \((\mathcal{E}^H(\mathcal{X}(\kappa I)), \mathcal{E}^{-1}(\mathcal{S}(\kappa I)))\) is the pair of Cholesky weighted centers \( T^{-1}(D_{++}) \).

This observation allows us to view Cholesky weighted centers as (unweighted) analytic centers of a pair of larger primal-dual SDP problems. Moreover, all existing path-following algorithms and their analyses apply directly to Cholesky weighted centers via this observation.

It is immediately clear that without further exploitation of the special structures of the expanded problems, this approach is ill-advised as \( \dim(\mathcal{S}) = \sum_{l=1}^{n} w_l l \), the size of the expanded pair, is (generally) much larger than \( \dim(\mathcal{S}^n) = \sum_{l=1}^{n} l \), the size of the original pair. This much larger size affects computational complexity of the resulting algorithm in two ways:

1. the step size at each iteration, hence the worse-case iteration bound, and
2. the complexity of the computation of search directions.

2.1.1. Proximity measure. We shall use the following measure of proximity to analytic centers of the expanded SDP problems:

\[ \tilde{d}_2 : (\mathcal{X}, \mathcal{S}; \mu) \in \mathcal{S}_+ \oplus \mathcal{S}_+ \oplus \mathbb{R}_+ \mapsto \mu^{-1} \left( \sum_{p=1}^{w_1} \|\lambda(\mathcal{X}_p \mathcal{S}_p) - \mu I\|_2^2 \right)^{\frac{1}{2}} \]

\[ = \mu^{-1} \left( \sum_{p=1}^{w_1} \|L^T \mathcal{X}_p L \mathcal{S}_p - \mu I\|_F^2 \right)^{\frac{1}{2}}. \]
The definition of $\tilde{d}_2$ only requires $\mathcal{S} \in \mathcal{S}_{++}$. Moreover, we can extend its definition continuously to include all $\mathcal{S} \in \mathcal{S}_{++} \setminus \mathcal{S}_{++}$. Thus $\tilde{d}_2$ is well defined over $\mathcal{S} \oplus \mathcal{S}_{++} \oplus \mathbb{R}_{++}$.

This leads to the following measure of proximity to $T^{-1}(D_{++})$:

$$(X, S) \mapsto \inf_{\tilde{x}} \left\{ \tilde{d}_2(\tilde{x}, \mathcal{E}(S); \kappa) : \mathcal{E}(\tilde{x}) = X \right\}.$$ 

We compute the infimum in Lemma 2 using the following lemma.

**Lemma 1.** Suppose that $u_1 \geq \cdots \geq u_n > u_{n+1} = 0$, $(X, S) \in \mathcal{S}^n \oplus \mathcal{S}_{++}^n$, and $\mu > 0$. Then for every sequence of symmetric matrices $\{X_l \in \mathcal{S}^l\}_{l=1}^n$ satisfying

$$X_{ij} = \sum_{l=i \lor j}^{n} (u_l - u_{l+1})(X_l)_{ij} \quad (1 \leq i, j \leq n),$$

it holds

$$\sum_{l=1}^{n} (u_l - u_{l+1})||[L_s]_l^T [X_l][L_s]_l - \mu I||^2_F \geq \sum_{i,j=1}^{n} u_{i \lor j}^{-1}((L_s^T X L_s)_{ij} - \mu u_{ij})^2$$

$$= ||(D^{-1}(L_s^T X L_s - \mu D))||^2_F,$$

where $D$ denotes the diagonal matrix $\text{Diag}(u_1, \ldots, u_n)$. Moreover, equality holds if and only if

$$X_l = [L_s]_l^{-T}[D^{-1}(L_s^T X L_s)]_{H_l}[L_s]_l^{-1} \quad \forall l \in \mathcal{L},$$

where $\mathcal{L}$ denotes the set $\{l : u_l > u_{l+1}\}$.

**Proof.** For each $l \in \mathcal{L}$, let $3_l = [L_s]_l^T [X_l][L_s]_l$. In terms of $3_l$,

$$\sum_{l=1}^{n} (u_l - u_{l+1})||[L_s]_l^T [X_l][L_s]_l - \mu I||^2_F$$

$$= \sum_{l \in \mathcal{L}} (u_l - u_{l+1}) \sum_{i,j=1}^{l} ((3_l)_{ij} - \mu I_{ij})^2$$

$$= \sum_{i,j=1}^{n} \sum_{l \in \mathcal{L}, \ l \geq i \lor j} (u_l - u_{l+1})(3_l)_{ij} - \mu I_{ij})^2.$$

Using Cauchy’s inequality, we bound, for each $i, j \in \{1, \ldots, n\}$,

$$\sum_{l \in \mathcal{L}, \ l \geq i \lor j} (u_l - u_{l+1})(3_l)_{ij} - \mu I_{ij})^2$$

$$\geq \left( \sum_{l \in \mathcal{L}, \ l \geq i \lor j} (u_l - u_{l+1}) \right)^{-1} \left( \sum_{l \in \mathcal{L}, \ l \geq i \lor j} (u_l - u_{l+1})(3_l)_{ij} - \mu I_{ij}) \right)^2. \quad (2.3)$$
The first part of the lemma then follows from
\[
\sum_{l \in \mathcal{L}, l \geq i \lor j} (u_l - u_{l+1})(3_l)_{ij} = \sum_{l=i \lor j} (u_l - u_{l+1}) \sum_{i=j}^l \sum_{i=j}^l (L_S)_{ii} (X_{ij})(L_S)_{jj}
\]
\[
= \sum_{i=j}^n \sum_{i=j}^n (u_l - u_{l+1})(L_S)_{ii} (X_{ij})(L_S)_{jj}
\]
\[
= \sum_{i=j}^n \sum_{i=j}^n (L_S)_{ii} X_{ij} (L_S)_{jj} = (L_S X L_S)_{ij},
\]
for all \( i, j \in \{1, \ldots, n\} \).

Equality in (2.3) holds if and only if
\[
(3_l)_{ij} = (3_{\tilde{l}})_{ij} \quad \forall l, \tilde{l} \in \mathcal{L} \cap \{i \lor j, \ldots, n\};
\]
i.e., there exists \( Z \in \mathbb{S}^n \) such that
\[
3_l = [Z]_l \quad \forall l \in \mathcal{L}.
\]
(2.4)

By (2.1), any \( Z \in \mathbb{S}^n \) satisfying the above set of equations must also satisfy
\[
X_{ij} = \sum_{l \in \mathcal{L}, l \geq i \lor j} (u_l - u_{l+1}) ([L_S]_i^{-T} [Z]_j [L_S]_j^{-1})_{ij} (1 \leq i, j \leq n).
\]
(2.5)

Let \( \mathcal{F} : \mathbb{S}^n \to \bigoplus_{l \in \mathcal{L}} \mathbb{S}^l \) be restriction of the map \( X \mapsto ([X]_1, \ldots, [X]_n) \) to the subspace \( \bigoplus_{l \in \mathcal{L}} \mathbb{S}^l \). Consider the following inner product on \( \bigoplus_{l \in \mathcal{L}} \mathbb{S}^l \):
\[
(\mathfrak{A}, \mathfrak{B}) \mapsto \sum_{l \in \mathcal{L}} (u_l - u_{l+1}) \mathfrak{A}_l \bullet \mathfrak{B}_l.
\]

Under this inner product, the adjoint \( \mathcal{F}^H \) of \( \mathcal{F} \) satisfies
\[
(\mathcal{F}^H(\mathcal{X}))_{ij} = \sum_{l=i \lor j}^n (u_l - u_{l+1}) (X_l)_{ij} (1 \leq i, j \leq n),
\]
hence (2.5) is equivalent to \( X = \mathcal{F}^H(\mathcal{F}(L_S)^{-T} \mathcal{F}(Z) \mathcal{F}(L_S)^{-1}) \). For all \( W \in \mathbb{S}^n \),
\[
\mathcal{F}^H(\mathcal{F}(L_S)^{-T} \mathcal{F}(Z) \mathcal{F}(L_S)) \bullet W = \sum_{l \in \mathcal{L}} (u_l - u_{l+1}) [Z]_l \bullet [L_S]_i [W]_l [L_S]_l^T
\]
\[
= \sum_{l \in \mathcal{L}} (u_l - u_{l+1}) [Z]_l \bullet [L_S W L_S]_l
\]
\[
= (L_S^T \mathcal{F}^H(\mathcal{F}(Z)) L_S) \bullet W,
\]
hence (2.5) is equivalent to \( X = L_S^T \mathcal{F}^H(\mathcal{F}(Z)) L_S^{-1} \). The map \( \mathcal{F} \) is clearly injective, hence \( (\mathcal{F}^H \circ \mathcal{F})^{-1} \) is bijective. Subsequently the only \( Z \in \mathbb{S}^n \) satisfying (2.5) is
\[
(\mathcal{F}^H \circ \mathcal{F})^{-1}(L_S^T X L_S) = (D^{-1} \langle L_S^T X L_S \rangle)_H,
\]
where the equality follows from \( \mathcal{F}^H \circ \mathcal{F} : V \in \mathbb{S}^n \mapsto (D \langle V \rangle)_H \). Consequently equality in (2.3) holds if and only if (2.2) holds. \( \square \)
Lemma 2. Suppose \((X, S) \in \mathbb{S}^n \oplus \mathbb{S}^n_+\) and \(\mu > 0\). Then
\[
\inf_{\bar{x}} \left\{ \tilde{d}_2(\bar{x}, \mathcal{E}(S); \mu) : \mathcal{E}^H(\bar{x}) = X \right\} = \tilde{d}_2 \left( \mathcal{E}(L_S)^{-T} \mathcal{E}(\langle \kappa D_{++}^{-1} \langle L_S^T X L_S \rangle \rangle_H) \mathcal{E}(L_S)^{-1}, \mathcal{E}(S); \mu \right)
\]
\[
= \mu^{-1} \left( \sum_{i,j=1}^{n} w_{ij}^{-1}((L_S^T X L_S)_{ij} - \mu \kappa w_i I_{ij})^2 \right)^{\frac{1}{2}}
\]
\[
= \mu^{-1} \left\| (\kappa D_{++}^{-1} \langle L_S^T X L_S - \mu \kappa^{-1} D_{++} \rangle \rangle_H) \right\|_F.
\]

Proof. Let \(\mathcal{S} = \mathcal{E}(S)\) and let \(\bar{x} \in (\mathcal{E}^H)^{-1}(X)\) be arbitrary. For each \(l \in \mathcal{L}\), it follows from Cauchy’s inequality and the triangle inequality on the Frobenius norm that
\[
\sum_{p \in \mathcal{P}_l} \left\| L_{\mathcal{S}_p}^T \bar{x}_{p} L_{\mathcal{S}_p} - \mu I \right\|_F^2 \geq \pi_l^{-1} \left( \sum_{p \in \mathcal{P}_l} \left\| L_{\mathcal{S}_p}^T \bar{x}_{p} L_{\mathcal{S}_p} - \mu I \right\|_F \right)^2
\]
\[
\geq \pi_l^{-1} \left\| \sum_{p \in \mathcal{P}_l} \left( L_{\mathcal{S}_p}^T \bar{x}_{p} L_{\mathcal{S}_p} - \mu I \right) \right\|_F^2
\]
\[
= \pi_l \left\| L_{\mathcal{S}_l}^T \bar{x}_{l} L_{\mathcal{S}_l} - \mu I \right\|_F^2,
\]
where \(\bar{x}_l\) denotes the average \(\pi_l^{-1} \sum_{p \in \mathcal{P}_l} \bar{x}_{p}\). Since \(\bar{x}\) is arbitrary, it follows
\[
\inf_{\bar{x}} \left\{ \tilde{d}_2(\bar{x}, \mathcal{E}(S); \mu) : \mathcal{E}^H(\bar{x}) = X \right\} = \inf_{\bar{x}} \left\{ \tilde{d}_2(\bar{x}, \mathcal{E}(S); \mu) : \mathcal{E}^H(\bar{x}) = X, \ \bar{x}_p = \bar{x}_q \ \forall p, q \in \mathcal{P}_l, \ \forall l \in \mathcal{L} \right\}.
\]

Thus we may assume without loss of generality that for each \(l \in \mathcal{L}\) and all \(p \in \mathcal{P}_l\), \(\bar{x}_p = \bar{x}_l\). The proposition then follows from Lemma [1].

The following lemma shows that under the proximity measure
\[
(X, S) \in \mathbb{S}^n \oplus \mathbb{S}^n_+ \mapsto \inf_{\bar{x}} \left\{ \tilde{d}_2(\bar{x}, \mathcal{E}(S); \kappa) : \mathcal{E}^H(\bar{x}) = X \right\} = \kappa^{-1} \left( \sum_{i,j=1}^{n} \frac{1}{w_{ij}}((L_S^T X L_S)_{ij} - \kappa w_i I_{ij})^2 \right)^{\frac{1}{2}}
\]
solutions on the boundary of the primal-dual feasible regions are at a distance at least \(\sqrt{\kappa w_n} = \sqrt{\langle D_{++} \rangle_{nn}}\) from \(T^{-1}(D_{++})\). This suggests scaling the measure (2.6) by \((D_{++})_{nn}^{-\frac{1}{2}}\).

Lemma 3. If \(u_1 \geq \cdots \geq u_n > 0, \mu > 0, \) and \(Z \in \mathbb{S}^n\), then
\[
\sum_{i,j=1}^{n} u_{ij}^{-1}((Z_{ij} - \mu u_i I_{ij})^2 \geq \sum_{i=1}^{n} u_i^{-1}((Z_i - \mu u_i)^2.
\]
Consequently

\[
\inf \left\{ \mu^{-1} \sum_{i,j=1}^{n} u_{ij}^{-1} (Z_{ij} - \mu u_{ij} I_{ij})^2 : Z \in S_+^n \setminus S_+^{n+} \right\} = \mu u_n.
\]

**Proof.** By expanding both sides of the desired inequality, it is clear that we only need to bound the sum \( \sum_{i,j=1}^{n} u_{ij}^{-1} Z_{ij}^2 \) from below by \( \sum_{i=1}^{n} u_i^{-1} \lambda(Z_i)^2 \). Since \( Z^2 \) is symmetric, there exists an orthogonal matrix \( Q \in O^n \) such that \( Z^2 = Q \text{Diag}(\lambda(Z))^2 Q^T \), which leads to

\[
\begin{bmatrix}
(Z^2)_{11} \\
\vdots \\
(Z^2)_{nn}
\end{bmatrix} =
\begin{bmatrix}
Q_{11}^2 & \cdots & Q_{1n}^2 \\
\vdots & \ddots & \vdots \\
Q_{n1}^2 & \cdots & Q_{nn}^2
\end{bmatrix}
\begin{bmatrix}
\lambda(Z_1)^2 \\
\vdots \\
\lambda(Z_n)^2
\end{bmatrix},
\]

where the matrix on the right side of the above equation is doubly-stochastic. By the Hardy, Littlewood and Pólya theorem \([4]\), we have

\[
\sum_{i=1}^{l} (Z^2)_{ii} \leq \sum_{i=1}^{l} \lambda(Z_i)^2
\]

for all \( l \in \{1, \ldots, n\} \). Consequently by writing

\[
\sum_{i,j=1}^{n} u_{ij}^{-1} Z_{ij}^2 = u^{-1} \sum_{i,j=1}^{n} Z_{ij}^2 - \sum_{l=1}^{n-1} (u_{l+1}^{-1} - u_l^{-1}) \sum_{i,j=1}^{l} Z_{ij}^2,
\]

and using the upper bounds

\[
\sum_{i,j=1}^{l} Z_{ij}^2 \leq \sum_{i=1}^{l} (Z^2)_{ii} \leq \sum_{i=1}^{l} \lambda(Z_i)^2 \quad (1 \leq l \leq n),
\]

we conclude the desired inequality

\[
\sum_{i,j=1}^{n} u_{ij}^{-1} Z_{ij}^2 \geq \sum_{i=1}^{n} u_i^{-1} \lambda(Z_i)^2,
\]

hence proving the theorem. \( \square \)

We shall use the scaled proximity measure \( d_2 : S^n + S_+^n + D_+^{n} \rightarrow \mathbb{R} \) by

\[
(X, S; D) \mapsto D^{-\frac{1}{2}} \left( \sum_{i,j=1}^{n} D_{ij}^{-1} ((L_S^T X L_S)_{ij} - D_{ij})^2 \right)^{\frac{1}{2}} = D^{-\frac{1}{2}} \| (D^{-1} (L_S^T X L_S - D) )_H \|_F.
\]

Note that we do not restrict \( D \) to have rational entries only. When we restrict \( D \) to be a positive multiple of the identity matrix \( I \), the proximity measure naturally reduces to the standard \( l_2 \)-proximity measure.
When $D$ has rational entries with $D = \kappa \text{Diag}(w_1, \ldots, w_n)$, $\kappa$ positive and $w_1, \ldots, w_n$ integers, this proximity measure can be written
\[
d_2(X, S; D) = w_n^{1/2} \inf \left\{ d_2(\tilde{X}, E(S); \kappa) : E^H(\tilde{X}) = X \right\}
\] 
whenever $S \subseteq \{0, 1\}$. Let $\alpha = \inf_{\{0, 1\}}$: $(X_\alpha, S_\alpha, \mu_\alpha) \in S^n \oplus S^n \oplus \mathbb{R}_{++}$ is continuous with $(X_0, S_0) \in S^n_{++} \oplus S^n_{++}$. If there exist $D \in \mathbb{D}^n_{++, +}$ and $\beta < 1$ such that
\[
\mu_\alpha^{-1}\|D^{-1} (L^T_{S_\alpha} X_\alpha L_{S_\alpha} - \mu_\alpha D)\|_F \leq \beta \sqrt{D_{nn}}
\]
whenever $S_\alpha \in S^n_{++}$, then $(X_\alpha, S_\alpha) \in S^n_{++} \oplus S^n_{++}$ for all $\alpha \in [0, 1]$. Suppose on the contrary $\tilde{\alpha} \leq 1$. By the continuity assumption, $\tilde{\alpha} > 0$. Under the hypothesis (2.8),
\[
\sum_{i,j=1}^n D_{i,j}^{-1} \left( (L^T_{S_\alpha} X_\alpha L_{S_\alpha})_{ij} - \mu_\alpha D_{ij} \right)^2 \leq \beta^2 D_{nn}\mu_\alpha
\]
for all $0 \leq \alpha < \tilde{\alpha}$, and subsequently
\[
\lim_{\alpha \to \tilde{\alpha}} \sum_{i,j=1}^n \mu_\alpha^{-1} D_{i,j}^{-1} \left( (L^T_{S_\alpha} X_\alpha L_{S_\alpha})_{ij} - \mu_\alpha D_{ij} \right)^2 \leq \beta^2 D_{nn}\mu_\tilde{\alpha} < D_{nn}\mu_\tilde{\alpha}.
\]
On the other hand, Lemma 3 implies
\[
\lim_{\alpha \to \tilde{\alpha}} \sum_{i,j=1}^n \mu_\alpha^{-1} D_{i,j}^{-1} \left( (L^T_{S_\alpha} X_\alpha L_{S_\alpha})_{ij} - \mu_\alpha D_{ij} \right)^2 \geq D_{nn}\mu_\tilde{\alpha},
\]
a contradiction.

2.1.2. Search directions. In this section, we discuss the computation of search directions. Once again, we use the pair of expanded SDP problems $(\text{SDP}, \text{SDD})$ for our purpose. As discussed in the preceding section, we may (and should) use
\[
(\tilde{X}_+, \tilde{S}_+) = (E(L^T_S)^{-T} E((\kappa D^{-1}_{++} (L^T_{S_\alpha} XL_{S_\alpha})_{H}) E(L^T_S)^{-1}, E(S)) \]
\[
= \arg\min_{\tilde{X}, \tilde{S}} \left\{ d_2(\tilde{X}, \tilde{S}; \kappa) : (X_+, S_+) = (E^H(\tilde{X}), E^{-1}(\tilde{S})) \right\}
\]
as the pair of current iterates for the expanded SDP problems.

The pair of search directions $(\Delta X, \Delta S)$ for the expanded SDP problems is obtained by linearizing the constraints
\[
\mathcal{H}_l(\tilde{X}_p, \tilde{S}_p) = \kappa I (l \in \mathcal{L}, p \in \mathcal{P}_l)
\]
at $(\tilde{X}_+, \tilde{S}_+)$, for some maps $\{\mathcal{H}_l : S^l_{++} \oplus S^l_{++} \rightarrow S^l_{++} : l \in \mathcal{L}\}$ satisfying
\[
\mathcal{H}_l(\tilde{X}, \tilde{S}) = \mu I \iff XS = \mu I
\]
for all $\mu > 0$. In another words, $(\Delta_X, \Delta_S)$ solves
\[ \sum_{p=1}^{w_1} (A_k)_p \cdot (\Delta_X)_p = 0 \quad (1 \leq k \leq m), \quad (2.9a) \]
\[ \sum_{k=1}^{m} (\Delta_X)_k (A_k)_p + (\Delta_S)_p = 0 \quad (1 \leq p \leq w_1), \quad (2.9b) \]
\[ D\mathcal{H}_l((\bar{X}_+)_l, (\bar{S}_+)_l)((\Delta_X)_p, (\Delta_S)_p) = \kappa I - \mathcal{H}_l((\bar{X}_+)_l, (\bar{S}_+)_l) \quad (l \in \mathcal{L}, p \in \mathcal{P}_l), \quad (2.9c) \]

where $D\mathcal{H}_l((\bar{X}_+)_l, (\bar{S}_+)_l)$ denotes the gradient of $\mathcal{H}_l$ at $((\bar{X}_+)_l, (\bar{S}_+)_l)$; i.e., the linear map

\[(U, V) \in \mathbb{S}^l \oplus \mathbb{S}^l \mapsto \partial_X \mathcal{H}_l((\bar{X}_+)_l, (\bar{S}_+)_l)[U] + \partial_S \mathcal{H}_l((\bar{X}_+)_l, (\bar{S}_+)_l)[V].\]

This linear system has $2 \sum_{l=1}^{w_1} w_1 l + m = \Theta(\sum_{l \in \mathcal{L}} \pi_l l^2)$ variables. The pair of search directions for the original SDP problems is then given by

\[ (\Delta_X, \Delta_S) = (\mathcal{E}^H(\Delta_X), \mathcal{E}^{-1}(\Delta_S)). \]

By the choice of $\bar{X}_+$, there exists, for each $l \in \mathcal{L}$, $(\bar{X}_+)_l \in \mathbb{S}^l$ such that

\[ (\bar{X}_+)_l = (\bar{X}_+)_l \quad (p \in \mathcal{P}_l). \]

By symmetry, it follows that there is a search direction $\Delta_X$ such that for each $l \in \mathcal{L}$,

\[ (\Delta_X)_p = (\Delta_X)_l \quad (p \in \mathcal{P}_l) \]

for some $\Delta_X(l) \in \mathbb{S}^l$. Thus we may compute the search directions by solving the smaller system

\[ \sum_{l=1}^{w_1} \pi_l [A_k]_l \cdot \Delta_X(l) = 0 \quad (1 \leq k \leq m), \quad (2.10a) \]
\[ \sum_{k=1}^{m} (\Delta_X)_k A_k + \Delta_S = 0, \quad (2.10b) \]
\[ D\mathcal{H}_l((\bar{X}_+)_l, (\bar{S}_+)_l)((\Delta_X)_l, [\Delta_S]_l) = \kappa I - \mathcal{H}_l((\bar{X}_+)_l, (\bar{S}_+)_l) \quad (l \in \mathcal{L}), \quad (2.10c) \]

where $(\bar{S}_+)_l$ denotes $[S_+]_l$, and set

\[ (\Delta_X)_{ij} = \sum_{l \in \mathcal{L}, l > i \lor j} \pi_l (\Delta_X(l))_{ij} \quad (2.11) \]

for each $i, j \in \{1, \ldots, n\}$. This system has $\Theta(\sum_{l \in \mathcal{L}} l^2) = O(n^3)$ variables. The number of variables is actually $\Omega(n^3)$ in certain cases; e.g., when $\mathcal{L} = \{1, \ldots, n\}$.

It is necessary for the above system to have unique solution so that the search directions are well defined. Since distinct solutions of the above system give distinct solutions to $(2.9)$, this requirement is satisfied by $(2.9)$ having unique solution. Typically, sufficient conditions for this is given by $(\bar{X}_+, \bar{S}_+) \in S^+ \oplus S^+$, and at times together with the existence of some $\mu > 0$ such that

\[ \|\lambda((\bar{X}_+)_p(\bar{S}_+)_p) - \mu 1\|_{\infty} \leq \gamma \mu \forall p \in \{1, \ldots, w_1\}, \]
where \( \gamma \in (0, 1) \) is given. As \( S_+ \in S^n_{++} \) implies \( \mathcal{G}_+ \in S^n_{++} \), the above condition is sufficient for \( \mathfrak{X}_+ \in S^n_{++} \). The following lemma shows that this condition is satisfied when \( (X_+, S_+) \) is sufficiently close to \( T^{-1}(D_{++}) \).

**Lemma 4.** It holds

\[
\|\lambda((\mathfrak{X}_+)_p(\mathcal{G}_+)_p) - \kappa I\|_2 \leq \kappa d_2(X_+, S_+; D_{++})
\]

for all \( p \in \{1, \ldots, w_1\} \).

**Proof.** By definition,

\[
k d_2(X_+, S_+; D_{++}) = w_1^{-\frac{1}{2}} \left( \sum_{p=1}^{w_1} \|L^T_{(\mathcal{G}_+)_p}(\mathfrak{X}_+)_p) - 2\|F^2 \right)^{\frac{1}{2}} \geq w_1^{-\frac{1}{2}} \left( \sum_{p \in P_n} \|L^T_{(\mathcal{G}_+)_p}(\mathfrak{X}_+)_p) - 2\|F^2 \right)^{\frac{1}{2}} = \|V - \kappa I\|_F,
\]

where \( V \) denotes the matrix \( (\kappa D_{++}^{-1}(L^T S X L S))_H \). Consequently for any \( p \in \{1, \ldots, w_1\} \),

\[
k d_2(X_+, S_+; D_{++}) \geq \|V - \kappa I\|_F \geq \|[V]_l - \kappa I\|_F
\]

where \( l \in L \) is such that \( p \in P_l \). \( \square \)

### 2.2. Choice of targets.

Suppose that the pair of input matrices \( (X_{in}, S_{in}) \) satisfies

\[ L_{in}^T X_{in} L_{in} \in D^n_{l,++} \]

This is without loss of generality if we apply the orthonormal similarity transformation defined by the orthogonal matrix that upper-triangularizes the product \( X_{in} S_{in} \) to both primal and dual SDP problems.

We first consider the task of picking the initial target \( W_+ \). Using the proximity measure \( d_2 \), the proximity of \( T(X_{in}, S_{in}) \) to \( W_+ \) can be quantified by

\[
d_2(Q^T_{+-}X_{in} Q_{+-}, Q^T_{+-}S_{in} Q_{+-}; D_{++}),
\]

where \( Q_{+-} \in O^n \) and \( D_{++} \in D^n_{l,++} \) are such that \( Q^T_{+-}W_+ Q_{+-} = D_{++} \) is a diagonalization of \( W_+ \). By Lemma 3, for each fixed \( D_{++} \in D^n_{l,++} \), the above measure is minimized at \( Q_{+-} = I \). Thus it makes sense to pick \( W_+ \in D^n_{l,++} \). Henceforth, we shall assume that \( W_+ \) is the diagonal matrix \( D_{++} \in D^n_{l,++} \).

We now consider the task of picking the next target \( W_{++} \). Once again, the next target \( W_{++} \) should thus be chosen so that \( d_2(Q^T_{++}X_+ Q_{++}, Q^T_{++}S_+ Q_{++}; D_{++}) \) can be readily bounded, where \( Q_{++} \in O^n \) and \( D_{++} \in D^n_{l,++} \) are such that \( Q^T_{++}W_{++} Q_{++} = D_{++} \) is a
diagonalization of $W_{++}$. An natural criterion would be the size of $d_2(W_{++}, I; D_+)$. Once again, since Lemma 3 implies that
\[
\inf \{ d_2(Q^T D_{++} Q, I; D_+) : Q \in \mathbb{D}^n \} = d_2(D_{++}, I; D_+)
\]
\[
= (D_{++})^{-\frac{1}{2}} \| D_{++}D_{++}^{-\frac{1}{2}} - D_{++}^{\frac{1}{2}} \|_F,
\]
it makes sense to choose $W_{++} \in \mathbb{D}^n_{++}$.

With these choices of targets, we can use the following lemma to get an upper bound on $d_2(X_+, S_+; D_{++})$ in terms of $d_2(X_+, S_+; D_+)$ and $d_2(D_{++}, I; D_+)$.  

**Lemma 5.** If $d_2(X_+, S_+; D_+) \leq \beta$ and $(D_+)_{nn}^{-1/2} \| D_{++}D_{++}^{-1/2} - D_{++}^{1/2} \|_F \leq \delta$ for some $\beta, \delta \in (0, 1)$, then
\[
d_2(X_+, S_+; D_{++}) \leq \frac{\beta + \delta}{1 - \delta}.
\]

**Proof.** For simplicity of notation, let $Z$ denote the product $L_{S_+}^T X_+ L_{S_+}$. From definition,
\[
d_2(X_+, S_+; D_{++})
\]
\[
= (D_{++})^{-\frac{1}{2}} \left( \sum_{i,j=1}^{n} (D_{++})_{ii}^{-1/2} (Z_{ij} - (D_{++})_{ij})^2 \right)^{\frac{1}{2}}
\]
\[
\leq (D_{++})^{-\frac{1}{2}} \left( \sum_{i,j=1}^{n} (D_+)_{ii}^{-1/2} (Z_{ij} - (D_+)_{ij})^2 \right)^{\frac{1}{2}} \max_{i=1,\ldots,n} \frac{\sqrt{(D_+)_{ii}}}{\sqrt{(D_{++})_{ii}}}
\]
with
\[
\left( \sum_{i,j=1}^{n} (D_+)_{ii}^{-1/2} (Z_{ij} - (D_+)_{ij})^2 \right)^{\frac{1}{2}}
\]
\[
\leq \left( \sum_{i,j=1}^{n} (D_+)_{ii}^{-1/2} (Z_{ij} - (D_+)_{ij})^2 \right)^{\frac{1}{2}} \| D_{++}D_{++}^{-1/2} - D_{++}^{1/2} \|_F
\]
\[
= \sqrt{(D_+)^{nn}} \left( d_2(X_+, S_+; D_+) + (D_+)_{nn}^{-1/2} \| D_{++}D_{++}^{-1/2} - D_{++}^{1/2} \|_F \right).
\]

If $(D_+)_{nn}^{-1/2} \| D_{++}D_{++}^{-1/2} - D_{++}^{1/2} \|_F \leq \delta$, then
\[
\delta \geq (D_+)_{nn}^{-1/2} \left( \sum_{i=1}^{n} \left( \frac{(D_+)_{ii}}{\sqrt{(D_+)_{ii}}} - \sqrt{(D_+)_{ii}} \right)^2 \right)^{\frac{1}{2}} \geq \frac{(D_+)_{ii}}{(D_+)_{ii}^{1/2}} - 1
\]
for all $i \in \{1, \ldots, n\}$, and hence
\[
\min_{i=1,\ldots,n} \frac{\sqrt{(D_+)_{ii}}}{\sqrt{(D_+)_{ii}}} \geq \sqrt{1 - \delta}.
\]
Consequently,
\[ d_2(X_+, S_+; D_{++}) \leq (D_{++})_{nn}^{-\frac{1}{2}} \sqrt{(D_+)^{nn}((\beta + \delta) \max_{i=1,\ldots,n} \sqrt{(D_+^i)_{ii}})} \leq \frac{\beta + \delta}{1 - \delta} \]
under the hypotheses of the lemma. \( \square \)

3. An Example Based on the Monteiro-Zhang Family

As an illustration of the discussion in section 2, we apply search directions from the Monteiro-Zhang family to the target-following framework.

We recall that the Monteiro-Zhang family of search directions is the set of search directions derived from the maps
\[ \mathcal{H} : (X, S) \mapsto \frac{1}{2}(PXSP^{-1})_H \]
parameterized by \( P \in S^n_{++} \).

The algorithm is given as follows:

**Algorithm 2.** (Target-following algorithm based on Monteiro-Zhang search directions)

Given a pair of primal-dual strictly feasible solutions \((X_{in}, S_{in})\) with \( T(X_{in}, S_{in}) \in D_{n,++} \).

1. Find a target \( D_+ \in D_{n,++} \) satisfying \( d_2(X_{in}, S_{in}; D_+) \leq \beta \) for some \( \beta \in (0, 1) \). Set \((X_+, S_+) = (X_{in}, S_{in})\).

2. Repeat the following:
   (a) Pick target \( D_{++} \in D_{n,++} \) with rational entries and
   \[ (D_+)^{-\frac{1}{2}} \left\| D_{++}D_+^{-\frac{1}{2}} - D_+^{-\frac{1}{2}} \right\|_F \leq \delta \]
   for some \( \delta \in (0, 1) \). Write
   \[ D_{++} = \kappa \text{Diag}(w_1, \ldots, w_n), \]
   where \( \kappa \in \mathbb{R}_{++} \) and \( w_1, \ldots, w_n \) are positive integers. Set \( \pi_l = w_l - w_{l+1} \) (\( l = 1, \ldots, n - 1 \)), \( \pi_n = w_n \) and \( \mathcal{L} = \{ l : \pi_l > 0 \} \).
   (b) Set \( \bar{x}_l = [L_{S_+}]_l^{-T}[(\kappa D_{++})_l^{-1}([L_{S_+}^T X_+ L_{S_+}]_l)]_l^{-1} \) and \( \mathcal{G}_l = [S_+]_l \) for each \( l \in \mathcal{L} \). Pick nonsingular matrices \( \{P_l \in M^n\}_{l \in \mathcal{L}} \) and solve \( \mathcal{H} \) with
   \[ (((\bar{x}_+)_l, (\mathcal{G}_+)_l) = (\bar{x}_l, \mathcal{G}_l) \]
   and
   \[ \mathcal{H}_l : (X, S) \mapsto (P_l XSP_l^{-1})_H \]

Set \( (X_{++}, S_{++}) = (X_+ + \Delta X, S_+ + \Delta S) \), where \( \Delta X \) denotes the matrix in \( S^n \) satisfying
   \[ (\Delta X)_{ij} = \sum_{l \in \mathcal{L}, l \geq i \land j} \pi_l (\Delta X(l))_{ij} \] \( (1 \leq i, j \leq n) \).

(c) Update \((X_+, S_+) \leftarrow (X_{++}, S_{++})\) and \( D_+ \leftarrow D_{++} \).
3.1. Analysis of algorithm. For the analysis, we consider one iteration of the algorithm. We begin with various technical results of Monteiro [9].

Lemma 6. Suppose that \( (X, S) \in S^n \oplus S^n_+ \) and \( P \in M^n \) is a nonsingular matrix. Then for any \( \mu \in \mathbb{R} \),

\[
\begin{align*}
\text{(a)} \quad & \| \lambda(XS) - \mu \|_2 = \| \lambda(XS) - \mu \|_2, \text{ where } \tilde{X} = PXP^T \text{ and } \tilde{S} = P^{-T}SP^{-1}; \\
\text{(b)} \quad & \| \lambda(XS) - \mu \|_2 \leq \| \frac{1}{2}(P(XS - \mu I)P^{-1})_H \|_F \text{ with equality holding when } PXS^{-1}P \in S^n.
\end{align*}
\]

Proof. See proof of [9 Lemma 2.1]. \( \square \)

Proposition 1. Suppose \( P \in M^n \) is a nonsingular matrix and \( A_1, \ldots, A_m \in S^n \) are linearly independent. If \( (X, S) \in S^n_+ \oplus S^n_+ \) is such that

\[ \| \lambda(XS) - \mu I \| \leq \frac{\mu}{2} \]

for some \( \mu > 0 \), then the system

\[
A_k \cdot (dX) = 0 \quad (k = 1, \ldots, m),
\]

\[
\sum_{k=1}^{m} (dy)_k A_k + dS = 0,
\]

\[
(P[(dX)S + X(dS)]P^{-1})_H = \sigma \mu I - (PXS^{-1})_H
\]

has unique solution for every \( \sigma \in \mathbb{R} \).

Proof. As the system (3.1) is square, this lemma is equivalent to Lemma 3.2 of [9]. \( \square \)

Lemma 7. If \( (X, S) \in S^n_+ \oplus S^n_+ \) and \((dX, dS)\) satisfies (3.1c) for some nonsingular \( P \in M^n \) and some \( \sigma, \mu \in \mathbb{R} \), then for every \( \theta \in \mathbb{R} \), it holds

\[
\left\| \tilde{X}^{-\frac{1}{2}} \left( (dX)\tilde{S} + \tilde{X}(dS) + \tilde{X}S - \sigma \mu I \right) \tilde{X}^\frac{1}{2} \right\|_F \leq \sqrt{2}\delta_x \left\| \tilde{X}^{-\frac{1}{2}}\tilde{S}^{-\frac{1}{2}} - \theta \mu \tilde{X}^{-\frac{1}{2}}\tilde{S}^{-\frac{1}{2}} \right\|_2
\]

(3.2)

and

\[
\left\| \tilde{X}^{-\frac{1}{2}} \left( (\tilde{X} + \alpha(d\tilde{X}))\tilde{S} + \alpha(d\tilde{S}) \right) - (1 - \alpha + \alpha \sigma)\mu I \right\|_F \tilde{X}^\frac{1}{2} \leq (1 - \alpha) \left\| \lambda(\tilde{X}S) - \mu I \right\|_2 + \alpha^2 \delta_x \delta_s + \alpha \sqrt{2}\delta_x \left\| \tilde{X}^{-\frac{1}{2}}\tilde{S}^{-\frac{1}{2}} - \theta \mu \tilde{X}^{-\frac{1}{2}}\tilde{S}^{-\frac{1}{2}} \right\|_2
\]

(3.3)

for all \( \alpha \in [0,1] \), where \( \tilde{X}, \tilde{S}, d\tilde{X} \) and \( d\tilde{S} \) denote, respectively, \( PXP^T, P^{-T}SP^{-1}, PdXP^T \) and \( P^{-T}dSP^{-1} \), and

\[
\delta_x := \left\| \tilde{X}^{-\frac{1}{2}}(d\tilde{X})\tilde{S}^\frac{1}{2} \right\|_F, \quad \delta_s := \left\| \tilde{S}^{-\frac{1}{2}}(d\tilde{S})\tilde{X}^\frac{1}{2} \right\|_F.
\]

Proof. See proof of [9 Lemma 3.6]. \( \square \)
Lemma 8. If \((X, S) \in S^+_+ \oplus S^+_+\) satisfies \(\|\lambda(XS) - \mu 1\|_2 \leq \gamma \mu\) for some \(\mu > 0\) and some \(\gamma \in (0, 1)\), then
\[
\left\| X^{-\frac{1}{2}} S^{-\frac{1}{2}} \right\|_2^2 \leq \frac{1}{(1 - \gamma) \mu}.
\]

Proof. See proof of [9, Lemma 3.7] \(\square\)

The following is an adaptation of a main result of Monteiro [9] to the expanded SDP problems.

Lemma 9. If \(d_2(X_+, S_+; D_{++}) \leq \gamma\) for some \(\gamma \in (0, 1)\) satisfying
\[
2\sqrt{2} \frac{\gamma}{1 - \gamma} \leq 1,
\]
then the linear system (2.10), with \(((\overline{X}_+)_{l, I}, (\overline{S}_+)_{l, I}) = (\overline{X}_l, \overline{S}_l), \mathcal{H}_l : S^l \oplus S^l \rightarrow S^l\) defined by
\[
(X, S) \mapsto (P_l XSP_l^{-1})_H,
\]
and \(\kappa\) replaced by \(\sigma \kappa\) for some \(\sigma \in [0, 1]\), has a unique solution \((\Delta_{X(l)}, \Delta_S, \Delta_y)\). Moreover, for every \(\alpha \in [0, 1]\),
\[
\left(\sum_{l \in L} \pi_l \left\| (P_l \overline{x}_l P_l^T)^{-\frac{1}{2}} P_l [\overline{x}_{l, \alpha} \overline{S}_{l, \alpha} - \kappa_\alpha I] P_l^{-1} (P_l \overline{x}_l P_l^T)^{\frac{1}{2}} \right\|_F^2 \right)^{\frac{1}{2}}
\leq \left\{ \left(1 - \alpha\right) \gamma + 2 \sqrt{2} \alpha \frac{\chi \gamma}{1 - \gamma} + 4 \alpha^2 \frac{\chi^2}{(1 - \gamma)^2} \right\} \sqrt{w_n \kappa},
\]
where \(\overline{x}_{l, \alpha}, \overline{S}_{l, \alpha}\) and \(\kappa_\alpha\) denote, respectively, \(\overline{x}_l + \alpha \Delta_{X(l)}, \overline{S}_l + \alpha [\Delta_S]_l\) and \((1 - \alpha + \alpha \sigma) \kappa\), and
\[
\chi = \begin{cases} 
\sigma d_2(X_+, S_+; D_{++}) & \text{if } \sigma > 0, \\
\left(\kappa^{-2} w_n^{-1} \sum_{l \in L} \pi_l \left\| \lambda(X_l, S_l) \right\|_2^{-2}\right)^{\frac{1}{2}} & \text{if } \sigma = 0.
\end{cases}
\]

Proof. It is straightforward to deduce from (3.6) that \(\gamma < 1/2\). It thus follows from Lemma 4 and Proposition 1 that the Newton system (2.9), whence (2.10), has unique solution.

For the second part of the lemma, we shall adapt the proofs of Lemmas 3.8 and 3.9 of [9]. For each \(l \in L\),
\begin{itemize}
  \item let \(\overline{x}_l, \overline{S}_l, \overline{\Delta}_{X(l)}\) and \(\overline{\Delta}_{S(l)}\) denote, respectively, \(P_l \overline{x}_l P_l^T, P_l^{-T} \overline{S}_l P_l^{-1}, P_l \Delta_{X(l)} P_l^{-T}\) and \(P_l^{-T} [\Delta_S] P_l^{-1}\),
  \item let \(\delta_{x, l}\) and \(\delta_{s, l}\) be defined by (3.4) with \((X, S)\) and \((dX, dS)\) replaced by \((\overline{x}_l, \overline{S}_l)\) and \((\overline{\Delta}_{X(l)}, \overline{\Delta}_{S(l)})\), respectively, and
  \item let \(V_{l, \theta}\) and \(W_l\) denote, respectively, the matrices
    \[
    \overline{x}_l^T \overline{S}_l^{-\frac{1}{2}} - \theta \kappa \overline{x}_l^T \overline{S}_l^{-\frac{1}{2}} \overline{S}_l^{-\frac{1}{2}} \overline{x}_l - \frac{1}{2} \left[ \overline{\Delta}_{X(l)} \overline{S}_l + \overline{x}_l \overline{\Delta}_{S(l)} + \overline{\Delta}_{S(l)} \overline{S}_l - \sigma \kappa I \right] \overline{x}_l^T.
    \]
\end{itemize}
Using these notations, we have
\[
\sum_{l \in \mathcal{L}} \pi_l \left( \delta_{x,l}^2 + \delta_{s,l}^2 \right) = \sum_{l \in \mathcal{L}} \pi_l \left\| \tilde{x}_l^{-\frac{1}{2}} \tilde{\Delta}_{x} x(l) \tilde{\Delta} l^{-\frac{1}{2}} + \tilde{x}_l^{-\frac{1}{2}} \tilde{\Delta}_{s} s(l) \tilde{\Delta} l^{-\frac{1}{2}} \right\|_F^2
\]
\[
= \sum_{l \in \mathcal{L}} \pi_l \left\| W_l \tilde{x}_l^{-\frac{1}{2}} \tilde{\Delta} l^{-\frac{1}{2}} - V_{l,\sigma} \right\|_F^2
\]
\[
\leq \sum_{l \in \mathcal{L}} \pi_l \left( \left\| W_l \tilde{x}_l^{-\frac{1}{2}} \tilde{\Delta} l^{-\frac{1}{2}} \right\|_F + \| V_{l,\sigma} \|_F \right)^2,
\]
where we have used (2.10a) and (2.10b) to deduce
\[
\sum_{l \in \mathcal{L}} \pi_l \text{tr} \tilde{\Delta}_{x} x(l) \tilde{\Delta} s(l) = \sum_{l \in \mathcal{L}} \pi_l \text{tr} \Delta_{x} x(l) \Delta_{s} s(l) = 0
\]
in the first equation. The triangle inequality on the 2-norm of $\mathbb{R}^n$ further bounds
\[
\left( \sum_{l \in \mathcal{L}} \pi_l \left( \delta_{x,l}^2 + \delta_{s,l}^2 \right) \right)^{\frac{1}{2}} \leq \left( \sum_{l \in \mathcal{L}} \pi_l \left\| W_l \tilde{x}_l^{-\frac{1}{2}} \tilde{\Delta} l^{-\frac{1}{2}} \right\|_F^2 \right)^{\frac{1}{2}} + \left( \sum_{l \in \mathcal{L}} \pi_l \| V_{l,\sigma} \|_F^2 \right)^{\frac{1}{2}}.
\]
By Lemmas 4 and 6
\[
d_2(\textbf{X}+\textbf{S};\textbf{D}++) \leq \gamma \implies \forall l \in \mathcal{L}, \| \lambda(\tilde{x}_l \tilde{\Delta} l) - \kappa l \|_2 = \| \lambda(\tilde{x}_l \tilde{\Delta} l) - \kappa l \|_2 \leq \gamma \kappa.
\]
Thus we may apply (3.2) and (3.5) with
\[
(\textbf{X}, \textbf{S}, \textbf{dX}, \textbf{dS}, \textbf{P}, \mu) = (\tilde{x}_l, \tilde{\Delta} x(l), [\Delta_{s} s(l), l], l, \kappa)
\]
for each $l \in \mathcal{L}$ to bound, for all $\theta \in \mathbb{R},$
\[
\| V_{l,\theta} \|_F^2 \leq \left\| \tilde{x}_l^{-\frac{1}{2}} \tilde{\Delta} l^{-\frac{1}{2}} \right\|_2^2 \left\| \tilde{\Delta} l^{-\frac{1}{2}} \tilde{x}_l^{-\frac{1}{2}} \tilde{\Delta} l^{-\frac{1}{2}} - \theta \kappa l \right\|_F^2
\]
\[
\leq \frac{1}{(1-\gamma)^2} \| \lambda(\tilde{x}_l \tilde{\Delta} l) - \theta \kappa l \|_2^2,
\]
\[
\sum_{l \in \mathcal{L}} \pi_l \| V_{l} \|_F^2 \leq \frac{1}{(1-\gamma)^2} \sum_{l \in \mathcal{L}} \pi_l \| \lambda(\tilde{x}_l \tilde{\Delta} l) - \sigma \kappa l \|_2^2 = \frac{\chi^2 w_{n} \kappa}{(1-\gamma)}
\]
and
\[
\sum_{l \in \mathcal{L}} \pi_l \left\| W_l \tilde{x}_l^{-\frac{1}{2}} \tilde{\Delta} l^{-\frac{1}{2}} \right\|_F^2 \leq \sum_{l \in \mathcal{L}} \pi_l \left\| W_l \right\|_F^2 \left\| \tilde{x}_l^{-\frac{1}{2}} \tilde{\Delta} l^{-\frac{1}{2}} \right\|_F^2
\]
\[
\leq 2 \sum_{l \in \mathcal{L}} \pi_l \delta_{x,l}^2 \left\| V_{l,1} \right\|_F^2 \frac{1}{(1-\gamma) \kappa}
\]
\[
\leq 2 \frac{1}{(1-\gamma)^2 \kappa^2} \sum_{l \in \mathcal{L}} \pi_l \delta_{x,l}^2 \left\| \lambda(\tilde{x}_l \tilde{\Delta} l) - \kappa l \right\|_2^2
\]
\[
\leq 2 \frac{\gamma^2}{(1-\gamma)^2} \sum_{l \in \mathcal{L}} \pi_l \delta_{x,l}^2.
\]
Thus, under the hypothesis \((3.7)\),
\[
\max \left\{ \sum_{l \in \mathcal{L}} \pi_l \delta^2_{x,l}, \sum_{l \in \mathcal{L}} \pi_l \delta^2_{s,l} \right\} \leq \left( \sum_{l \in \mathcal{L}} \pi_l \left( \delta^2_{x,l} + \delta^2_{s,l} \right) \right)^{\frac{1}{2}} \\
\leq \sqrt{2} \frac{\gamma}{1 - \gamma} \left( \sum_{l \in \mathcal{L}} \pi_l \delta^2_{x,l} \right)^{\frac{1}{2}} + \frac{\chi \sqrt{w_n \kappa}}{\sqrt{1 - \gamma}} \\
\leq \frac{1}{2} \max \left\{ \sum_{l \in \mathcal{L}} \pi_l \delta^2_{x,l}, \sum_{l \in \mathcal{L}} \pi_l \delta^2_{s,l} \right\} \leq \frac{4 \chi^2}{1 - \gamma} w_n \kappa.
\] (3.9)

We can actually bound each \(\delta_{s,l}\). First note that
\[
\delta^2_{s,n} = w_n \pi_n \delta^2_{s,n} \leq 4 \frac{\chi^2}{1 - \gamma} \kappa.
\]

For the remaining \(\delta_{s,l}\)’s, observe that for each \(l \in \mathcal{L}\),
\[
\delta^2_{s,l} = \left\| \tilde{\Theta}^{-\frac{1}{2}} \tilde{\Delta}_{s,l} \tilde{X}_l \right\|^2_F = \text{tr} \left( \tilde{\Theta}^{-1} \tilde{\Delta}_{S(l)} \tilde{X}_l \tilde{\Delta}_{S(l)} \right) \\
= \text{tr} \left( L^{-1}_{\tilde{\Theta}_l} [\Delta_S] [L_{\tilde{\Theta}_l}]^T \right) \left( L^{-T}_{\tilde{\Theta}_l} \tilde{X}_l L_{\tilde{\Theta}_l} \right) \left( L^{-1}_{\tilde{\Theta}_l} [\Delta_S] [L_{\tilde{\Theta}_l}]^T \right),
\]
and thus
\[
\left| \delta^2_{s,l} - \kappa \left\| L^{-1}_{\tilde{\Theta}_l} [\Delta_S] [L_{\tilde{\Theta}_l}]^T \right\|^2_F \right| \\
\leq \text{tr} \left( L^{-1}_{\tilde{\Theta}_l} [\Delta_S] [L_{\tilde{\Theta}_l}]^T \right) \left( L^{-T}_{\tilde{\Theta}_l} \tilde{X}_l L_{\tilde{\Theta}_l} - \kappa I \right) \left( L^{-1}_{\tilde{\Theta}_l} [\Delta_S] [L_{\tilde{\Theta}_l}]^T \right) \\
\leq \left\| L^{-1}_{\tilde{\Theta}_l} [\Delta_S] [L_{\tilde{\Theta}_l}]^T \right\|_F \left\| L^{-T}_{\tilde{\Theta}_l} \tilde{X}_l L_{\tilde{\Theta}_l} - \kappa I \right\|_2 \\
\leq \kappa \left\| L^{-1}_{\tilde{\Theta}_l} [\Delta_S] [L_{\tilde{\Theta}_l}]^T \right\|_F.
\]

We may then use
\[
L^{-1}_{\tilde{\Theta}_l} [\Delta_S] [L_{\tilde{\Theta}_l}]^T = L^{-1}_{[S_{l+1}]} [\Delta_S] [L_{[S_{l+1}]}]^T = [L^{-1}_{S_{l+1}} \Delta_S L_{S_{l+1}}]^T
\]
to bound
\[
\delta^2_{s,l} \leq (1 + \gamma) \kappa \left\| L^{-1}_{S_{l+1}} [\Delta_S] [L_{S_{l+1}}]^T \right\|_F \leq (1 + \gamma) \kappa \left\| L^{-1}_{S_{l+1}} [\Delta_S] [L_{S_{l+1}}]^T \right\|_F \\
\leq \frac{1 + \gamma}{1 - \gamma} \delta_{s,n}^2 \leq 4 \frac{\chi^2}{(1 - \gamma)^3} \kappa
\] (3.10)
for each \(l \in \mathcal{L}\).
Applying (3.3) with \((X, S, dX, dS, \mu, \theta) = (\tilde{x}_l, \tilde{s}_l, \tilde{\Delta}_{X(l)}, \tilde{\Delta}_{S(l)}, \kappa, 1)\) for each \(l \in L\) gives

\[
\left\| \tilde{x}_l^{-\frac{1}{2}} \left( (\tilde{x}_l + \alpha \tilde{\Delta}_{X(l)})(\tilde{s}_l + \alpha \tilde{\Delta}_{S(l)}) - (1 - \alpha + \alpha \sigma)\kappa I \right) \tilde{x}_l^{\frac{1}{2}} \right\|_F
\leq (1 - \alpha) \left\| \lambda(\tilde{x}_l \tilde{s}_l) - \kappa 1 \right\|_2 + \alpha^2 \delta_{x,l}\delta_{s,l} + \alpha \sqrt{2} \delta_{x,l} \| V_{l,1} \|_2,
\]

and thus the triangle inequality on the 2-norm of \(\mathbb{R}^n\) implies

\[
\left( \sum_{l \in L} \pi_l \left\| \tilde{x}_l^{-\frac{1}{2}} \left( (n\tilde{x}_l + \alpha \tilde{\Delta}_{X(l)})(\tilde{s}_l + \alpha \tilde{\Delta}_{S(l)}) - \kappa_1 I \right) \tilde{x}_l^{\frac{1}{2}} \right\|_F \right)^{\frac{1}{2}}
\leq (1 - \alpha) \left( \sum_{l \in L} \pi_l \left\| \lambda(\tilde{x}_l \tilde{s}_l) - \kappa 1 \right\|_2 \right)^{\frac{1}{2}} + \alpha^2 \left( \sum_{l \in L} \pi_l \delta_{x,l}^2 \delta_{s,l}^2 \right)^{\frac{1}{2}}
\]

\[
+ \alpha \sqrt{2} \left( \sum_{l \in L} \pi_l \delta_{x,l}^2 \| V_{l,1} \|_2 \right)^{\frac{1}{2}}.
\]

Using (3.8), (3.9) and (3.10), we further bound

\[
\sum_{l \in L} \pi_l \delta_{x,l}^2 \delta_{s,l}^2 \leq \max_{l \in L} \delta_{s,l}^2 \sum_{l \in L} \pi_l \delta_{x,l}^2 \leq 16 \frac{\lambda^4}{(1 - \gamma)^4} w_n \kappa^2
\]

and

\[
\sum_{l \in L} \pi_l \delta_{x,l}^2 \| V_{l,1} \|_2^2 \leq \frac{1}{(1 - \gamma) \kappa} \sum_{l \in L} \pi_l \delta_{x,l}^2 \| \lambda(\tilde{x}_l \tilde{s}_l) - \kappa 1 \|_F^2
\]

\[
\leq \frac{\gamma^2 \kappa^2}{1 - \gamma} \sum_{l \in L} \pi_l \delta_{x,l}^2 \leq 4 \frac{\lambda^2 \gamma^2}{(1 - \gamma)^2} w_n \kappa^2.
\]

Finally

\[
\sum_{l \in L} \pi_l \left\| \lambda(\tilde{x}_l \tilde{s}_l) - \kappa 1 \right\|_2^2 = w_n \kappa^2 d_2(X_+, S_+; D_+) \leq \gamma^2 w_n \kappa^2
\]

completes the proof. \(\square\)

The following theorem shows that with suitable choices of the parameters \(\beta\) and \(\delta\), Algorithm 2 is well defined.

**Theorem 3.** If \(\beta, \delta \in (0, 1)\) satisfies

\[
2\sqrt{2} \frac{\gamma^2}{1 - \gamma} + 4 \frac{\gamma^2}{(1 - \gamma)^2} \leq \beta,
\]

where \(\gamma = (\beta + \delta)/(1 - \delta)\), then in each iteration of Algorithm 2, the search directions are well defined. Moreover, in each iteration, the iterates are primal-dual strictly feasible solutions satisfying \(d_2(X_+, S_+; D_+) \leq \beta\).
Proof. We shall prove the theorem by induction on the iterations. Suppose that at the
beginning of an iteration, the iterates \((X_+, S_+ )\) are strictly feasible and \(d_2(X_+, S_+ ; D_+) \) is
at most \(\beta\). This is certainly true for the first iteration. By the choice of \(D_+\) and Lemma \([5]\) we have
\[
d_2(X_+, S_+ ; D_+) \leq \gamma,
\]
where \(\gamma = (\beta + \delta)/(1 - \delta)\). If \((3.11)\) holds with \(\beta < 1\), then it is straightforward to check
that \(\gamma\) satisfies \((3.6)\). Consequently, by Lemma \([9]\) the search directions \(\Delta_X\) and \(\Delta_S\) are well
defined.

Let \(\tilde{X}_{l,\alpha}\) and \(\tilde{\Gamma}_{l,\alpha}\) denote, respectively, the sums \(X_l + \alpha \Delta_X(l)\) and \(S_l + \alpha \Delta_S(l)\). By \((2.7)\), we have
\[
d_2(X_+ + \alpha \Delta_X, S_+ + \alpha \Delta_S; D_+) \leq \kappa^{-1} w_n^{-\frac{1}{2}} \left( \sum_{l \in L} \pi_l \left\| \lambda(\tilde{X}_{l,\alpha}, \tilde{\Gamma}_{l,\alpha}) - \kappa I \right\|_2 \right)^{1/2}
\]
whenever \(S_+ + \alpha \Delta_S \in \mathbb{S}^n_{++}\). Applying Lemma \([6]\) with \((\mathbf{X}, \mathbf{S}) = (\tilde{X}_{l,\alpha}, \tilde{\Gamma}_{l,\alpha}), \mu = \kappa\) and
\(P = \tilde{P}_l := (P_l \tilde{X}_l P_l^T)^{1/2} P_l\) gives
\[
\kappa^{-1} w_n^{-\frac{1}{2}} \left( \sum_{l \in L} \pi_l \left\| \lambda(\tilde{X}_{l,\alpha}, \tilde{\Gamma}_{l,\alpha}) - \kappa I \right\|_2 \right)^{1/2}
\leq \kappa^{-1} w_n^{-\frac{1}{2}} \left( \sum_{l \in L} \pi_l \left\| \frac{1}{2} \left( \tilde{P}_l (\tilde{X}_{l,\alpha}, \tilde{\Gamma}_{l,\alpha}) - \kappa I \right) \tilde{P}_l^{-1} \right\|_F \right)^{1/2},
\]
which is no more than
\[
\kappa^{-1} w_n^{-\frac{1}{2}} \left( \sum_{l \in L} \pi_l \left\| \tilde{P}_l (\tilde{X}_{l,\alpha}, \tilde{\Gamma}_{l,\alpha}) - \kappa I \right\|_F \right)^{1/2}
\]
by the triangle inequality on the Frobenius norm. Thus the inequality \((3.7)\) with \(\sigma = 1\)
shows that
\[
d_2(X_+ + \alpha \Delta_X, S_+ + \alpha \Delta_S; D_+) \leq (1 - \alpha) \gamma + 2\sqrt{2} \alpha - \frac{\gamma^2}{1 - \gamma} + 4\alpha^2 \frac{\gamma^2}{(1 - \gamma)^2}
\]
whenever \(S_+ + \alpha \Delta_S \in \mathbb{S}^n_{++}\). Under the hypothesis \((3.11)\), the above upper bound is at most
\((1 - \alpha) \gamma + \alpha \beta < 1\) for all \(\alpha \in [0, 1]\). We then conclude from Theorem \([2]\) that the next pair
of iterates \((X_+, S_+) = (X_+ + \Delta_X, S_+ + \Delta_S)\) are positive definite, whence strictly feasible
as they clearly satisfy the linear equations in their respective SDP problems. Finally, the
induction is completed by observing that the upper bound \(((1 - \alpha) \gamma + \alpha \beta)\) is precisely \(\beta\)
when \(\alpha = 1\). \(\Box\)

3.2. Weighted path-following algorithms. In this section, we describe two weighted
path-following algorithms using the above target-following framework based on the Monteiro-
Zhang family of search directions. The first is a short-step algorithm that is actually a
special case of the above target-following framework. The next is a weighted path-following
version of the Mizuno-Todd-Ye (MTY) predictor-corrector algorithm. The analyses of both
algorithms demonstrate the same worse-case iteration bound of \(O(\sqrt{n\rho} \log(\varepsilon^{-1}))\) to obtain
an pair of primal-dual feasible solutions \((X_{\text{out}}, S_{\text{out}})\) satisfying \(X_{\text{out}} \cdot S_{\text{out}} \leq \varepsilon X_{\text{in}} \cdot S_{\text{in}}\), where \(\rho\) denotes the ratio
\[
\frac{X_{\text{in}} \cdot S_{\text{in}}}{n \lambda (X_{\text{in}} S_{\text{in}})_n}.
\]

We begin with the following generic weighted path-following algorithm:

**Algorithm 3.** (MZ weighted path-following algorithm)

Given a pair of primal-dual strictly feasible solutions \((X_m, S_m)\) with \(T(X_m, S_m) \in \mathbb{D}^n_{1,++}\), and the required accuracy \(\varepsilon > 0\).

1. Find a target \(D_+ \in \mathbb{D}^n_{1,++}\) with rational entries and \(d_2(X_m, S_m; D_+ \leq \beta\) for some \(\beta \in (0, 1).\) Set \((X_+, S_+ = (X_m, S_m). Write\)
\[
D_+ = \kappa_+ \text{Diag}(w_1, \ldots, w_n)
\]
where \(\kappa_+ \in \mathbb{R}^{++}\) and \(w_1, \ldots, w_n\) are positive integers. Set \(\pi_l = w_l - w_{l+1}\) (\(l = 1, \ldots, n - 1), \pi_n = w_n\) and \(L = \{l : \pi_l > 0\}.\) Set \(\tilde{D} = \text{Diag}(w_1, \ldots, w_n).\)

2. While \(X_+ \cdot S_+ > \varepsilon (X_{\text{in}} \cdot S_{\text{in}}),\)
   (a) Pick \(\sigma \in [0, 1].\)
   (b) Set \(\tilde{x}_l = [L_{S_l}]_l^{-T}(\tilde{D}^{-1} (\langle L_{S_l}^T X_{S_l}, \rangle) H)_l [L_{S_l}]_l^{-1}\) and \(\tilde{G}_l = [S_l]_l\) for each \(l \in L.\) Pick nonsingular matrices \(\{P_l \in M^l\}_{l \in L}\) and solve (2.10) with
\[
((\tilde{x}_l), (\tilde{G}_l)) = (\tilde{x}_l), \quad \mathcal{H} : (X, S) \mapsto (P_l X S P_l^{-1})_l,
\]
and \(\kappa = \sigma \kappa_+.\) For each \(\alpha \in [0, 1],\) let \((X_\alpha, S_\alpha) = (X_+ + \alpha \Delta X, S_+ + \alpha \Delta S),\) where \(\Delta X\) denotes the matrix in \(\mathbb{S}^n\) satisfying
\[
(\Delta X)_{ij} = \sum_{l \in L, l \geq i, j} \pi_l (\Delta X(l))_{ij} \quad (1 \leq i, j \leq n),
\]
and let \(\kappa_\alpha = (1 - \alpha + \alpha \sigma) \kappa_+.\) Pick \(\tilde{\beta} \in (0, 1).\) Pick \(\tilde{\alpha} \in [0, 1]\) such that \(S_{\tilde{\alpha}} \in \mathbb{S}^n_{++}\) and
\[
d_2(X_{\tilde{\alpha}}, S_{\tilde{\alpha}}; \kappa_{\tilde{\alpha}} \tilde{D}) \leq \tilde{\beta}.
\]
   (c) Update \((X_+, S_+) \leftarrow (X_{\tilde{\alpha}}, S_{\tilde{\alpha}})\) and \(\kappa_+ \leftarrow \kappa_{\tilde{\alpha}}.
\)
3. Output \((X_{\text{out}}, S_{\text{out}}) = (X_+, S_+).\)

3.2.1. **Short-step algorithm.** Let \(\rho\) denote the ratio \(\sum w_i / (n w_n).\) The short-step algorithm uses the choices \(\sigma = 1 - \delta (n \rho)^{-1/2}\) for a fixed constant \(\delta \in (0, 1),\) and \(\tilde{\beta} = \beta\) throughout all iterations.

**Theorem 4.** If \(\beta, \delta \in (0, 1)\) satisfies the hypothesis of Theorem 3, then in each iteration of Algorithm 3, with \(\sigma = 1 - \delta (n \rho)^{-1/2}\), the search directions are well defined and we may use \(\tilde{\alpha} = 1.\) Moreover, with this choice of \(\tilde{\alpha},\) the algorithm terminates after at most \(O(\sqrt{n} \rho \log(\varepsilon^{-1}))\) iterations.

**Proof.** If we define, in each iteration, \(D_+ = \kappa_+ \tilde{D}\) and \(D_{++} = \sigma \kappa_+ \tilde{D},\) then it is straightforward to check that \(d_2(D_{++}, I; D_+) = \delta,\) whence the proof of Theorem 3 shows that we may use \(\tilde{\alpha} = 1)\) in each iteration. Therefore Algorithm 3 with \(\sigma = 1 - \delta (n \rho)^{-1/2}\) in each iteration, is precisely Algorithm 2 with \(D_{++} = \sigma \kappa_+ \tilde{D}.\) Consequently the first part of the theorem...
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holds. Moreover, the duality gap of the iterates decreases by a factor of $1 - \delta(n\rho)^{-\frac{1}{2}}$ in each iteration, whence the iteration bound holds.

3.2.2. **Predictor-corrector algorithm.** The MTY predictor-corrector algorithm alternates between $(\sigma, \tilde{\beta}) = (0, 2\beta)$ and $(\sigma, \tilde{\beta}) = (1, \beta)$. The iterations in the former case are called the predictor steps, and those in the latter the corrected steps. As before, let $\rho$ denote the ratio $\sum w_i/(nw_n)$.

**Theorem 5.** If $\beta, \delta \in (0, 1)$ satisfies

$$2\sqrt{2} \frac{4\beta^2}{1 - 2\beta} + 4 \frac{4\beta^2}{(1 - 2\beta)^2} \leq \beta,$$

(3.12)

then in each iteration of Algorithm 3, with $(\sigma, \tilde{\beta})$ alternating between $(0, 2\beta)$ and $(1, \beta)$, the search directions are well defined and we may take $\hat{\alpha}$ to be the positive real root of

$$\alpha \mapsto (1 - \alpha)\beta + 2\sqrt{2} \alpha \frac{(\beta + \sqrt{n\rho})\beta}{1 - \beta} + 4\alpha^2 \frac{(\beta + \sqrt{n\rho})^2}{(1 - \beta)^2} - 2(1 - \alpha)\beta$$

(3.13)

in the predictor steps, and $\hat{\alpha} = 1$ in the corrector steps. Moreover, with these choices of $\hat{\alpha}$, the algorithm terminates after at most $O(\sqrt{n\rho} \log(\varepsilon^{-1}))$ iterations.

**Proof.** We shall prove by induction on the iterations that under the hypothesis of the theorem,

- all search directions are well defined and all iterates are strictly feasible,
- $d_2(X_+, S_+; \kappa_{\alpha} \hat{D}) \leq \beta$ in all predictor steps, and
- $d_2(X_+, S_+; \kappa_{\alpha} \hat{D}) \leq 2\beta$ in all corrector steps.

Suppose that at the beginning of a predictor step, we have strictly feasible $(X_+, S_+)$ satisfying $d_2(X_+, S_+; \kappa_{\alpha} \hat{D}) \leq \beta$. This is certainly true for the first predictor step, which happens to be the very first iteration. If (3.12) holds, then it is straightforward to check that $\gamma := \beta$ satisfies (3.6). Consequently, by Lemma [9], the search directions $\Delta_X$ and $\Delta_S$ are well defined.

Similar to the second part of the proof of Theorem [3], we use (2.7), Lemma [6] with $(X, S) = (\tilde{X}_{l, \alpha}, \tilde{S}_{l, \alpha}) := (\tilde{X}_l + \alpha \Delta_{X(l)}, \tilde{S}_l + \alpha |\Delta_{S(l)}|)$, $\mu = (1 - \alpha)\kappa_{\alpha}$ and $P = \hat{P}_l := (P_l \tilde{X}_l \tilde{P}_l^T)^2 P_l$, and (3.7) with $D_{++} = \kappa_{\alpha} \hat{D}$ and $\sigma = 0$ to deduce that whenever $S_+ + \alpha \Delta_S \in S_+^{**},$

$$(1 - \alpha)d_2(X_+ + \alpha \Delta_X, S_+ + \alpha \Delta_S; \kappa_{\alpha} \hat{D})$$

$$\leq \kappa_{\alpha}^{-1} w_n^{-\frac{1}{2}} \left( \sum_{l \in L} \pi_l \left[ \hat{P}_l \left( \tilde{X}_{l, \alpha} \tilde{S}_{l, \alpha} - (1 - \alpha)\kappa_{\alpha} \hat{I} \right) \hat{P}_l^{-1} \right]^2_F \right)^{1/2}$$

$$\leq (1 - \alpha)\beta + 2\sqrt{2} \alpha \frac{\chi^2}{1 - \beta} + 4\alpha^2 \frac{\chi^2}{(1 - \beta)^2}$$
where \( \chi = (\kappa_+^2 w_n^{-1} \sum_{l \in \mathcal{L}} \pi_l \| \lambda (x_l^0 g_l) \|_2^2 )^{\frac{1}{2}} \). Using the triangle inequality on the 2-norm of \( \mathbb{R}^n \), we bound
\[
\kappa_+ \sqrt{w_n} \chi \leq \left( \sum_{l \in \mathcal{L}} \pi_l \| \lambda (x_l^0 g_l) - \kappa_+ I \|_2^2 \right)^{\frac{1}{2}} + \left( \sum_{l \in \mathcal{L}} \pi_l \| \kappa_+ I \|_2^2 \right)^{\frac{1}{2}} \\
\leq \kappa_+ \sqrt{w_n} (\beta + \sqrt{n} \rho).
\]
This leads to the bound
\[
(1 - \alpha) d_2(X_+ + \alpha \Delta_x, S_+ + \alpha \Delta_s; \kappa_+ \hat{D}) \\
\leq (1 - \alpha) \beta + 2 \sqrt{2} \alpha \frac{(\beta + \sqrt{n} \rho) \beta}{1 - \beta} + 4 \alpha^2 \frac{(\beta + \sqrt{n} \rho)^2}{(1 - \beta)^2}.
\]
This upper bound is not only quadratic in \( \alpha \), it is in fact increasing in \( \alpha \) whenever \( \alpha \) is nonnegative. Thus if we take \( \hat{\alpha} \) to be the positive real root of (3.13), then we have
\[
d_2(X_+ + \alpha \Delta_x, S_+ + \alpha \Delta_s; \kappa_+ \hat{D}) \leq 2 \beta
\]
for all \( \alpha \in [0, \hat{\alpha}] \). Thus we conclude from Theorem 4 that the next iterates \((X_\hat{\alpha}, S_\hat{\alpha})\) are positive definite, whence strictly feasible as they clearly satisfy the linear equations in their respective SDP problems. Furthermore, \(d_2(X_\hat{\alpha}, S_\hat{\alpha}; \kappa_\hat{D}) \leq 2 \beta\), whence in the next iteration we have \(d_2(X_+, S_+; \kappa_+ \hat{D}) \leq 2 \beta\), which is a corrector step.

Now consider a corrector step. Suppose that at the beginning of the corrector step, we have with strictly feasible \((X_+, S_+)\) satisfying \(d_2(X_+, S_+; \kappa_+ \hat{D}) \leq 2 \beta\). This is shown above to be true for the first corrector step. As before, we conclude from Lemma 9 that the search directions \( \Delta_x \) and \( \Delta_s \) are well defined.

Taking \( D_+ := \kappa_+ \hat{D} \) and \( D_{++} := \kappa_+ \hat{D} \) in the proof of Theorem 3 shows that we may use \( \hat{\alpha} = 1 \) in this iteration. Moreover the same proof shows that
\[
d_2(X_1, S_1; \kappa_1 \hat{D}) \leq 2 \sqrt{2} \frac{4 \beta^2}{1 - 2 \beta} + 4 \frac{4 \beta^2}{(1 - 2 \beta)^2} \leq \beta
\]
under the hypothesis (3.12), whence \(d_2(X_+, S_+; \kappa_+ \hat{D}) \leq \beta\) in the next iteration, which is a predictor step. This completes the induction.

Finally, since \( \hat{\alpha} = \Omega((n \rho)^{-\frac{1}{2}}) \) for each predictor step, the duality gap decreases by a factor of \( 1 - \Omega((n \rho)^{-\frac{1}{2}}) \) every two iterations. Thus the iteration bound holds. \( \square \)

4. Target-Following Framework Based on Cholesky Search Directions

In this section, we highlight a choice of search directions whose Newton system can be further reduced in size.

Consider the maps \( \mathcal{H}_t : S_{++}^l \oplus S_{++} \rightarrow S^l \) defined by
\[
\mathcal{H}_t : (X, S) \mapsto L_S^T X L_S.
\]
Note that \( \mathcal{H}_n(X, S) = D \) is precisely the defining equation for the weighted centers \( T^{-1}(D) \) for each \( D \in \mathbb{D}^n_{++} \). The gradient \( \frac{D \mathcal{H}_t(X, S)}{\partial (X, S)} \) of \( \mathcal{H}_t \) at \((X, S)\) is given by
\[
(U, V) \mapsto L_S^T U L_S + (L_S^T X L_S (L_S^{-1} V L_S^{-T}))(X).
\]
We shall use this choice of \( \mathcal{H}_t \) in the linear system (2.9) with

\[
(\mathcal{X}_+, \mathcal{S}_+) = (\mathcal{E}(\mathbf{L}_S)^{-T} \mathcal{E}(\{\kappa \mathbf{D}_{++}^{-1} \llbracket \mathbf{L}_S^T \mathbf{X} \mathbf{L}_S \rrbracket \}^H) \mathcal{E}(\mathbf{L}_S)^{-1}, \mathcal{E}(\mathbf{S}))
\]

= argmin \( \{ \tilde{d}_2(\mathcal{X}, \mathcal{S}; \kappa) : (\mathbf{X}_+, \mathbf{S}_+) = (\mathcal{E}^H(\mathcal{X}), \mathcal{E}^{-1}(\mathcal{S})) \} \).

This gives

\[
\sum_{p=1}^{w_1} (\mathbf{A}_k)_p \cdot (\Delta \mathbf{x})_p = 0 \ (1 \leq k \leq m), \tag{4.1a}
\]

\[
\sum_{k=1}^{m} (\Delta y)_k(\mathbf{A}_k)_p + (\Delta \mathbf{s})_p = 0 \ (1 \leq p \leq w_1), \tag{4.1b}
\]

\[
\kappa[Z]_l + \mathbf{L}^T_{(\mathcal{S}_+)_p}(\Delta \mathbf{x})_p \mathbf{L}_{(\mathcal{S}_+)_p} + \left( \kappa[Z]_l \llbracket \mathbf{L}^{-1}_{(\mathcal{S}_+)_p}(\Delta \mathbf{s})_p \mathbf{L}_{(\mathcal{S}_+)_p} \rrbracket^T \right)^H = \kappa \mathbf{I} \ (l \in \mathcal{L}, p \in \mathcal{P}_l), \tag{4.1c}
\]

where \( \mathbf{Z} \) denotes the matrix \( \{\mathbf{D}_{++}^{-1} \llbracket \mathbf{L}_S^T \mathbf{X}_+ \mathbf{L}_S^T \rrbracket \}^H \), so that

\[
\kappa[Z]_l = \mathbf{L}^T_{(\mathcal{S}_+)_p}(\mathbf{x}_+)_p \mathbf{L}_{(\mathcal{S}_+)_p}
\]

for each \( l \in \mathcal{L} \) and each \( p \in \mathcal{P}_l \). The corresponding pair of search directions for the original SDP problems is called the pair of Cholesky search directions, and is given by

\[
(\Delta \mathbf{x}, \Delta \mathbf{s}) = (\mathcal{E}^H(\Delta \mathcal{X}), \mathcal{E}^{-1}(\Delta \mathcal{S})).
\]

Adding up (4.1c) over all \( l \in \mathcal{L} \) and all \( p \in \mathcal{P}_l \) gives

\[
\mathbf{A}_k \cdot \Delta \mathbf{x} = 0 \ (1 \leq k \leq m), \tag{4.2a}
\]

\[
\sum_{k=1}^{m} (\Delta y)_k \mathbf{A}_k + \Delta \mathbf{s} = 0, \tag{4.2b}
\]

\[
\mathbf{V} + \mathbf{L}_{\mathbf{S}_+}^T \Delta \mathbf{x} \mathbf{L}_{\mathbf{S}_+} + \left( \mathbf{V} \llbracket \mathbf{L}^{-1}_{\mathbf{S}_+} \Delta \mathbf{s} \mathbf{L}_{\mathbf{S}_+} \rrbracket^T \right)^H = \mathbf{D}_{++}, \tag{4.2c}
\]

where \( \mathbf{V} \) denotes \( \mathbf{L}_{\mathbf{S}_+}^T \mathbf{X}_+ \mathbf{L}_{\mathbf{S}_+} \). Thus we may compute the pair of search directions \( (\Delta \mathbf{x}, \Delta \mathbf{s}) \) by solving a linear system with only \( O(n^2) \) variables. Moreover, we do not require that \( \mathbf{D}_{++} \) has rational entries for this system to be well defined. Not surprisingly, this system is the linearization of \( \mathcal{C}^P_{\mathbf{D}_{++}} \).

The algorithm based on the Cholesky search directions is the following:

**Algorithm 4.** (Target-following algorithm based on Cholesky search directions)

Given a pair of primal-dual strictly feasible solutions \( (\mathbf{X}_m, \mathbf{S}_m) \) with \( \mathbf{T}(\mathbf{X}_m, \mathbf{S}_m) \in \mathbb{D}_1^{+} \), and the required accuracy \( \varepsilon > 0 \).

1. Find a target \( \mathbf{D}_+ \in \mathbb{D}_1^{n,+} \) satisfying \( d_2(\mathbf{X}_m, \mathbf{S}_m; \mathbf{D}_+) \leq \beta \) for some \( \beta \in (0, 1) \). Set \( (\mathbf{X}_+, \mathbf{S}_+) = (\mathbf{X}_m, \mathbf{S}_m) \).

2. While \( \mathbf{X}_+ \cdot \mathbf{S}_+ > \varepsilon (\mathbf{X}_m \cdot \mathbf{S}_m) \),
(a) Pick target \( D_{++} \in \mathbb{D}_{1,++}^n \) satisfying
\[
(D_+)^{\frac{1}{m}} \left\| D_{++} D_+^{\frac{1}{m}} - D_+^{\frac{1}{m}} \right\|_F \leq \delta
\]
for some \( \delta \in (0, 1) \).
(b) Solve (4.2) and set \((X_{++}, S_{++}) = (X_+ + \Delta X, S_+ + \Delta S)\).
(c) Update \((X_+, S_+) \leftarrow (X_{++}, S_{++})\) and \(D_+ \leftarrow D_{++}\).

(3) Output \((X_{\text{out}}, S_{\text{out}}) = (X_+, S_+)\).

4.1. Analysis of algorithm. For the analysis of this algorithm, we focus on each iteration of the algorithm.

We write \( D_{++} = \text{Diag}(w_1, \ldots, w_n) \), where \( w_1, \ldots, w_n \in \mathbb{R}_{++} \). Note that we no longer require the \( w_i \)'s to be integers. Let \( \pi_l \) denote \( w_l - w_{l-1} \) for \( l \in \{1, \ldots, n - 1\} \), let \( \pi_n \) denote \( w_n \), and let \( \mathcal{L} \) denote \( \{l : \pi_l > 0\} \). For each \( l \in \mathcal{L} \), let \( X_l \) and \( S_l \) denote, respectively, the sums \( \sum_{k=1}^{n}(\Delta_y)_k \tilde{A}_k + \tilde{\Delta} \) and \( \sum_{k=1}^{m}(\Delta_y)_k \tilde{A}_k + \tilde{\Delta} \). We further simplify (4.2) to
\[
\tilde{A}_k \bullet \tilde{\Delta} X = 0 \quad (1 \leq k \leq m),
\]
\[
\sum_{k=1}^{m}(\Delta_y)_k \tilde{A}_k + \tilde{\Delta} = 0,
\]
\[
V + \tilde{\Delta} X + \left( V \langle \tilde{\Delta} S \rangle \right)_{\mathcal{H}} = D_{++},
\]
where \( \tilde{\Delta} X \) and \( \tilde{\Delta} S \) denote, respectively, \( L_{S_+}^T \Delta X L_{S_+} \) and \( L_{S_+}^{-1} \Delta S L_{S_+}^{-T} \), and \( \tilde{A}_k \) denotes \( L_{S_+}^{-1} A_k L_{S_+}^T \) for each \( k \in \{1, \ldots, m\} \). For each \( \alpha \in \mathbb{R} \), let \( \tilde{X}_\alpha \) and \( \tilde{S}_\alpha \) denote, respectively, the sums \( V + \alpha \tilde{\Delta} X \) and \( I + \alpha \tilde{\Delta} S \). It is easy to check that for each \( \alpha \) satisfying \( \tilde{S}_\alpha \in \mathbb{S}^n_{++} \), it holds \( d_2(X_\alpha, S_\alpha; D) = d_2(\tilde{X}_\alpha, \tilde{S}_\alpha; D) \).

Consider the following linear system:
\[
\sum_{l=1}^{n} \pi_l [\tilde{A}_k]_l \bullet \tilde{\Delta} X(l) = 0 \quad (k = 1, \ldots, m),
\]
\[
\sum_{k=1}^{m}(\Delta_y)_k \tilde{A}_k + \tilde{\Delta} = 0,
\]
\[
[Z]_l + \tilde{\Delta} X(l) + \left( [Z]_l \langle [\tilde{\Delta} S]_l \rangle \right)_{\mathcal{H}} = I \quad (l \in \mathcal{L}),
\]
which is actually (2.10) with \( A_k = \tilde{A}_k \) and \((X_\alpha)_l, (S_\alpha)_l) = (X_l, S_l)\). Thus the solution of this system is related to the solution of (4.3) via (2.11).

We shall now derive an upper bound on the error in the linearization (4.1). The following bound on the Newton step is useful.

Lemma 10. If \( d_2(X_+, S_+; D_{++}) \leq \gamma \) for some \( \gamma \in (0, 1/\sqrt{2}) \), and \( \tilde{\Delta} X(l) \in \mathbb{S}^l \quad (l \in \mathcal{L}) \) and \( \tilde{\Delta} S \in \mathbb{S}^n \) satisfy
\[
\sum_{l \in \mathcal{L}} \pi_l \text{tr} \tilde{\Delta} X(l)[\tilde{\Delta} S]_l \geq 0
\]
and
\[ \hat{\Delta}_X(l) + \left( [Z]_l \langle \hat{S}_l \rangle \right)_H = M_l \quad (l \in \mathcal{L}) \]
for \( Z = (D_{++}^{-1} \langle L_{S+}^T X + L_{S+} \rangle)_H \), and some \( M_l \in \mathbb{S}^l \) \((l \in \mathcal{L})\), then
\[
\max \left\{ \sum_{l \in \mathcal{L}} \pi_l \| \hat{\Delta}_X(l) \|_F^2, \sum_{l \in \mathcal{L}} \pi_l \| \hat{S}_l \|_F^2 \right\} \leq \frac{1}{(1 - \sqrt[2]{\gamma})^2} \sum_{l \in \mathcal{L}} \pi_l \| M_l \|_F^2.
\]

**Proof.** Since
\[
w_n^{-1} \sum_{i,j=1}^{n} w_{ij} \left( w_{ij}^{-1} V_{ij} - I_{ij} \right)^2 \geq \sum_{i,j=1}^{n} \left( w_{ij}^{-1} V_{ij} - I_{ij} \right)^2 = \| Z - I \|_F^2
\]
it follows that
\[
\| Z - I \|_F \leq \gamma. \quad (4.5)
\]
By summing the following inequalities
\[
\max \{ \| \hat{\Delta}_X(l) \|_F^2, \| \hat{S}_l \|_F^2 \} \leq \| \hat{\Delta}_X(l) + [\hat{S}_l]_l \|_F^2 - \text{tr} \hat{\Delta}_X(l) [\hat{S}_l]_l \quad (l \in \mathcal{L}),
\]
we deduce, using \( \sum_{l \in \mathcal{L}} \pi_l \text{tr} \hat{\Delta}_X(l) [\hat{S}_l]_l \geq 0 \), that
\[
\max \left\{ \sum_{l \in \mathcal{L}} \pi_l \| \hat{\Delta}_X(l) \|_F^2, \sum_{l \in \mathcal{L}} \pi_l \| \hat{S}_l \|_F^2 \right\} \leq \sum_{l \in \mathcal{L}} \pi_l \| \hat{\Delta}_X(l) + [\hat{S}_l]_l \|_F^2.
\]
It then follows from \( \hat{\Delta}_X(l) + \left( [Z]_l \langle \hat{S}_l \rangle \right)_H = M_l \) \((l \in \mathcal{L})\) and the triangle inequality on the 2-norm of \( \mathbb{R}^n \) that
\[
\left( \max \left\{ \sum_{l \in \mathcal{L}} \pi_l \| \hat{\Delta}_X(l) \|_F^2, \sum_{l \in \mathcal{L}} \pi_l \| \hat{S}_l \|_F^2 \right\} \right)^{1/2} \leq \left( \sum_{l \in \mathcal{L}} \pi_l \| M_l \|_F^2 \right)^{1/2} + \left( \sum_{l \in \mathcal{L}} \pi_l \left\| \left( [Z]_l - I \langle [\hat{S}_l]_l \rangle \right)_H \right\|_F^2 \right)^{1/2}.
\]
Using (4.5) we estimate
\[
\| \left( [Z]_l - I \langle [\hat{S}_l]_l \rangle \right)_H \|_F \leq 2 \| [Z]_l - I \langle [\hat{S}_l]_l \rangle \|_F \leq 2 \gamma \| [\hat{S}_l]_l \|_F \leq \sqrt{2} \gamma \| [\hat{S}_l]_l \|_F.
\]
Consequently
\[
\left( \max \left\{ \sum_{l \in \mathcal{L}} \pi_l \| \hat{\Delta}_X(l) \|_F^2, \sum_{l \in \mathcal{L}} \pi_l \| \hat{S}_l \|_F^2 \right\} \right)^{1/2} \leq \left( \sum_{l \in \mathcal{L}} \pi_l \| M_l \|_F^2 \right)^{1/2} + \sqrt{2} \gamma \left( \sum_{l \in \mathcal{L}} \pi_l \| [\hat{S}_l]_l \|_F^2 \right)^{1/2}
\]
proves the lemma. \qed
In addition, we require the following local Lipschitz constant of Cholesky factorization.

**Lemma 11.** If \( \Delta \in \mathbb{S}^n \) satisfies \( \| \Delta \|_F \leq 1/2 \), then
\[
\| \mathbf{L}_{I+\Delta} - \mathbf{I} \|_F \leq \sqrt{2} \| \Delta \|_F.
\]

**Proof.** Let \( \Delta_L(t) \) denote the lower triangular matrix \( \mathbf{L}_{I+\Delta} - \mathbf{I} \). Note that
\[
\Delta_L(t)_H + \Delta_L(t) \Delta_L(t)^T = t \Delta.
\]
For each \( t \in \mathbb{R} \), let \( \lambda(t) \) denote \( \lambda(\Delta_L(t) \Delta_L(t)^T) \). For \( t \in [0, 1] \), we have
\[
t \| \Delta \|_F = \| \Delta_L(t)_H + \Delta_L(t) \Delta_L(t)^T \|_F
\geq \| \Delta_L(t)_H \|_F - \| \Delta_L(t) \Delta_L(t)^T \|_F
\geq \sqrt{2} \| \Delta_L(t) \|_F - \| \Delta_L(t) \|^2
\]
Solving this quadratic in \( \| \Delta_L(t) \|_F \) gives
\[
\| \Delta_L(t) \|_F \leq \frac{1}{\sqrt{2}} - \sqrt{\frac{1}{2} - t} \| \Delta \|_F \quad \text{or} \quad \| \Delta_L(t) \|_F \geq \frac{1}{\sqrt{2}} + \sqrt{\frac{1}{2} - t} \| \Delta \|_F.
\]
Since \( \Delta_L(t) \), whence \( \| \Delta_L(t) \|_F \), is continuous in \( t \), it follows that
\[
\| \Delta_L(t) \|_F \leq \frac{1}{\sqrt{2}} - \sqrt{\frac{1}{2} - t} \| \Delta \|_F
\]
whenever \( t \| \Delta \|_F \leq 1/2 \). Under the hypothesis \( \| \Delta \|_F \leq 1/2 \), this indeed hold for \( t = 1 \), thus
\[
\| \mathbf{L}_{I+\Delta} - \mathbf{I} \|_F \leq \frac{1}{\sqrt{2}} - \sqrt{\frac{1}{2} - \| \Delta \|_F} \leq \frac{1}{\sqrt{2}}.
\]
Finally, applying this upper bound in \( (4.6) \) with \( t = 1 \) gives
\[
\| \Delta \|_F \geq \sqrt{2} \| \mathbf{L}_{I+\Delta} - \mathbf{I} \|_F - \frac{1}{\sqrt{2}} \| \mathbf{L}_{I+\Delta} - \mathbf{I} \|_F = \frac{1}{\sqrt{2}} \| \mathbf{L}_{I+\Delta} - \mathbf{I} \|_F
\]
as required. \( \square \)

**Lemma 12.** If \( d_2(\mathbf{X}_+, \mathbf{S}_+; \mathbf{D}++) \leq \gamma \) for some \( \gamma \in (0, 1/\sqrt{2}) \), then the linear system \((4.4)\), with the matrix \( \mathbf{I} \) in \((4.4c)\) replaced by \( \sigma \mathbf{I} \) for some \( \sigma \in [0, 1] \), has a unique solution \((\tilde{\Delta}_{X(l)}, \tilde{\Delta}_S, \Delta_y)\). Moreover for every \( \alpha \in [0, 1] \),
\[
w_n^{-\frac{1}{2}} \left( \sum_{l \in \mathcal{L}} \tau_l \left\| \mathbf{L}_{\mathfrak{T}_l, \alpha}^{T} \tilde{\mathbf{X}}_{l, \alpha} \mathbf{L}_{\mathfrak{T}_l, \alpha} - \mu_n \right\|_F^2 \right)^{\frac{1}{2}}
\leq (1 - \alpha) \gamma + \alpha^2 \chi^2(6 + 4 \gamma) + 2 \alpha^3 \frac{\chi^3}{(1 - \sqrt{2} \gamma)^3},
\]
where, for each \( l \in \mathcal{L} \) and each \( \alpha \in \mathbb{R} \), \( \tilde{\mathbf{X}}_{l, \alpha} \), \( \mathfrak{T}_l, \alpha \) and \( \kappa_{\alpha} \) denote, respectively, the sums \( [\mathbf{Z}]_l + \alpha \tilde{\Delta}_{X(l)}, \mathbf{I} + \alpha \tilde{\Delta}_S \) and \( (1 - \alpha + \alpha \sigma) \), and
\[
\chi = \begin{cases} 
\sigma d_2(\mathbf{X}_+, \mathbf{S}_+; \sigma \mathbf{D}++) & \text{if } \sigma > 0, \\
\left( w_n^{-1} \sum_{l \in \mathcal{L}} \tau_l \left\| [\mathbf{Z}]_l \right\|_F^2 \right)^{\frac{1}{2}} & \text{if } \sigma = 0.
\end{cases}
\]
Proof. Since the system (4.4) is square, Lemma 10 shows that it has unique solution whenever \(d_2(X_+, S_+, D_{++}) < 1/\sqrt{2}\).

For \(M_l = \sigma I - [Z]_l \ (l \in L)\), we have

\[
\sum_{l \in L} \pi_l \|M_l\|_F^2 = \sum_{l \in L} \sum_{i,j=1}^l (w_{i\vee j}^{-1} V_{ij} - \sigma I_{ij})^2
\]
\[
= \sum_{i,j=1}^n \sum_{l=i\vee j}^n \pi_l (w_{i\vee j}^{-1} V_{ij} - \sigma I_{ij})^2
\]
\[
= \sum_{i,j=1}^n w_{i\vee j} (w_{i\vee j}^{-1} V_{ij} - \sigma I_{ij})^2 \leq w_n \chi^2.
\]

It thus follows from Lemma 10 that

\[
w_n \max \left\{ \sum_{l=1}^n \pi_l \|\tilde{\Delta}_X(l)\|_F^2, \sum_{l=1}^n \pi_l \|\tilde{\Delta}_S(l)\|_F^2 \right\} \leq \frac{\chi^2}{(1 - \sqrt{\gamma})^2}.
\]  (4.8)

A useful consequence of this bound is

\[
\|\tilde{\Delta}_S\|_F^2 \leq w_n \sum_{l=1}^n \pi_l \|\tilde{\Delta}_S(l)\|_F^2 \leq \frac{\chi^2}{(1 - \sqrt{\gamma})^2}.
\]  (4.9)

For each \(l \in L\), let \(\mathcal{L}_{l,\alpha}\) denote the lower triangular matrix \(L_{\tilde{\eta}_{l,\alpha}} - I = L_{l+\alpha[\tilde{\Delta}_S]_l} - I\). In terms of \(\mathcal{L}_{l,\alpha}\), the difference \(\left(L^T_{\tilde{\eta}_{l,\alpha}} \tilde{X}_{l,\alpha} L_{\tilde{\eta}_{l,\alpha}} - \mu_\alpha I\right)\) is

\[
[Z]_l - (1 - \alpha)I - \alpha \sigma I + \alpha \tilde{\Delta}_X(l) + ([Z]_l \mathcal{L}_{l,\alpha})_H
\]
\[
+ \alpha (\tilde{\Delta}_X(l) \mathcal{L}_{l,\alpha})_H + \mathcal{L}_{l,\alpha}^T [Z]_l \mathcal{L}_{l,\alpha} + \alpha \mathcal{L}_{l,\alpha}^T \tilde{\Delta}_X(l) \mathcal{L}_{l,\alpha}.
\]

Using (4.4c) with \(\sigma I\) replacing \(I\), and \(\alpha \tilde{\Delta}_S(l) = ([Z]_l \mathcal{L}_{l,\alpha})_H + \mathcal{L}_{l,\alpha}^T [Z]_l \mathcal{L}_{l,\alpha}\), this reduces to

\[
(1 - \alpha)([Z]_l - I) + ([Z]_l \mathcal{L}_{l,\alpha} - \alpha \langle \tilde{\Delta}_S(l) \rangle)_H
\]
\[
+ \alpha (\tilde{\Delta}_X(l) \mathcal{L}_{l,\alpha})_H + \mathcal{L}_{l,\alpha}^T \mathcal{L}_{l,\alpha} + \mathcal{L}_{l,\alpha}^T ([Z]_l - I) \mathcal{L}_{l,\alpha} + \alpha \mathcal{L}_{l,\alpha}^T \tilde{\Delta}_X(l) \mathcal{L}_{l,\alpha}.
\]

Using Lemma 11 we bound

\[
\|\mathcal{L}_{l,\alpha} \mathcal{L}_{l,\alpha}^T\|_F = \|\mathcal{L}_{l,\alpha}^T \mathcal{L}_{l,\alpha}\|_F \leq \|\mathcal{L}_{l,\alpha}\|_F^2 \leq 2\alpha^2 \|\tilde{\Delta}_S(l)\|_F^2,
\]

\[
\|\alpha (\tilde{\Delta}_X(l) \mathcal{L}_{l,\alpha})_H\|_F \leq \sqrt{2} \|[[Z]_l - I]\mathcal{L}_{l,\alpha} \mathcal{L}_{l,\alpha}^T\|_F \leq \|[[Z]_l - I]\mathcal{L}_{l,\alpha} \mathcal{L}_{l,\alpha}^T\|_F \leq 2\alpha^2 \|\tilde{\Delta}_S\|_F^2,
\]

\[
\|\alpha (\tilde{\Delta}_X(l) \mathcal{L}_{l,\alpha})_H\|_F \leq \sqrt{2} \|\tilde{\Delta}_X(l)\|_F \|\mathcal{L}_{l,\alpha}\|_F \leq 2\alpha^2 \|\tilde{\Delta}_S\|_F^2,
\]

\[
\|\alpha (\tilde{\Delta}_X(l) \mathcal{L}_{l,\alpha})_H\|_F \leq \sqrt{2} \|\tilde{\Delta}_X(l)\|_F \|\mathcal{L}_{l,\alpha}\|_F \leq 2\alpha^2 \|\tilde{\Delta}_X(l)\|_F \|\tilde{\Delta}_S\|_F,
\]
\[ \| L^{T}_{t,\alpha}(\mathbf{Z}_t - I)L_{t,\alpha} \|_F \leq \| \mathbf{Z}_t - I \|_F \| L_{t,\alpha} \|_F^2 \leq 2\alpha^2 \| \mathbf{Z}_t - I \|_F \| \tilde{\mathbf{s}}_t \|_F^2, \]

and
\[ \| \alpha L^{T}_{t,\alpha} \tilde{\mathbf{x}}_{\theta(t)}L_{t,\alpha} \|_F \leq \alpha \| \tilde{\mathbf{x}}_{\theta(t)} \|_F \| L_{t,\alpha} \|_F^2 \leq 2\alpha^3 \| \tilde{\mathbf{x}}_{\theta(t)} \|_F \| \tilde{\mathbf{s}}_t \|_F^2. \]

Thus if \( d_2(X_+, S_+; D_{++}) \leq \gamma \) for some \( \gamma \in (0, 1/\sqrt{2}) \), then for all \( \alpha \in [0, 1] \) with \( \tilde{S}_\alpha \in S_+^n \),
\[
\left( \sum_{l \in L} \pi_l \| L^{T}_{t,\alpha} \tilde{X}_{l,\alpha} - I \|_F^2 \right)^{\frac{1}{2}} \leq (1 - \alpha) \sqrt{w_n}d_2(X_+, S_+; D_{++}) \leq \sqrt{w_n}(1 - \alpha)\gamma,
\]
\[
4\alpha^2 \left( \sum_{l \in L} \pi_l \| \tilde{\mathbf{s}}_t \|_F^4 \right)^{\frac{1}{2}} \leq 4\alpha^2 \| \tilde{\mathbf{s}}_t \|_F \left( \sum_{l \in L} \pi_l \| [\tilde{\mathbf{s}}_t]_l \|_F^2 \right)^{\frac{1}{2}} \leq \frac{4\sqrt{w_n} \alpha^2 \gamma^2}{(1 - \sqrt{2}\gamma)^2},
\]
\[
4\alpha^2 \left( \sum_{l \in L} \pi_l \| [\mathbf{Z}_t - I]_F \| [\tilde{\mathbf{s}}_t]_l \|_F \right)^{\frac{1}{2}} \leq 4\alpha^2 \| \tilde{\mathbf{s}}_t \|_F \left( \sum_{l \in L} \pi_l \| [\mathbf{Z}_t - I]_F \| \right)^{\frac{1}{2}} \leq \frac{4\sqrt{w_n} \alpha^2 \gamma^2}{(1 - \sqrt{2}\gamma)^2},
\]
\[
2\alpha^2 \left( \sum_{l \in L} \pi_l \| \tilde{\mathbf{x}}_{\theta(l)}_F \| [\tilde{\mathbf{s}}_t]_l \|_F \right)^{\frac{1}{2}} \leq 2\alpha^2 \| \tilde{\mathbf{s}}_t \|_F \left( \sum_{l \in L} \pi_l \| \tilde{\mathbf{x}}_{\theta(l)}_F \| \right)^{\frac{1}{2}} \leq \frac{2\sqrt{w_n} \alpha^2 \gamma^2}{(1 - \sqrt{2}\gamma)^2},
\]
and
\[
2\alpha^3 \left( \sum_{l \in L} \pi_l \| \tilde{\mathbf{x}}_{\theta(l)}_F \| [\tilde{\mathbf{s}}_t]_l \|_F \right)^{\frac{1}{2}} \leq 2\alpha^3 \| \tilde{\mathbf{s}}_t \|_F \left( \sum_{l \in L} \pi_l \| \tilde{\mathbf{x}}_{\theta(l)}_F \| \right)^{\frac{1}{2}} \leq \frac{2\sqrt{w_n} \alpha^3 \gamma^3}{(1 - \sqrt{2}\gamma)^3},
\]

where we have used (4.8) and (4.9) to bound the last four terms. \( \square \)

We are ready to give the main theorem of this section.

**Theorem 6.** If \( \beta, \delta \in (0, 1) \) satisfies
\[
\frac{\gamma^2(6 + 4\gamma)}{(1 - \sqrt{2}\gamma)^2} + 2 \frac{\gamma^3}{(1 - \sqrt{2}\gamma)^3} < \beta, \tag{4.10}
\]
where \( \gamma = (\beta + \delta)/(1 - \delta) \), then in each iteration of Algorithm 4, the search directions are well defined. Moreover, in each iteration, the iterates are primal-dual strictly feasible solutions satisfying \( d_2(X_+, S_+; D_+) \leq \beta \).
Proof. We shall prove the theorem by induction on the iterations. Suppose that at the beginning of an iteration, the iterates \((X_+, S_+)\) are strictly feasible and \(d_2(X_+, S_+; D_+) \leq \beta\). This is certainly true for the first iteration. By the choice of \(D_+\) and Lemma 5, we have
\[
d_2(X_+, S_+; D_+) \leq \gamma,
\]
where \(\gamma = (\beta + \delta)/(1 - \delta)\). If (4.10) holds with \(\beta < 1\), then it is straightforward to check that \(\gamma < 1/\sqrt{2}\). Thus we may apply Lemma 12 with \(\sigma = 1\) to deduce that the search directions \(\Delta X\) and \(\Delta S\) are well defined, and that for all \(\alpha \in [0, 1]\),
\[
w_n^{-\frac{1}{2}} \left( \sum_{l \in \mathcal{L}} \pi_l \left\| L^T_{\tilde{E}_{l,\alpha}} \tilde{x}_{l,\alpha} L_{\tilde{E}_{l,\alpha}} - I \right\|^2_2 \right)^{1/2} \\
\leq (1 - \alpha)\gamma + \alpha^2 \frac{\gamma^2(6 + 4\gamma)}{(1 - \sqrt{2\gamma})^2} + 2\alpha^3 \frac{\gamma^3}{(1 - \sqrt{2\gamma})^3},
\]
where \(\tilde{x}_{l,\alpha}\) and \(\tilde{E}_{l,\alpha}\) denote, respectively, the sums \(\tilde{x}_l + \alpha \Delta x_l\) and \(\tilde{E}_l + \alpha \Delta E_l\). By Lemma 1, we have
\[
d_2(X_+ + \alpha \Delta X, S_+ + \alpha \Delta S; D_+) \leq w_n^{-\frac{1}{2}} \left( \sum_{l \in \mathcal{L}} \pi_l \left\| L^T_{\tilde{E}_{l,\alpha}} \tilde{x}_{l,\alpha} L_{\tilde{E}_{l,\alpha}} - I \right\|^2_2 \right)^{1/2} \\
\leq (1 - \alpha)\gamma + \alpha^2 \frac{\gamma^2(6 + 4\gamma)}{(1 - \sqrt{2\gamma})^2} + 2\alpha^3 \frac{\gamma^3}{(1 - \sqrt{2\gamma})^3}
\]
whenever \(S_+ + \alpha \Delta S \in S_+\). Under the hypothesis (4.10), the above upper bound is at most \((1 - \alpha)\gamma + \alpha \beta < 1\) for all \(\alpha \in [0, 1]\). We then conclude from Theorem 2 that the next pair of iterates \((X_+, S_+) = (X_+ + \Delta X, S_+ + \Delta S)\) are positive definite, whence strictly feasible as they clearly satisfy the linear equations in their respective SDP problems. Finally, the induction is completed by observing that the upper bound \(((1 - \alpha)\gamma + \alpha \beta)\) is precisely \(\beta\) when \(\alpha = 1\). \(\square\)

4.2. Large-update algorithm. Just as we did for the Monteiro-Zhang family of search directions, we can design short-step and predictor-corrector weighted path-following algorithms based on Cholesky search directions. A similar analysis based on Lemma 12 instead of Lemma 5 will produce similar complexity results.

In this section, we present another weighted path-following algorithm based on Cholesky search directions: the large-update algorithm.

Rather aiming for conservatively close targets, the large-update algorithm aims at weighted analytic centers with duality gap that is a constant fraction \(\sigma\) of the current duality gap. As Newton’s method is not guaranteed to perform well when not in a neighborhood of the target, we shall use damped Newton steps instead.

Algorithm 5. (Large-update weighted path-following algorithm)
Given a pair of primal-dual strictly feasible solutions \((X_m, S_m)\) with \(T(X_m, S_m) \in D^+_n\), and the required accuracy \(\varepsilon > 0\).
Find a target \( D_+ \in \mathbb{D}^{n,+} \) satisfying \( d_2(X_{in}, S_{in}; D_+) \leq \beta \) for some \( \beta \in (0, 1) \). Set \( (X_+, S_+) = (X_{in}, S_{in}) \). Pick \( \sigma \in [0, 1] \).

1. While \( X_+ \bullet S_+ > \varepsilon (X_m \bullet S_m) \),

   a. Solve \( (1.2) \) with \( D_{++} \) replaced by \( \sigma D_+ \). For each \( \alpha \in [0, 1] \), let \( (X_\alpha, S_\alpha) = (X_+ + \alpha \Delta X \circ S_+ + \alpha \Delta S) \), and let \( \mu_\alpha = 1 - \alpha + \alpha \sigma \). Pick \( \hat{\alpha} \in [0, 1] \) such that \( S_{\hat{\alpha}} \in S_{++} \) and

\[
   d_2(X_{\hat{\alpha}}, S_{\hat{\alpha}}; \mu_{\hat{\alpha}} D_+) \leq \beta.
\]

   b. Update \( (X_+, S_+) \leftarrow (X_{\hat{\alpha}}, S_{\hat{\alpha}}) \) and \( D_+ \leftarrow \mu_{\hat{\alpha}} D_+ \).

2. Output \( (X_{out}, S_{out}) = (X_+, S_+) \).

**Theorem 7.** If \( \beta \in (0, 1/\sqrt{2}) \) and \( \sigma \in (0, 1) \), then in each iteration of Algorithm 3, the search directions are well defined and we may take \( \hat{\alpha} \) in each step to be

\[
   \frac{\sigma}{2} \min \left\{ \frac{(1 - \sqrt{2} \beta)^2}{(1 - \sqrt{2} \beta)^2}, \frac{(1 - \sqrt{2} \beta)^3}{2(1 - \sqrt{2} \beta)^2} \right\}.
\]

Moreover, with this choice of \( \hat{\alpha} \), the algorithm terminates after at most

\[
   O(n \beta \log(\varepsilon^{-1}))
\]

iterations, where \( \rho \) denotes the ratio \( \sum w_t / (nw_n) \).

**Proof.** We shall prove by induction on the iterations, under the hypothesis of the theorem, that all search directions are well defined, all iterates are strictly feasible, and that \( d_2(X_+, S_+; D_+) \leq \beta \). Suppose that at the beginning of an iteration, we have with strictly feasible \( (X_+, S_+) \) satisfying \( d_2(X_+, S_+; D_+) \leq \beta \). This is certainly true for the first iteration. Under the hypothesis of the theorem, Lemma 12 with \( D_{++} = D_+ \) shows that the search directions \( \Delta X \) and \( \Delta S \) are well defined, and for each \( \alpha \in [0, 1] \),

\[
   w_n^{-\frac{1}{2}} \left( \sum_{t \in \mathcal{L}} \pi_t \left\| L_T \tilde{x}_{t, \alpha} L_{\tilde{\mathcal{G}}_{t, \alpha}} - \mu_\alpha I \right\|_2^2 \right)^{1/2}
   \leq \frac{(1 - \alpha) \beta + \alpha^2 \chi^2(6 + 4 \beta)}{(1 - \sqrt{2} \beta)^2} + \frac{2 \alpha^3 \chi^3}{(1 - \sqrt{2} \beta)^3},
\]

where \( \tilde{x}_{t, \alpha} \) and \( \tilde{\mathcal{G}}_{t, \alpha} \) denote, respectively, the sums \( \tilde{x}_t + \alpha \Delta X(t) \) and \( \tilde{\mathcal{G}}_t + \alpha [\Delta S(t)] \), and \( \chi = \sigma d_2(X_+, S_+; \sigma D_+) \). Using the triangle inequality on the 2-norm of \( \mathbb{R}^n \), we bound

\[
   \chi = \sigma d_2(X_+, S_+; \sigma D_+) \leq \beta + \sqrt{(1 - \sigma) \beta}.
\]

By Lemma 1, we have

\[
   \mu_\alpha^2 d_2(X_+ + \alpha \Delta X \circ S_+ + \alpha \Delta S; \mu_\alpha D_+) \leq w_n^{-\frac{1}{2}} \left( \sum_{t \in \mathcal{L}} \pi_t \left\| L_T \tilde{x}_{t, \alpha} L_{\tilde{\mathcal{G}}_{t, \alpha}} - \mu_\alpha I \right\|_2^2 \right)^{1/2}
   \leq \frac{(1 - \alpha) \beta + \alpha^2 \chi^2(6 + 4 \beta)}{(1 - \sqrt{2} \beta)^2} + \frac{2 \alpha^3 \chi^3}{(1 - \sqrt{2} \beta)^3}.
\]
whenever \( S_+ + \alpha \Delta_S \in S^n_{++} \). Subsequently \( d_2(X_+ + \alpha \Delta_X, S_+ + \alpha \Delta_S; \mu_\alpha D_+) \leq \beta \) whenever \( S_+ + \alpha \Delta_S \in S^n_{++} \) and

\[
\alpha^2 \frac{\chi^2(6 + 4\beta)}{(1 - \sqrt{2\beta})^2} + 2\alpha^3 \frac{\chi^3}{(1 - \sqrt{2\beta})^3} \leq \alpha \sigma.
\]

The above inequality holds for all \( \alpha \in [0, \hat{\alpha}] \), where

\[
\hat{\alpha} = \frac{\sigma}{2} \min \left\{ \frac{(1 - \sqrt{2\beta})^2}{\chi^2(6 + 4\beta)}, \frac{(1 - \sqrt{2\beta})^{3/2}}{2\chi^{3/2}} \right\} \geq \frac{\sigma}{2} \min \left\{ \frac{(1 - \sqrt{2\beta})^2}{(\beta + \sqrt{(1 - \sigma)n\rho})^2(6 + 4\beta)}, \frac{(1 - \sqrt{2\beta})^{3/2}}{2(\beta + \sqrt{(1 - \sigma)n\rho})^{3/2}} \right\}.
\]

Thus we conclude from Theorem 2 that the next iterates \((\hat{X}_\delta, \hat{S}_\delta)\) are positive definite, whence strictly feasible as they clearly satisfy the linear equations in their respective SDP problems. Furthermore, \( d_2(\hat{X}_\delta, \hat{S}_\delta; \mu_\delta D_+) \leq \beta \).

Finally, since \( \hat{\alpha} = \Omega((n\rho)^{-1}) \) in each iteration, the duality gap decreases by a factor of \( 1 - \Omega((n\rho)^{-1}) \) every iteration. Thus the iteration bound holds.

\[\square\]

5. Finding Analytic Centers

Consider the problem of finding an analytic center \( \mathcal{T}^{-1}(\hat{\mu}I) \) for some given \( \hat{\mu} > 0 \). Given a pair primal-dual strictly feasible solutions \((\hat{X}, \hat{S})\) with \( L_S^T \hat{X}L_S \in D^n_{l^+, \plus} \), we shall construct a finite sequence of targets \( \{D_k\}_{k=0}^N \) such that

\[
d_2(\hat{X}, \hat{S}; D_0) \leq \beta,
\]

\[
(D_{k-1})^{-\frac{1}{2n}} \| D_kD_{k-1}^{-\frac{1}{2}} - D_{k-1}^{-\frac{1}{2}} \|_F \leq \delta \quad (1 \leq k \leq N)
\]

and \( D_N = \mu I \), with \( \beta \) and \( \delta \) satisfying the hypothesis of Theorem 3 (resp., Theorem 6), thus allowing us to apply Algorithm 2 (resp., Algorithm 4) to approximate \( \mathcal{T}^{-1}(\hat{\mu}I) \).

Of course, if \( L_S^T \hat{X}L_S \in D^n_{l^+, \plus} \) is a positive multiple of \( I \), then we need simply to follow the central path to approximate \( \mathcal{T}^{-1}(\hat{\mu}I) \). Henceforth, we assume that \( L_S^T \hat{X}L_S \in D^n_{l^+, \plus} \) is not a positive multiple of \( I \).

Since the targets are diagonal matrices \( D_k \in D^n_{l^+, \plus} \), we may restrict our attention to the diagonal entries \( x^k = \text{diag}(D_k) \) and work in \( \mathbb{R}^n_{l^+, \plus} \) instead. Under this restriction, the condition (5.1) becomes

\[
\sqrt{\frac{1}{x_{k-1}^n} \sum_{i=1}^n \frac{(x_i^k - x_i^{k-1})^2}{x_i^{k-1}}} \leq \delta \quad (1 \leq k \leq N).
\]

Such sequence \( \{x^k\}_{k=0}^N \) is called a \( \delta \)-sequence; see [9]. We first give an upper bound on the length \( N \) of a \( \delta \)-sequence.

Consider the local metric defined by the inner product

\[
\langle \cdot, \cdot \rangle_x : (u, v) \in \mathbb{R}^n \oplus \mathbb{R}^n \mapsto \frac{1}{x_n} \sum_{i=1}^n \frac{u_i v_i}{x_i}
\]
at each $x \in \mathbb{R}^n_{++}$. We denote by $\| \cdot \|_x$ the norm induced by the above inner product. In terms of this local metric, a $\delta$-sequence $\{x^k\}_{k=0}^N$ is one that satisfies

$$\|x^k - x^{k-1}\|_{x^{k-1}} \leq \delta \quad (1 \leq k \leq N).$$

The length of a piecewise smooth curve $\xi : [0, 1] \to \mathbb{R}^n_{++}$ is defined to be

$$\int_0^1 \left\| \frac{d\xi(t)}{dt} \right\|_{\xi(t)} dt = \int_0^1 \left( \frac{1}{\xi_n} \sum_{i=1}^n \xi_i^2 \right)^\frac{1}{2} dt,$$

and denoted by $l(\xi)$.

**Lemma 13** (c.f. Lemma 3.1 of [15]). Suppose $\xi : [0, 1] \to \mathbb{R}^n_{++}$ is a piecewise smooth curve. If $\|\xi(1) - \xi(0)\|_{\xi(0)} < 1$, then

$$l(\xi) \geq r - \frac{1}{2} r^2,$$

where $r$ denotes $\|\xi(1) - \xi(0)\|_{\xi(0)}$.

**Proof.** Let $x$ denote the vector $\xi(0)$. Let $\eta : [0, 1] \to \mathbb{R}$ denote the map

$$t \mapsto \|\xi(t) - x\|_x.$$

Using Cauchy-Schwarz inequality, we have, for any $t \in (0, 1)$,

$$\frac{d}{dt} \eta(t) = \frac{1}{\eta(t)} (\xi(t) - x)^T \frac{d}{dt} \xi(t) \leq \left\| \frac{d}{dt} \xi(t) \right\|_{\xi(t)}.$$

Moreover, if $t \in (0, 1)$ is such that $\eta(t) < 1$, then we deduce from $\|\xi(t) - x\|_x = \eta(t)$ that

$$\xi(t)_i \leq \frac{x(t)_i}{1 - \eta(t)}$$

for each $i \in \{1, \ldots, n\}$. Subsequently we may bound

$$(1 - \eta(t)) \left\| \frac{d}{dt} \xi(t) \right\|_x \leq \left\| \frac{d}{dt} \xi(t) \right\|_{\xi(t)}.$$

Thus, if we let $\hat{t}$ denote the least $t \in [0, 1]$ satisfying $\eta(t) = r$, then

$$l(\xi) \geq \int_0^{\hat{t}} \left\| \frac{d}{dt} \xi(t) \right\|_x dt \geq \int_0^{\hat{t}} (1 - \eta) \left\| \frac{d}{dt} \xi(t) \right\|_x dt \geq \int_0^{\hat{t}} (1 - \eta) \frac{d}{dt} \eta dt = \left[ \eta - \frac{1}{2} \eta^2 \right]_0^r$$

proves the lemma. \hfill \Box

**Lemma 14** (c.f. Lemma 3.3 of [15]). For every piecewise smooth curve $\xi : [0, 1] \to \mathbb{R}^n_{++}$ and every $\delta \in (0, 1)$, there exists a $\delta$-sequence $\{x^k\}_{k=0}^N$ with $x^0 = \xi(0)$, $x^1 = \xi(1)$ and length

$$N \leq \left[ \frac{l(\xi)}{\delta - \frac{1}{2} \delta^2} \right].$$
Lemma 15. In the curve \( \xi \), the entries \( x_i \) coincide with some other entries. Since we assumed that \( L_x^T S \) is not a multiple of the identity matrix, we necessarily have \( K > 1 \). Let \( y_1 > \cdots > y_K \) denote the values of the distinct entries of \( \hat{\xi} \). For each \( p \in \{1, \ldots, K\} \), let \( J_p \) denote the index set \( \{ i : \hat{\xi}_i = y_p \} \), and let \( n_p \) denote the number of indices in \( J_p \).

For each \( p \in \{1, \ldots, K\} \), let \( \hat{\xi}^p \) denote the vector in \( \mathbb{R}^n_{++} \) satisfying

\[
\hat{\xi}_i^p = \begin{cases} 
\alpha_p \hat{\xi}_i & \text{if } i \in J_1 \cup \cdots \cup J_{K-p+1}, \\
\alpha_p y_{K-p+1} & \text{if } i \in J_{K-p+2} \cup \cdots \cup J_K,
\end{cases}
\]

where \( \alpha_p \in \mathbb{R}_{++} \) is such that

\[
\sum_{i=1}^n \hat{\xi}_i^p = \sum_{i=1}^n \hat{\xi}_i. \tag{5.3}
\]

Since \( \hat{\xi}_i = y_{K-p+1} \) when \( i \in J_{K-p+1} \), we may alternatively write

\[
\hat{\xi}_i^p = \begin{cases} 
\alpha_p \hat{\xi}_i & \text{if } i \in J_1 \cup \cdots \cup J_{K-p}, \\
\alpha_p y_{K-p+1} & \text{if } i \in J_{K-p+1} \cup \cdots \cup J_K.
\end{cases}
\]

The curve \( \xi \) consists of \((K-1)\) pieces of linear segments \( \xi_1, \ldots, \xi_{K-1} \), where the \( p \)-th segment \( \xi_p \) joins \( x^k \) and \( x^{k+1} \).

Lemma 15. In the curve \( \xi \), each line segment \( \xi_p \) has length

\[
l(\xi_p) \leq \sqrt{n} \log \left( \frac{4y_{K-p}\sigma_{K-p+1}}{y_{K-p+1}\sigma_{K-p}} \right),
\]

Proof. Consider the sequence \( \{ \xi(t_k) \}_{k=0}^\infty \), where \( t_0 = 0 \), and \( t_k \) is defined recursively to be the least \( t \in [t_{k-1}, 1] \) satisfying

\[
\| \xi(t) - \xi(t_{k-1}) \|_{\xi(t_{k-1})} = \delta
\]

whenever \( \| \xi(1) - \xi(t_{k-1}) \|_{\xi(t_{k-1})} > \delta \), or \( t_k = 1 \) otherwise. By the preceding lemma, each segment \( \{ \xi(t) : t \in [t_{k-1}, t_k] \} \) of the curve \( \xi \) has length greater than \((\delta - \frac{1}{2}\delta^2)\) whenever \( \| \xi(1) - \xi(t_{k-1}) \|_{\xi(t_{k-1})} > \delta \). Subsequently, we have \( \| \xi(1) - \xi(t_{k-1}) \|_{\xi(t_{k-1})} \leq \delta \) when

\[
k \geq \frac{l(\xi)}{\delta - \frac{1}{2}\delta^2}.
\]

Thus \( \{ x^k := \xi(t_k) \}_{k=0}^N \) with

\[
N = \left\lfloor \frac{l(\xi)}{\delta - \frac{1}{2}\delta^2} \right\rfloor
\]

is the required \( \delta \)-sequence. \(\square\)

5.1. Approximation of analytic centers. We now construct a piecewise linear curve \( \xi \) joining \( \text{diag}(L_x^T S L_x) \) and \( \mu 1 \), where \( \mu = (\hat{\Sigma} \cdot \hat{S})/n \), and shall demonstrate a good upper bound on the length of \( \xi \). Each linear piece of the curve \( \xi \) raises all entries with the least value at the same rate and reduces the remainder at another rate, while keeping the sum of all entries constant throughout. Each linear piece ends when the entries with the least value coincide with some other entries.

Let \( \hat{\xi} \) denote the vector \( \text{diag}(L_x^T S L_x) \). Let \( K \) denote the number distinct entries in \( \hat{\xi} \). Since we assumed that \( L_x^T S L_x \) is not a multiple of the identity matrix, we necessarily have \( K > 1 \). Let \( y_1 > \cdots > y_K \) denote the values of the distinct entries of \( \hat{\xi} \). For each \( p \in \{1, \ldots, K\} \), let \( J_p \) denote the index set \( \{ i : \hat{\xi}_i = y_p \} \), and let \( n_p \) denote the number of indices in \( J_p \).
where \( \sigma_p \) denotes \( \sum_{q=1}^{p} n_q y_q + y_p \sum_{q=p+1}^{K} n_q \). Consequently,

\[
l(\xi) \leq \sqrt{n} \log \left( \frac{4y_1 \sigma_K}{y_K \sigma_1} \right) = \sqrt{n} \log \left( \frac{4\hat{X} \cdot \hat{S}}{n \lambda(\hat{X}\hat{S})} \right).
\]

**Proof.** We fix a \( p \in \{1, \ldots, K-1\} \) and consider the \( p \)-th linear segment \( \xi_p \). Recall that \( \xi_p : [0,1] \to \mathbb{R}_{1,++}^n \) is defined by

\[
\xi_p(t) = (1-t)\hat{x}^p + t\hat{x}^{p+1}.
\]

Thus its length is

\[
\int_0^1 \left( \frac{1}{\hat{x}^p + t(\hat{x}^{p+1} - \hat{x}^p)} \sum_{i=1}^{n} (\hat{x}_{i}^{p+1} - \hat{x}_{i}^{p})^2 \right)^{\frac{1}{2}} dt.
\]

Using (5.4) for \( \hat{x}^p \) and (5.2) for \( \hat{x}^{p+1} \), the integrand is

\[
\left( \frac{1}{\alpha_p y_{K-p+1} + t\beta_p \sum_{i \in J_1 \cup \cdots \cup J_{K-p}} (\alpha_{p+1}\hat{x}_i - \alpha_p\hat{x}_i)^2} \sum_{i \in J_1 \cup \cdots \cup J_{K-p}} \alpha_{p+1}\hat{x}_i + t(\alpha_{p+1}\hat{x}_i - \alpha_p\hat{x}_i) \right)^{\frac{1}{2}}
\]

where \( \beta_p \) denotes \( (\alpha_{p+1}y_{K-p} - \alpha_p y_{K-p+1}) \). This simplifies to

\[
\left( \frac{\gamma_p^2}{(\alpha_p y_{K-p+1} + t\beta_p)(\alpha_p - t\gamma_p)} \sum_{i \in J_1 \cup \cdots \cup J_{K-p}} \hat{x}_i \right)^{\frac{1}{2}}
\]

where \( \gamma_p \) denotes \( (\alpha_p - \alpha_{p+1}) \). The condition (5.3) for \( \hat{x}^p \) and \( \hat{x}^{p+1} \) implies that

\[
\alpha_p \sum_{i \in J_1 \cup \cdots \cup J_{K-p}} \hat{x}_i + \alpha_p y_{K-p+1} \sum_{q=K-p+1}^{K} n_q = \sum_{i=1}^{n} \hat{x}_i
\]

\[
= \alpha_{p+1} \sum_{i \in J_1 \cup \cdots \cup J_{K-p}} \hat{x}_i + \alpha_{p+1} y_{K-p} \sum_{q=K-p+1}^{K} n_q,
\]

and subsequently

\[
\gamma_p \sum_{i \in J_1 \cup \cdots \cup J_{K-p}} \hat{x}_i = \beta_p \sum_{q=K-p+1}^{K} n_q.
\]

Thus we may further simplify the integrand to

\[
\left( \sum_{q=K-p+1}^{K} n_q \right)^{\frac{1}{2}} \left( \frac{\gamma_p \beta_p}{(\alpha_p y_{K-p+1} + t\beta_p)(\alpha_p - t\gamma_p)} + \frac{\beta_p^2}{(\alpha_p y_{K-p+1} + t\beta_p)^2} \right)^{\frac{1}{2}}.
\]
The length of $\xi_1$ is then
\[
\left( \sum_{q=K-p+1}^{K} n_q \right)^{\frac{1}{2}} \log \left( \frac{\sqrt{\alpha_p y_{K-p+1} \gamma_p + \alpha_p \beta_p} - \sqrt{\beta_p (\alpha_p - t \gamma_p)}}{\sqrt{\alpha_p y_{K-p+1} \gamma_p + \alpha_p \beta_p} + \sqrt{\beta_p (\alpha_p - t \gamma_p)}} \right)^{\frac{1}{2}} \left( \alpha_p y_{K-p+1} \gamma_p + \alpha_p \beta_p - \sqrt{\beta_p (\alpha_p - t \gamma_p)}}{\sqrt{\alpha_p y_{K-p+1} \gamma_p + \alpha_p \beta_p} + \sqrt{\beta_p (\alpha_p - t \gamma_p)}} \right) \right)_{0}^1
\]

\[
= \left( \sum_{q=K-p+1}^{K} n_q \right)^{\frac{1}{2}} \log \left( \frac{\sqrt{\alpha_p y_{K-p+1} \gamma_p + \alpha_p \beta_p} - \sqrt{\beta_p (\alpha_p - t \gamma_p)}}{\sqrt{\alpha_p y_{K-p+1} \gamma_p + \alpha_p \beta_p} + \sqrt{\beta_p (\alpha_p - t \gamma_p)}} \right)
\]

An upper bound may be obtained using the following inequalities:

\[
\frac{4}{u} \leq 1 - \sqrt{1 - \frac{u}{1 + \sqrt{1 - u}}} \leq u \quad (0 < u \leq 1).
\]

The first inequality follows from $\sqrt{1 - u} \leq 1 - \frac{1}{2} u$, while the second from the convexity of the ratio as a function of $u$ on $[0, 1]$. These inequalities imply

\[
\frac{\sqrt{\alpha_p y_{K-p+1} \gamma_p + \alpha_p \beta_p} - \sqrt{\beta_p (\alpha_p - t \gamma_p)}}{\sqrt{\alpha_p y_{K-p+1} \gamma_p + \alpha_p \beta_p} + \sqrt{\beta_p (\alpha_p - t \gamma_p)}} \leq 1 - \frac{\beta_p (\alpha_p - t \gamma_p)}{\alpha_p y_{K-p+1} \gamma_p + \alpha_p \beta_p}
\]

\[
= \frac{\alpha_p y_{K-p+1} \gamma_p + \beta_p \gamma_p}{\alpha_p y_{K-p+1} \gamma_p + \alpha_p \beta_p},
\]

and

\[
\frac{\sqrt{\alpha_p y_{K-p+1} \gamma_p + \alpha_p \beta_p} - \sqrt{\beta_p (\alpha_p - t \gamma_p)}}{\sqrt{\alpha_p y_{K-p+1} \gamma_p + \alpha_p \beta_p} + \sqrt{\beta_p (\alpha_p - t \gamma_p)}} \geq 4 \left( 1 - \frac{\beta_p \alpha_p}{\alpha_p y_{K-p+1} \gamma_p + \alpha_p \beta_p} \right)^{-1}
\]

\[
= \frac{4 \alpha_p y_{K-p+1} \gamma_p + \alpha_p \beta_p}{\alpha_p y_{K-p+1} \gamma_p},
\]

and thus the length of $\xi_1$ is bounded from above by

\[
\sqrt{n} \log \left( 4 \frac{\alpha_p y_{K-p+1} + \beta_p}{\alpha_p y_{K-p+1}} \right) \leq \sqrt{n} \log \left( 4 \frac{\alpha_p y_{K-p+1}}{\alpha_p y_{K-p+1}} \right).
\]

From (5.5) we deduce the ratio

\[
\frac{\alpha_{p+1}}{\alpha_p} = \frac{\sum_{i \in J_1 \cup \cdots \cup J_{K-p}} \tilde{x}_i + y_{K-p+1} \sum_{q=K-p+1}^{K} n_q}{\sum_{i \in J_1 \cup \cdots \cup J_{K-p}} \tilde{x}_i + y_{K-p} \sum_{q=K-p+1}^{K} n_q}
\]

\[
= \frac{\sum_{q=1}^{K-p} n_q y_q + y_{K-p+1} \sum_{q=K-p+1}^{K} n_q}{\sum_{q=1}^{K-p} n_q y_q + y_{K-p} \sum_{q=K-p+1}^{K} n_q}.
\]

The numerator equals $\sum_{q=1}^{K-p} n_q y_q + y_{K-p+1} \sum_{q=K-p+2}^{K} n_q$, hence the lemma is proved. \( \Box \)

Combining Lemmas 14 and 15 with a short-step path-following sequence of targets, we have the following theorem.
Theorem 8. Suppose $\beta \in (0, 1)$ is fixed. Given any pair of primal-dual strictly feasible solutions $(\hat{X}, \hat{S})$, any positive real number $\hat{\mu}$, there is a sequence of at most

$$O\left(\sqrt{n} \left(\log \frac{\hat{X} \cdot \hat{S}}{n\lambda(XS)_n} + \left|\log \frac{\hat{X} \cdot \hat{S}}{\hat{\mu}}\right|\right)\right)$$

targets such that both Algorithms 3 and 4 find a pair of primal-dual feasible solutions $(X, S)$ satisfying $\|\lambda(XS) - \hat{\mu}1\|_2 \leq \beta$.

As an immediate corollary, we have an improved worst-case iteration bound on solving SDP problems using our target-following framework.

Corollary 1. Given any pair of primal-dual strictly feasible solutions $(\hat{X}, \hat{S})$ and any $\varepsilon > 0$, there is a sequence of at most

$$O\left(\sqrt{n} \left(\log \frac{\hat{X} \cdot \hat{S}}{n\lambda(XS)_n} + \left|\log \varepsilon^{-1}\right|\right)\right)$$

targets such that Algorithms 3 and 4 find a pair of primal-dual feasible solutions $(X, S)$ satisfying $X \cdot S \leq \varepsilon \hat{X} \cdot \hat{S}$.
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