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Abstract

The Semi-Lagrangian Relaxation (SLR) method has been introduced in [BTV06] to solve the p-median problem. In this paper we apply the method to the Uncapacitated Facility Location (UFL) problem. We perform computational experiments on two main collections of UFL problems with unknown optimal values. On one collection, we manage to solve to optimality 16 out of the 18 instances. On the second collection we solve 2 out of 18 instances and improve the Lagrangian lower bound. In this way, we prove that the Hybrid Multistart heuristic of [RW06] provides near optimal solutions.
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1 Introduction

The Semi-Lagrangian Relaxation (SLR) method has been introduced in [BTV06] to solve the p-median problem. SLR applies to problems with equality constraints. Like Lagrangian Relaxation (LR), the equality constraints are relaxed, but the definition of the semi-Lagrangian dual problem incorporates those constraints under the weaker form of inequalities. On combinatorial problems with positive coefficients, it has the strong property of achieving a zero duality gap. The method has been used with success to solve large instances of the p-median problem. In this paper we revisit the method and apply it to the celebrated Uncapacitated Facility Location (UFL) problem. We propose two different approaches to solve the semi-Lagrangian dual problem and perform computational experiments on two main collections of UFL problems with unknown optimal values. On one collection, we manage to solve to optimality 16 out of the 18 problems. On the second collection we only solve 2 out of 18 instances. Nevertheless, we are able to improve the Lagrangian lower bound in this collection and thereby confirm that the
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Hybrid Multistart heuristic of [RW06] provides near optimal solutions (over 99% optimal in most cases).

The UFL problem (also called the simple plant location problem) is a basic but important problem in location science [NW88]. Due to this importance many works were published in the period 1960-1990. See [MF90] for a survey. This period culminates with the paper [Koe89], which represents the state of the art regarding the UFL exact solving methods. [Koe89] improves the famous dual-based procedure of Donald Erlenkotter [Erl78], where the (condensed) dual of the LP relaxation for the UFL problem is heuristically maximized by the coordinate ascent method. This procedure is followed by a Branch-and-Bound if necessary. [CC90] propose an projection method to improve the coordinate ascent method in order to compute an exact optimum of the condensed dual problem.

On the other hand, after 1990 contributions to the UFL problem mainly dealt with heuristic methods. Some of the most successful methods are: Tabu search in [Gho03], a combination of Tabu search, Genetic Algorithm and Greedy Randomized Adaptative Search in [KI05] and Hybrid Multistart heuristic in [RW06].

Lagrangian relaxation [Gui03] has also been used to solve the UFL problem, though with less success than the LP dual-based procedures. For example [Gui88] proposes to strengthen the Lagrangian relaxation (equivalent to the LP relaxation) by using Benders inequalities. From a more theoretical point of view, [MBH06] studies the duality gap of the UFL problem. A complete study of valid inequalities, facets and lifting theorems for the UFL problem can be found in [CJPR83, CPR83].

In the standard Lagrangian approach to UFL, the equality constraints are dualized. The value of this dual function is obtained by solving a linear programming subproblem, which, in the case of UFL, is separable and simple enough to be solved by inspection. In SLR, the equality constraints are dualized as before, but they also enter the definition of the subproblem under the weaker form of inequalities. This makes the subproblem substantially more difficult than in the standard approach. In particular, the problem is no more separable and it is even NP-hard. However, it is well-known that making the subproblem more constrained reduces the duality gap. In the SLR, it even fully closes the gap. The main issue is thus our ability to obtain exact solutions for the subproblems in a reasonable time. This turns out to be possible on many problem instances because the SLR subproblems have a very interesting property: their dimension is usually much smaller than the dimension of the original problem. Therefore, they can be solved by integer programming solvers that are currently available. In our case, we use CPLEX.

A main issue of SLR is to keep the dimension of the SLR subproblems as low as possible, so as to make them as easy as possible. To this end, we use and compare two different approaches to solve the semi-Lagrangian dual problem (the so-called master program): a variant of the dual ascent method (see Section 3.3 for details) and Proximal-ACCPM [BBH06]. The dual ascent method we use is a variant of the dual multi-ascent procedure designed in [Koe89] to solve the Erlenkotter’s ‘condensed’ dual of the UFL problem [Erl78]. The method increases the dual variables by finite amounts according to the local subgradient information. The way it is done allows convergence to an optimal solution while keeping the number of subproblem variables fixed to zero as large as possible. We prove finite convergence for the method in the SLR case, whereas the dual multi-ascent method does not necessarily converge in the LR case. The other method is the Proximal Analytic Center Cutting Plane Method (Proximal-ACCPM), which is a
generic tool for convex nondifferentiable optimization. With a proper setting of the proximal term it is possible to avoid fast increase of the Lagrangian dual variables: in this way we also manage to keep the subproblems relatively easy in most cases. The method has been previously used in the SLR context to solve the p-median problem [BTV06].

This paper is organized as follows: In Section 2 we review the main properties of the SLR and discuss two algorithms to solve it: the dual ascent algorithm and Proximal-ACCPM. In Section 3, we apply the SLR to the UFL problem, develop some related theoretical properties and detail a specialization of the dual ascent algorithm for the UFL case. Section 4 reports our empirical study. Our conclusions are given in a last section.

2 Semi-Lagrangian relaxation

The concept of semi-Lagrangian relaxation was introduced in [BTV06]. We present it on a general model and summarize the main results obtained in that paper.

Consider the problem, to be named “primal” henceforth.

\[
\begin{align*}
z^* &= \min_x c^T x \\
\text{s.t.} & \quad Ax = b, \quad x \in S := X \cap \mathbb{N}^n. \quad (1a)
\end{align*}
\]

**Assumption 1** The components of \( A \in \mathbb{R}^{m \times n}, b \in \mathbb{R}^m \) and \( c \in \mathbb{R}^n \) are nonnegative.

**Assumption 2** \( 0 \in X \) and (1) is feasible.

Assumptions 1 and 2 together imply that (1) has an optimal solution.

The semi-Lagrangian relaxation consists in adding the inequality constraint \( Ax \leq b \) and relaxing \( Ax = b \) only. We thus obtain the dual problem

\[
\max_{u \in \mathbb{R}^m} \mathcal{L}(u),
\]

where \( \mathcal{L}(u) \) is the semi-Lagrangian dual defined by

\[
\begin{align*}
\mathcal{L}(u) &= \min_x c^T x + u^T (b - Ax) \\
\text{s.t.} & \quad Ax \leq b, \quad x \in S. \quad (3a)
\end{align*}
\]

Note that with our assumptions the feasible set of (3) is bounded. We also have that \( x = 0 \) is feasible to (3); hence (3) has an optimal solution. \( \mathcal{L}(u) \) is well-defined, but the minimizer in (3) is not necessarily unique. With some abuse of notation, we write

\[
x(u) = \arg \min_x \{ c^T x + u^T (b - Ax) \mid Ax \leq b, \quad x \in S \}
\]

(4)

to denote one such minimizer. With this notation we may write \( \mathcal{L}(u) = (c - A^T u)^T x(u) + b^T u \). Finally, we denote \( U^* \) the set of optimal solutions of problem (2).

We summarize in one theorem the main results obtained in [BTV06].
Theorem 1 The following statements hold.

1. \( \mathcal{L}(u) \) is concave and \( b - Ax(u) \) is a supergradient at \( u \).
2. \( \mathcal{L}(u) \) is monotone and \( \mathcal{L}(u') \geq \mathcal{L}(u) \) if \( u' \geq u \), with strict inequality if \( u' > u \) and \( u' \not\in U^* \).
3. \( U^* = U^* \cup \mathbb{R}^m_+ \); thus \( U^* \) is unbounded.
4. If \( x(u) \) is such that \( Ax(u) = b \), then \( u \in U^* \) and \( x(u) \) is optimal for problem (1).
5. Conversely, if \( u \in \text{int}(U^*) \), then any minimizer \( x(u) \) is optimal for problem (1).
6. The SLR closes the duality gap for problem (1).

Since the proofs are short we replicate them below.

Proof: From the definition of the SLR function as a pointwise minimum, the inequality

\[
\mathcal{L}(u') \leq (c - A^T u)^T x(u) + b^T u' = \mathcal{L}(u) + (b - Ax(u))^T (u' - u), \tag{5}
\]

holds for any pair \( u, u' \). This shows that \( \mathcal{L}(u) \) is concave and that \( (b - Ax(u)) \) is a supergradient at \( u \). This proves statement 1.

To prove statement 2, we note, in view of \( b - Ax(u') \geq 0 \) and \( u' \geq u \), that we have the chain of inequalities

\[
\begin{align*}
\mathcal{L}(u') &= c^T x(u') + (b - Ax(u'))^T u', \\
&= c^T x(u') + (b - Ax(u'))^T u + (b - Ax(u'))^T (u' - u), \\
&\geq c^T x(u') + (b - Ax(u'))^T u, \\
&\geq c^T x(u) + (b - Ax(u))^T u = \mathcal{L}(u).
\end{align*}
\]

This proves the first part of the third statement. If \( u' \not\in U^* \), then \( 0 \not\in \partial \mathcal{L}(u') \) and one has \( (b - Ax(u'))_j > 0 \) for some \( j \). Thus, \( u < u' \) implies \( (b - Ax(u'))^T (u' - u) > 0 \). Hence, \( \mathcal{L}(u') > \mathcal{L}(u) \).

The third statement is an immediate consequence of the monotone property of \( \mathcal{L}(u) \).

To prove the fourth statement, we note that \( Ax(u) = b \) implies \( 0 \in \partial \mathcal{L}(u) \), a necessary and sufficient condition of optimality for problem (2). Hence \( u \in U^* \). Finally, since \( x(u) \) is feasible to (1) and optimal for the relaxation (3) of problem (1), it is also optimal for (1). Assume now \( u \in \text{int}(U^*) \). In this case there exists \( u' \in U^* \) such that \( u' < u \); thus \( (b - Ax(u))^T (u - u') \geq 0 \), with strict inequality if \( b - Ax(u) \neq 0 \). In view of (5),

\[
0 \geq (b - Ax(u))^T (u' - u) \geq \mathcal{L}(u') - \mathcal{L}(u).
\]

Thus \( Ax(u) = b \), and \( x(u) \) is optimal to (1). It follows that the original problem (1) and the semi-Lagrangian dual problem (2) have the same optimal value (the last statement).

Theorem 1 tells us that if we can solve the SLR problem and exhibit some \( u \in \text{int}(U^*) \), we can find a solution of problem (1) by taking \( x = x(u) \). Assuming that we are able to solve the subproblem (4), also called oracle, it remains to solve the semi-Lagrangian dual problem
itself. Since the SLR dual problem is concave, we can resort to one of the many methods for non-differentiable convex optimization. Any such method can be paraphrased as follows. The method queries the oracle (3) at successive points \( u^k \). The oracle subproblem solution \( x(u^k) \) at \( u^k \) provides the value of the semi-Lagrangian dual \( (c - A^T u^k)^T x(u^k) + b^T u^k \) and one supergradient \( b - Ax(u^k) \). In view of (5), one can build a piece-wise linear approximation of the semi-Lagrangian dual function. The approximation is increasingly refined and the sequence of query points eventually converges to \( U^* \).

The overall complexity of the procedure depends on how many points are required to achieve convergence and on the computational effort in solving the oracle subproblem at each such point. We know that the original problem is NP-hard, so the SLR approach must also be NP-hard. Since there exist methods for non-differentiable convex optimization that converge in a polynomial number of iterations, we cannot expect that the oracle subproblem be polynomially solvable. From a theoretical point of view, we are hitting a dead end, but from a practical point of view, things often look differently.

The effort to solve the oracle subproblem is far from being the same at each iteration. This is particularly true in the application problems we shall consider in this paper. This assertion is based on the following observation. When solving the oracle at some \( u \), we can assert that we have a solution \( x(u) \) such that \( x(u)_j = 0 \) for all \( (c - A^T u)_j \geq 0 \). The dimension of the oracle subproblem can be reduced to the negative components \( (c - A^T u)_j < 0 \). If the sequence of query points is initiated at \( u^0 = 0 \), the optimal value of the subproblem oracle is trivially 0 and the supergradient is \( b \). On the other hand, as \( u \) increases, the number of negative components in \( c - A^T u \) increases as well. For very large \( u \), \( A \geq 0 \) implies that all components in \( c - A^T u \) are strictly negative. The dimension of the oracle problem is the same as the original problem; most likely, it is as difficult. Between these extreme cases, the oracle subproblem may hopefully remain easy enough to be tackled successfully by an efficient MIP solver.

The above discussion shows that one cannot rely on obvious principles to design an efficient solution method for solving the original problem via semi-Lagrangian relaxation. The solution method should compromise between contradictory objectives: keeping the iterates \( u^k \) small to have a maximum of non-negative terms \( c - A^T u \) and increasing \( u^k \) fast enough to reach \( U^* \). In this paper we propose two different methods. The first one consists in choosing a theoretically and practically efficient general method for solving the semi-Lagrangian dual problem. As for the p-median problem [BTV06] we select the proximal analytic center cutting plane method (proximal-ACCPM). This ensures a small number of iterations, and seems to keep the oracle subproblem simple enough during the solution process. The other method is a variant of the dual ascent method (e.g., [Belar]) based on finite increases of the components of \( u \). In fact, the dual ascent algorithm we use is in essence the dual multi-ascent procedure used in [Koe89] to solve the Erlenkotter’s ‘condensed’ dual of the UFL problem [Erl78]. In the case of LR, the dual multi-ascent method does not necessarily converge, but we prove finite convergence in the SLR case.

To close this Section we present the two methods we use to solve the SLR dual problem (2).

### 2.1 The dual ascent method

We state the algorithm first and then prove finite convergence.

**Algorithm 1:** Dual ascent algorithm - basic iteration.
1. The current iterate is $u^k$. $\Delta > 0$ is a fixed number.

2. Compute $x^k = \arg \min_x \{c^T x + (u^k)^T (b - Ax) \mid Ax \leq b, x \in S\}$.

3. If $s^k := b - Ax^k = 0$, stop.
   $x^k$ is optimal for the original problem.

4. Otherwise, let $u^{k+1}$ be defined by
   \[
   u^k_{j+1} = \begin{cases} 
   u^k_j + \delta^k_j & \text{if } s^k_j > 0, \\
   u^k_j & \text{otherwise,}
   \end{cases}
   \]
   where $\delta^k_j \geq \Delta$.

We now prove finite convergence.

**Theorem 2** The following statements hold.

1. Algorithm 1 is a dual ascent method.

2. Let us suppose that $u^0 \geq 0$ and that $U^* \neq \emptyset$. Algorithm 1 converges to an optimal point $u \in U^*$ after finitely many iterations.

**Proof:** Let us prove statement 1 first. The updating procedure of Algorithm 1 consists in increasing some components of the current dual point $u^k$ (step 4). Thus, $u^{k+1} \geq u^k$ and by Theorem 1.2 we have that $\mathcal{L}(u^{k+1}) \geq \mathcal{L}(u^k)$.

The proof of statement 2 goes as follows. Let us consider the sequence $\{s^k\}$ of subgradients generated by the algorithm. We have two exclusive cases.

Case 1: There exists $k_0$ such that $s^{k_0} = 0$. Then $0 \in \partial \mathcal{L}(u^{k_0})$ and $u^{k_0} \in U^*$.

Case 2: At least for one component of $s^k$, say the 1st, there exists a subsequence $\{s^{k_i}\} \subset \{s^k\}$ such that $s^{k_i} \neq 0$ for all $i = 0, 1, 2, \ldots$. We will prove by contradiction that this case cannot happen.

By definition of the algorithm we will have:
\[
   u^{k_i}_1 \geq u^{k_0} + i\Delta. \tag{6}
\]

Let us show that the subsequence $\{\mathcal{L}(u^{k_i})\}$ is unbounded from above which contradicts the hypothesis $U^* \neq \emptyset$. Let us define $J^{k_i} = \{j \mid s^{k_i}_j > 0\}$. Since $x$ is a binary vector, it implies, by Assumption 1, that there exists an absolute constant $\eta > 0$ such that
\[
   \min_j \min_x \{s_j = (b - Ax)_j \mid (b - Ax)_j > 0\} = \eta.
\]

Thus $s^{k_i}_j \geq \eta$ for all $j \in J^{k_i}$ and for all $i$.

Using the fact that $c^T x \geq 0$ and that $u^{k_i} \geq 0$, we have
\[
   \mathcal{L}(u^{k_i}) = c^T x(u^{k_i}) + (b - Ax(u^{k_i}))^T u^{k_i} = c^T x(u^{k_i}) + (s^{k_i})^T u^{k_i}
\]
Thus \( \lim_{i \to \infty} L(u^k_i) = +\infty. \)

### 2.2 The proximal analytic center cutting plane method

Function \( L(u) \) in problem (10) is by construction concave and nonsmooth, since it is implicitly defined as the pointwise minimum of linear functions in \( u \). Extensive numerical experience shows that Proximal-ACCPM, is an efficient tool for solving (10). See, for instance, [GV02] and references therein included; see also [BTV06] for experiments with the \( p \)-median problem.

In the cutting plane procedure, we consider a sequence of points \( \{u^k\}_{k \in K} \) in the domain of \( L(u) \). We consider the linear approximation to \( L(u) \) at \( u^k \), given by \( L^k(u) = L(u^k) + s^k \cdot (u - u^k) \) and have

\[
L(u) \leq L^k(u)
\]

for all \( u \).

As already said, the point \( u^k \) is referred to as a \textit{query point}, and the procedure to compute the objective value and subgradient at a query point is called an \textit{oracle}. Furthermore, the hyperplane that approximates the objective function \( L(u) \) at a feasible query point and defined by the equation \( z = L^k(u) \), is referred to as an \textit{optimality cut}.

A lower bound to the maximum value of \( L(u) \) is provided by:

\[
\theta_l = \max_k L(u^k).
\]

The \textit{localization set} is defined as

\[
L_K = \{(u, z) \in \mathbb{R}^{n+1} | u \in \mathbb{R}^n, \ z \leq L^k(u) \ \forall k \leq K, \ z \geq \theta_l\},
\]

where \( K \) is the current iteration number. The basic iteration of a cutting plane method can be summarized as follows:

1. Select \((\bar{u}, \bar{z})\) in the localization set \( L_K \).
2. Call the oracle at \( \bar{u} \). The oracle returns one or several optimality cuts and a new lower bound \( L(\bar{u}) \).
3. Update the bounds:
   (a) \( \theta_l \leftarrow \max \{L(\bar{u}), \theta_l\} \).
   (b) Compute an upper bound \( \theta_u \) to the optimum\(^1\) of problem (10).

\(^1\)For example, \( \theta_u = \max \{z \mid (u, z) \in L \cap D\} \) where \( D \) is a compact domain defined for example by a set of lower and upper bounds for the components of \( u \).
4. Update the lower bound $\theta_l$ and add the new cuts in the definition of the localization set (7).

These steps are repeated until a point is found such that $\theta_u - \theta_l$ falls below a prescribed optimality tolerance. The first step in the above algorithm sketch is not completely defined. Actually, cutting plane methods essentially differ in the way one chooses the query point. For instance, the intuitive choice of the Kelley point $(\bar{u}, \bar{z})$ that maximizes $z$ in the localization set [Kel60] may prove disastrous, because it over-emphasizes the global approximation property of the localization set. Safer methods, as for example bundle methods [HUL96] or Proximal-ACCPM [GHV92, GV02, dMV02], introduce a regularizing scheme to avoid selecting points too “far away” from the best recorded point. In this paper we use Proximal-ACCPM (Proximal Analytic Center Cutting Plane Method) which selects the proximal analytic center of the localization set.

Formally, the proximal analytic center is the point $(\bar{u}, \bar{z})$ that minimizes the logarithmic barrier function\(^2\) of the localization set plus a quadratic proximal term which ensures the existence of a unique minimizer\(^3\). This point is relatively easy to compute using the standard artillery of Interior Point Methods. Furthermore, Proximal-ACCPM is robust, efficient and particularly useful when the oracle is computationally costly — as is the case in this application.

3 SLR applied to the UFL problem

In the Uncapacitated Facility Location (UFL) problem we have a set of ‘facilities’ indexed by $I = \{1, \ldots, m\}$ and a set of ‘customers’ indexed by $J = \{1, \ldots, n\}$. The purpose is to open facilities relative to the set of customers, and to assign each customer to a single facility. The cost of an assignment is the sum of the shortest distances $c_{ij}$ from a customer to a facility plus the fix costs of opened facilities $f_i$. The distance is sometimes weighed by an appropriate factor, e.g., the demand at a customer node. The objective is to minimize this sum. The UFL problem is NP-hard [MF90] and can be formulated as follows.

\[
\begin{align*}
    z^* = \min_{x,y} & \quad z(x, y) & (8a) \\
    \text{s.t.} & \quad \sum_{i=1}^{m} x_{ij} = 1, \quad j \in J, & (8b) \\
    & \quad x_{ij} \leq y_i, \quad i \in I, j \in J, & (8c) \\
    & \quad x_{ij}, y_i \in \{0, 1\}, & (8d)
\end{align*}
\]

where

\[
z(x, y) = \sum_{i=1}^{m} \sum_{j=1}^{n} c_{ij} x_{ij} + \sum_{i=1}^{m} f_i y_i. \quad (9)
\]

\(^2\)The logarithmic barrier for the half space $\{u \in \mathbb{R}^n \mid a \cdot u \leq b\}$ is $-\log(b - a \cdot u)$.\(^3\)That is, the proximal analytic center of $L$ is the point \((\bar{u}, \bar{z}) = \arg\min_{u,z} F_L(u, z) + \rho \|u - \hat{u}\|^2\), where $F_L(u, z)$ is the logarithmic barrier for the localization set $L$, $\rho$ is the proximal weight, and $\hat{u}$ is the proximal point (current best point).
\( x_{ij} = 1 \) if facility \( i \) serves the customer \( j \), otherwise \( x_{ij} = 0 \) and \( y_i = 1 \) if we open facility \( i \), otherwise \( y_i = 0 \).

Following the ideas of the preceding section, we formulate the semi-Lagrangian relaxation of the UFL problem. We obtain the dual problem

\[
\max_{u \in \mathbb{R}^n} \mathcal{L}(u) \tag{10}
\]

and the oracle

\[
\mathcal{L}(u) = \min_{x, y} f(u, x, y) \tag{11a}
\]

subject to

\[
\sum_{i=1}^{m} x_{ij} \leq 1, \quad j \in J, \tag{11b}
\]

\[
x_{ij} \leq y_i, \quad i \in I, j \in J, \tag{11c}
\]

\[
x_{ij}, y_i \in \{0, 1\}, \tag{11d}
\]

where

\[
f(u, x, y) = \sum_{i=1}^{m} \sum_{j=1}^{n} c_{ij} x_{ij} + \sum_{i=1}^{m} f_i y_i + \sum_{j=1}^{n} u_j (1 - \sum_{i=1}^{m} x_{ij})
= \sum_{i=1}^{m} \sum_{j=1}^{n} (c_{ij} - u_j) x_{ij} + \sum_{i=1}^{m} f_i y_i + \sum_{j=1}^{n} u_j. \tag{12}
\]

As in the previous section, we denote \((x(u), y(u))\) an optimal pair for (11).

### 3.1 Properties of the SLR dual problem

In this section we show that, in order to solve the SLR dual problem, we can restrict our dual search to a box. To this end, we define the best combined costs as \( \tilde{c}_j := \min_i \{c_{ij} + f_i\} \) for all \( j \in J \). The vector of best combined costs is thus \( \tilde{c} := (\tilde{c}_1, \ldots, \tilde{c}_n) \).

**Theorem 3** \( u \geq \tilde{c} \Rightarrow u \in U^* \) and \( u > \tilde{c} \Rightarrow u \in \text{int}(U^*) \).

**Proof:** Consider the oracle

\[
\min_{x} \sum_{i=1}^{m} (f_i y_i + \sum_{j=1}^{n} (c_{ij} - u_j) x_{ij}) + \sum_{j=1}^{n} u_j
= \sum_{i=1}^{m} \sum_{j=1}^{n} x_{ij} \leq 1, \forall j
\]

\[
x_{ij} \leq y_i, \forall i, j
\]

\[
x_{ij}, y_i \in \{0, 1\}.
\]

Assume \( u \geq \tilde{c} \). If there exists an optimal solution of the oracle such that \( \sum_j x_{ij} = 1, \forall j \), then, by Theorem 1, this solution is optimal for the original problem. Assume we have an oracle solution with \( \sum_j x_{ij} = 0 \) for some \( j \). Let \( i_k \) be such that \( \tilde{c}_j = f_{i_k} + c_{i_k j} \). By hypothesis,
\[ \tilde{c}_j - u_j \leq 0. \] Thus, \( f_{ik} + (c_{ij} - u_j) \leq 0 \) and one can set \( x_{ikj} = 1 \) and \( y_{ik} = 1 \) without increasing the objective value. The modified solution is also optimal. Hence, there exists an optimal oracle solution with \( \sum x_{ij} = 1 \), \( \forall j \) and \( u \in U^* \). The second statement of the theorem follows from \( \tilde{c} \in U^* \) and statement 3 of Theorem 1.

**Theorem 4** If \( u \in \text{int}(U^*) \), then \( u \geq c^1 \).

**Proof:** Let us assume \( u_{j_0} < c^1_{j_0} \) for some \( j_0 \in J \) and see that this contradicts \( u \in \text{int}(U^*) \). If \( u_{j_0} < c^1_{j_0} \) then \( c^1_{j_0} - u_{j_0} > 0 \) for all \( k \in I \). Any optimal solution \( x(u) \) is such that \( x_{ij_0}(u) = 0 \), for all \( i \in I \). Hence, \( 1 - \sum_{i \in I} x_{ij_0}(u) = 1 \) and by Theorem 1, \( u \) is not in \( \text{int}(U^*) \).

**Corollary 1** For any \( \epsilon > 0 \), one has
\[
\text{int}(U^*) \cap \{ u \mid c^1 < u \leq \tilde{c} + \epsilon \} \neq \emptyset,
\]
where \( \epsilon \) is a vector where each component is equal to \( \epsilon \).

The corollary shows that the search for an optimal dual solution can be confined to a box. In particular, taking \( u = \tilde{c} + \epsilon \) and solving the oracle for \( u \) yields a primal optimal solution in one step. As pointed out earlier, it is likely to be impractical because the oracle is too difficult at that point. Surely enough, that point is optimal for the SLR dual problem, but almost surely there is a smaller \( u \in U^* \) for which the oracle subproblem would be easier (with less binary variables) and hopefully tractable by an integer programming solver. This justifies the use of an iterative search that increases the components of \( u \) in a very controlled way.

### 3.2 Structure of the oracle: the core subproblem

In this section, we study the structure of the UFL oracle as a function of the dual variable \( u \). We shall show how some primal variables \( x_{ij} \) can be set to zero when \( u_j \) is large enough. This operation, which reduces the size of the oracle, is quite common in Lagrangian relaxation applied to combinatorial optimization. There, using some appropriate argument, on fixes some of the oracle variables and one obtains a reduced-size oracle called the core subproblem. (See, for instance, [BN04, ASV07]). We now define the core subproblem in the SLR case.

Let \( c(u) \) be the matrix of reduced costs such that \( c(u)_{ij} = c_{ij} - u_j \). Let \( G = (V \times W, E) \) be the bipartite graph associated to the UFL problem, such that each node in \( V \) (\( W \)) represents a facility (customer) and the edge \( e_{ij} \) exists if facility \( i \) can serve customer \( j \). \( c(u)_{ij} \) is thus the reduced cost associated to \( e_{ij} \). Let \( E(u) \subset E \) be the subset of edges with strictly negative reduced cost for a given dual vector \( u \). Let \( V(u) \subset V \) and \( W(u) \subset W \) be the adjacent vertices to \( E(u) \). Let \( G(u) = (V(u) \times W(u), E(u)) \) be the induced bipartite subgraph. We call \( G(u) \) the core graph.

As already mentioned, for any \( c(u)_{ij} \geq 0 \) there exists \( x(u) \) such that \( x(u)_{ij} = 0 \). Therefore, we can restrict our search to the core graph \( G(u) \) to compute \( x(u) \). Solving oracle (11) with core graph \( G(u) \) is equivalent to using the whole graph \( G \). However, the first option is easier in general: Usually in \( G(u) \) we have (much) less edges (variables \( x_{ij} \)) and less vertices (variables \( y_j \)), as we will see in Section 4. A further advantage of solving the core subproblem is that, even
though $G$ is usually a connected graph, $G(u)$ may be decomposable into independent subgraphs and then we can break the core subproblem into smaller (easier) subproblems.

We now study the inverse image of the mapping $G(u)$. In other words, we want to describe the set of $u$’s that have the graph $G$ as a common image through the mapping $G(u)$. It is easy to see that it is a simple box. To be more precise, we introduce a new definition. For each customer $j$, we sort its costs $c_{ij}$, and get the sorted costs $c_1^j \leq c_2^j \leq \ldots \leq c_m^j$.

To define an elementary box, we use the sorted costs to partition the domain of each coordinate $u_j$ into intervals of the form $c_k^j < u_j \leq c_{k+1}^j$, with the understanding that $c_{m+1}^j = +\infty$. Note that some boxes may be empty (if $c_k^j = c_{k+1}^j$). These partitions induce a partition of the space of $u > c^1$ into elementary boxes having each a unique graph image. The dual ascent algorithm to be presented in the next section will exploit this structure.

### 3.3 The dual ascent algorithm to solve the SLR dual problem

We now present a specialized version of the dual ascent method (Algorithm 1) for the UFL problem. We know by Corollary 1, that the search can be confined to the box $\{u \mid c^1 < u \leq \tilde{c} + \bar{\epsilon}\}$. The discussion of the previous section further shows that it is enough to restrict the search to one representative point per elementary box. Our choice is to take that point as small as possible within the box. Since an elementary box is made of semi intervals open from the left, we choose the representative point to be $u_j = c_{l(j)}^j + \epsilon$, for some fixed $\epsilon > 0$.

Our algorithmic scheme is as follows. For some $l \in I$ and some small $\epsilon > 0$, start the dual search at $u^0_j := c^l_j + \epsilon$ (each customer node will have $l$ core edges). Query the oracle, and if the current dual iterate is not optimal, update it. To maintain the number of core edges as low as possible, at each iteration, we add at most one edge per customer, that is, we update $u_j$ from $c_{l'}^j + \epsilon$ to $c_{l'+1}^j + \epsilon$, for some $l' \in I$. We only update the components of $u$ whose corresponding subgradient component is not null. The details of this simple procedure are as follows.

#### Algorithm 2: Dual ascent algorithm - UFL case.

1. **Initialization**: Set $k = 0$ and $\epsilon > 0$. For each customer $j \in J$, set
   
   (a) $u_j^0 = c_{l(j)}^j + \epsilon$ for some $l(j) \in I$,
   
   (b) $\tilde{c}_j = \min_i \{c_{ij} + f_i\}$,
   
   (c) $c_{m+1}^j = +\infty$.

2. **Oracle call**: Compute $L(u^k)$, $(x(u^k), y(u^k))$ and $s^k$ where
   
   $$s_j^k = 1 - \sum_{i=1}^m x_{ij}^k,$$

   for all $j \in J$. (Note that $s_j^k \in \{0, 1\}$.)
3. **Stopping criterion**: If $s^k = 0$ then stop. The pair $(u^k; (x(u^k), y(u^k)))$ is a primal-dual optimal solution.

4. **Multiplier updating**: For each $j \in J$ such that $s^k_j = 1$, set
   
   $u^{k+1}_j = \min\{c_j^{l(j)+1}, \tilde{c}_j\} + \epsilon$ and $l(j) = \min\{l(j) + 1, n\}$.

5. Set $k = k + 1$ and go to Step 2.

By construction, the iterates are monotonic with at least one strictly increasing coordinate. The algorithm converges in a finite number of iterations. The semi-Lagrangian dual function is also monotonic, which makes the algorithm a dual-acent.

4 **Empirical study**

The objective of our numerical test is twofold: first, we study the quality of the solution given by the semi-Lagrangian relaxation (SLR) and second we study the SLR performance in terms of CPU time, either when one uses Proximal-ACCPM or the dual ascent algorithm as dual optimizer. We compare our results to the current state-of-the-art results reported in [RW06] and in the Uncapacitated Facility Location Library (UFLib) [Hoe06].

4.1 **Parameter settings for the algorithms**

Programs have been written in MATLAB 7.0 and run in a PC (Pentium-IV, 3.0 GHz, with 3 GB of RAM memory) under the Windows XP operating system. On the other hand, the reader should bear in mind that results reported in [RW06] were found on a different machine (SGI Challenge with 28 196-MHz MIPS R10000 processors, but each execution was limited to a single processor) and programs were implemented in C++.

In our context and using the terminology of oracle based optimization [BBH+06], to call or to solve an oracle means to compute $L(u^k)$: Oracle 1 for the Lagrangian relaxation and Oracle 2 for the semi-Lagrangian relaxation. To solve Oracle 2 (a large-scale mixed integer program) we have intensively used CPLEX 9.1 (default settings) interfaced with MATLAB [Bao04].

The dual ascent algorithm is implemented as stated in the previous section. The parameter $\epsilon$ is set to $10^{-3}$. Proximal-ACCPM is used in its generic form as described in [BBH+06]. With the SLR oracle, we choose not to update the the reference proximal point to the best point, but to keep it fixed at the initial point $u^0$. As already pointed out in [BTV06], a point slightly larger than the optimal Lagrangian multipliers is a very good starting point for the SLR. In the UFL case, it turns out that, in many cases, this point is already in int($U^*$), so that the algorithm terminates in one iteration (columns (5.b-c)). Besides, this point can be computed in short CPU time (column (5.d)) with Proximal-ACCPM. To be complete, we mention that the parameters in Proximal-ACCPM are as follows. In the search for the initial point (the LR phase), we use a proximal weight $\rho$ that at each Proximal-ACCPM iteration is updated within the range $[10^{-6}, 10^{-4}]$ and the required precision is $10^{-6}$. In the SLR phase, the proximal weight $\rho$ is fixed to $10^{-4}$ for the K-median instances and to $10^{-3}$ for the Koerker-Ghosh instances.

Finally, at each iteration of the SLR phase, we use the following heuristic to compute a primal feasible solution: the oracle solution proposes a set of open facilities and a subset of assigned
For our test we use 36 unsolved UFL instances that come from two public sets of instances from UflLib (see Table 1). The first set is called K-median. These are 18 large scale instances, which were translated from benchmarks for the K-median problem [ACCF88] to be used as UFL instances in [BC99]. In the Euclidian plane \( n \) points are generated. Each point simultaneously represents a facility and a customer \((m = n)\), with \( n \) = 500, 1000, ..., 3000. The connection costs \( c_{ij} \) are determined by the Euclidian distance. In each instance all the fix costs \( f_i \) are equal and calculated by \( \sqrt{n/l} \) with \( l = 10, 100 \) or 1000. All values are rounded up to 4 singificant digits and made integer [Hoe06]. We use the label \( n - l \) to name these instances.

The second set is called Koerkel-Ghosh. A benchmark of this type was initially proposed by [Koe89]. Here, connection costs are drawn uniformly at random from \([1000, 2000]\). Fixed costs are drawn uniformly at random from \([100, 200]\) in class ‘a’, from \([1000, 2000]\) in class ‘b’ and from \([10000, 20000]\) in class ‘c’. Furthermore symmetric and asymmetric connection matrices are created. UflLib provides instances of the 3 largest sizes presented in [Gho03] with \( n = m = 250, 500 \) and 750. Of the 90 instances proposed in the UflLib, we took 18 representative ones. We use the label \( gX00YZ-1 \) to name these instances, where \( X \) can be either ‘s’ or ‘a’ for the symmetric or asymmetric case respectively. \( Y \) is equal to ‘n’ and \( Z \) is the class (a, b or c).

### Table 1: Instance description

For the K-median instances, the fix cost is the same for all facilities. For the Koerkel-Ghosh instances the fix cost is randomly chosen for each facility according to a uniform distribution.

<table>
<thead>
<tr>
<th>K-median Instances</th>
<th>Nb. of customers</th>
<th>Fix cost</th>
<th>Koeerkel-Ghosh Instances</th>
<th>Nb. of customers</th>
<th>Fix cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>500-1000</td>
<td>500</td>
<td>224</td>
<td>gs00250a-1</td>
<td>250</td>
<td>( U[100,200] )</td>
</tr>
<tr>
<td>500-100</td>
<td>500</td>
<td>2236</td>
<td>gs00250b-1</td>
<td>250</td>
<td>( U[100,200] )</td>
</tr>
<tr>
<td>1000-1000</td>
<td>1000</td>
<td>316</td>
<td>gs00500b-1</td>
<td>500</td>
<td>( U[100,200] )</td>
</tr>
<tr>
<td>1000-10</td>
<td>1000</td>
<td>3162</td>
<td>gs00500b-1</td>
<td>500</td>
<td>( U[10000,20000] )</td>
</tr>
<tr>
<td>1500-1000</td>
<td>1500</td>
<td>387</td>
<td>gs00750a-1</td>
<td>750</td>
<td>( U[100,200] )</td>
</tr>
<tr>
<td>1500-100</td>
<td>1500</td>
<td>3873</td>
<td>gs00750b-1</td>
<td>750</td>
<td>( U[10000,20000] )</td>
</tr>
<tr>
<td>2000-1000</td>
<td>2000</td>
<td>447</td>
<td>ga00250a-1</td>
<td>250</td>
<td>( U[100,200] )</td>
</tr>
<tr>
<td>2000-10</td>
<td>2000</td>
<td>4472</td>
<td>ga00250b-1</td>
<td>250</td>
<td>( U[10000,20000] )</td>
</tr>
<tr>
<td>2500-1000</td>
<td>2500</td>
<td>500</td>
<td>ga00500a-1</td>
<td>500</td>
<td>( U[100,200] )</td>
</tr>
<tr>
<td>2500-10</td>
<td>2500</td>
<td>5000</td>
<td>ga00500b-1</td>
<td>500</td>
<td>( U[10000,20000] )</td>
</tr>
<tr>
<td>3000-1000</td>
<td>3000</td>
<td>548</td>
<td>ga00750a-1</td>
<td>750</td>
<td>( U[100,200] )</td>
</tr>
<tr>
<td>3000-100</td>
<td>3000</td>
<td>5477</td>
<td>ga00750b-1</td>
<td>750</td>
<td>( U[10000,20000] )</td>
</tr>
<tr>
<td>3000-10</td>
<td>3000</td>
<td>54772</td>
<td>ga00750c-1</td>
<td>750</td>
<td>( U[10000,20000] )</td>
</tr>
</tbody>
</table>
4.3 Dual solution quality

In this section we study the dual solution quality and the duality gap (see Table 2). Column (2.a) displays the best upper bound (UB) to the optimal primal cost as displayed in columns (3.b), (3.d) and (3.f). (In some cases the UB is the best one since it is the primal optimum.)

In columns (2.b) and (2.c) we have the Lagrangian relaxation lower bound (LB): (2.b) reported in [Hoe03] and (2.c) obtained by Proximal-ACCPM. For the K-median instances, we give the LB reported in [Hoe03] as a fraction of our LB (2.c). We observe that Proximal-ACCPM produces slightly more accurate bounds. For the Koerkel-Ghosh instances we only report our LB’s, since no other results have been reported in literature.

In column (2.d) we have an upper bound to the duality gap computed from columns (2.a) and (2.c). For the K-median instances the average gap bound is 0.0184% and for the Koerkel-Ghosh instances is 1.3980%. This partially explains that Koerkel-Ghosh instances are more difficult to solve than the K-median ones. In columns (2.e) and (2.f) we have the semi-Lagrangian relaxation LB: (2.e) obtained by the dual ascent algorithm and (2.f) by Proximal-ACCPM. As we can see in the ‘Global average’ line, column (2.g), Proximal-ACCPM produces, on average, slightly more accurate bounds in less time (64% of the dual ascent CPU time as reported in Table 5.e-f). Furthermore, as expected the semi-Lagrangian relaxation produces stronger LB’s than the Lagrangian relaxation (columns (2.c) and (2.f)).

4.4 Primal solution quality

In this section we study the primal solution quality (see Table 3). Column (3.a) displays the SLR LB bound computed by Proximal-ACCPM. In column (3.b), K-median instances, we have the UB reported in [RW06] and obtained as the average of several runs (average values). In column (3.b), Koerkel-Ghosh instances, we have the UB reported in UflLib (the results reported in [RW06] for these instances do not correspond to single instances but for groups of 5 instances). In columns (3.d) and (3.f) we have the UB obtained by the dual ascent method and Proximal-ACCPM, respectively. We measure the quality of each UB (solution) in terms of the following optimality index: $100 \times \left[ 1 - \frac{(UB - LB)}{LB} \right]\%$.

From our set of 36 unsolved UFL instances, we have that the heuristic procedure in [RW06], dual ascent and Proximal-ACCPM solve up to optimality, respectively, 3, 16 and 18 instances. Recall that with the heuristic [RW06] one cannot check for optimality (even if the computed solution is optimal). The other instances remain unsolved and in general the sophisticated heuristic used in [RW06] performs much better than our naive primal heuristic. Finally, note that although the Koerkel-Ghosh instances are smaller, they result much harder to solve than the K-median ones.

4.5 Instance reduction

Very often Lagrangian relaxation is used to decompose difficult problems. The decomposition induced by SLR is more coarse-grained than the Lagrangian relaxation one. Thus for example, in the UFL problem, after Lagrangian relaxation, one has one subproblem per facility. However,
Table 2: Dual solution quality: ‘UB’ stands for upper bound, ‘LB’ for lower bound, ‘PACCPM’ for Proximal-ACCPM, ‘duality gap bound’ is computed comparing the UB and the LB given by the Lagrangian relaxation (column (2.b)), ‘DA’ for dual ascent. For the K-median instances, we give the LB reported in [Hoe03] as a fraction of our LB (2.c). For the Koerkel-Ghosh instances, no LB has ever been reported before.

<table>
<thead>
<tr>
<th>Instance</th>
<th>UB</th>
<th>LB</th>
<th>% Duality gap bound</th>
<th>LB semi-Lag. relaxation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(2.a)</td>
<td>(2.b)</td>
<td>(2.c)</td>
<td>(2.d)</td>
</tr>
<tr>
<td>500-1000</td>
<td>99169</td>
<td>99169</td>
<td>0.0091</td>
<td>99169</td>
</tr>
<tr>
<td>500-10</td>
<td>326790</td>
<td>326790</td>
<td>0</td>
<td>326790</td>
</tr>
<tr>
<td>1000-1000</td>
<td>798577</td>
<td>798577</td>
<td>0</td>
<td>798577</td>
</tr>
<tr>
<td>1000-10</td>
<td>220560</td>
<td>220559</td>
<td>0.0003</td>
<td>220560</td>
</tr>
<tr>
<td>1000-10</td>
<td>607878</td>
<td>607878</td>
<td>0.0105</td>
<td>607878</td>
</tr>
<tr>
<td>1000-10</td>
<td>1434154</td>
<td>1433389</td>
<td>0.0534</td>
<td>1434154</td>
</tr>
<tr>
<td>1500-1000</td>
<td>334962</td>
<td>334944</td>
<td>0.0054</td>
<td>334962</td>
</tr>
<tr>
<td>1500-10</td>
<td>866454</td>
<td>866453</td>
<td>0.0001</td>
<td>866454</td>
</tr>
<tr>
<td>1500-10</td>
<td>2000801</td>
<td>1999924</td>
<td>0.0759</td>
<td>2000801</td>
</tr>
<tr>
<td>2000-1000</td>
<td>437686</td>
<td>437678</td>
<td>0.0018</td>
<td>437686</td>
</tr>
<tr>
<td>2000-100</td>
<td>1122748</td>
<td>1122746</td>
<td>0.0002</td>
<td>1122748</td>
</tr>
<tr>
<td>2000-10</td>
<td>2558118</td>
<td>2557753</td>
<td>0.0143</td>
<td>2558118</td>
</tr>
<tr>
<td>2500-1000</td>
<td>534405</td>
<td>534395</td>
<td>0.0019</td>
<td>534405</td>
</tr>
<tr>
<td>2500-10</td>
<td>1347516</td>
<td>1347494</td>
<td>0.0016</td>
<td>1347516</td>
</tr>
<tr>
<td>2500-10</td>
<td>3100225</td>
<td>3096856</td>
<td>0.1088</td>
<td>3100225</td>
</tr>
<tr>
<td>3000-1000</td>
<td>643463</td>
<td>643432</td>
<td>0.0048</td>
<td>643463</td>
</tr>
<tr>
<td>3000-100</td>
<td>1602335</td>
<td>1601652</td>
<td>0.0426</td>
<td>1602335</td>
</tr>
<tr>
<td>3000-10</td>
<td>3570766</td>
<td>3570752</td>
<td>0.0004</td>
<td>3570766</td>
</tr>
<tr>
<td>Partial average</td>
<td>1200367</td>
<td>1199985</td>
<td>0.0184</td>
<td>1200367</td>
</tr>
<tr>
<td>gs00250a-1</td>
<td>257957</td>
<td>-</td>
<td>0.1317</td>
<td>257882</td>
</tr>
<tr>
<td>gs00250b-1</td>
<td>276339</td>
<td>-</td>
<td>1.1135</td>
<td>275080</td>
</tr>
<tr>
<td>gs00250c-1</td>
<td>334135</td>
<td>-</td>
<td>3.4609</td>
<td>329839</td>
</tr>
<tr>
<td>gs00500a-1</td>
<td>511229</td>
<td>-</td>
<td>0.1608</td>
<td>510408</td>
</tr>
<tr>
<td>gs00500b-1</td>
<td>537931</td>
<td>-</td>
<td>0.9214</td>
<td>534029</td>
</tr>
<tr>
<td>gs00500c-1</td>
<td>620041</td>
<td>-</td>
<td>3.0034</td>
<td>607260</td>
</tr>
<tr>
<td>gs00750a-1</td>
<td>763671</td>
<td>-</td>
<td>0.1455</td>
<td>762562</td>
</tr>
<tr>
<td>gs00750b-1</td>
<td>797026</td>
<td>-</td>
<td>0.8467</td>
<td>790917</td>
</tr>
<tr>
<td>gs00750c-1</td>
<td>900454</td>
<td>-</td>
<td>2.8690</td>
<td>879340</td>
</tr>
<tr>
<td>ga00250a-1</td>
<td>257957</td>
<td>-</td>
<td>0.1317</td>
<td>257882</td>
</tr>
<tr>
<td>ga00250b-1</td>
<td>276339</td>
<td>-</td>
<td>1.1135</td>
<td>275080</td>
</tr>
<tr>
<td>ga00250c-1</td>
<td>334135</td>
<td>-</td>
<td>3.4609</td>
<td>329839</td>
</tr>
<tr>
<td>ga00500a-1</td>
<td>511422</td>
<td>-</td>
<td>0.1635</td>
<td>510587</td>
</tr>
<tr>
<td>ga00500b-1</td>
<td>538060</td>
<td>-</td>
<td>0.8862</td>
<td>534416</td>
</tr>
<tr>
<td>ga00500c-1</td>
<td>621360</td>
<td>-</td>
<td>3.0701</td>
<td>608518</td>
</tr>
<tr>
<td>ga00750a-1</td>
<td>763576</td>
<td>-</td>
<td>0.1461</td>
<td>762462</td>
</tr>
<tr>
<td>ga00750b-1</td>
<td>796480</td>
<td>-</td>
<td>0.8059</td>
<td>790631</td>
</tr>
<tr>
<td>ga00750c-1</td>
<td>902026</td>
<td>-</td>
<td>3.0189</td>
<td>880301</td>
</tr>
<tr>
<td>Partial average</td>
<td>555520</td>
<td>-</td>
<td>1.3980</td>
<td>549818</td>
</tr>
<tr>
<td>Global average</td>
<td>877944</td>
<td>-</td>
<td>0.7082</td>
<td>875010</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Instance</th>
<th>SLR</th>
<th>PACCPM</th>
<th>[RW06]</th>
<th>DA</th>
<th>PACCPM</th>
</tr>
</thead>
<tbody>
<tr>
<td>500-1000</td>
<td>99169</td>
<td>99169.0</td>
<td>100</td>
<td>99169</td>
<td>100</td>
</tr>
<tr>
<td>500-10</td>
<td>326790</td>
<td>326805.4</td>
<td>99.9953</td>
<td>326790</td>
<td>100</td>
</tr>
<tr>
<td>1000-1000</td>
<td>220560</td>
<td>220570.9</td>
<td>99.9996</td>
<td>220560</td>
<td>100</td>
</tr>
<tr>
<td>1000-10</td>
<td>500-1000</td>
<td>500-100</td>
<td>100</td>
<td>500-1000</td>
<td>100</td>
</tr>
<tr>
<td>1500-1000</td>
<td>334962</td>
<td>334973.2</td>
<td>99.9967</td>
<td>334962</td>
<td>100</td>
</tr>
<tr>
<td>1500-10</td>
<td>866454</td>
<td>866493.2</td>
<td>99.9955</td>
<td>866454</td>
<td>100</td>
</tr>
<tr>
<td>2000-100</td>
<td>2000801</td>
<td>2001121.7</td>
<td>99.9840</td>
<td>2000801</td>
<td>100</td>
</tr>
<tr>
<td>2000-10</td>
<td>2558118</td>
<td>2558120.8</td>
<td>99.9999</td>
<td>2558118</td>
<td>100</td>
</tr>
<tr>
<td>2500-1000</td>
<td>534405</td>
<td>534426.6</td>
<td>99.9960</td>
<td>534405</td>
<td>100</td>
</tr>
<tr>
<td>2500-10</td>
<td>1347516</td>
<td>1347577.6</td>
<td>99.9954</td>
<td>1347516</td>
<td>100</td>
</tr>
<tr>
<td>3000-1000</td>
<td>1602120</td>
<td>1602530.9</td>
<td>99.9744</td>
<td>1602120</td>
<td>100</td>
</tr>
<tr>
<td>3000-10</td>
<td>2558118</td>
<td>2558120.8</td>
<td>99.9999</td>
<td>2558118</td>
<td>100</td>
</tr>
<tr>
<td>Partial average</td>
<td>1200212</td>
<td>1200420.0</td>
<td>99.9903</td>
<td>1200212</td>
<td>100</td>
</tr>
</tbody>
</table>

Global average: 875149, 877971, 99.5843, 887547, 98.2387, 886538, 98.4851.
after SLR, one may have from several to only one subproblem. In Table 4, columns (4.a) and (4.b) we have the average number of subproblems per Oracle 2 call, for the dual ascent method and for Proximal-ACCPM respectively. In 30 cases the SLR does not decompose the instance (ANSO2 = 1). The remaining 6 instances are decomposed by the SLR and this decomposition is slightly better with the dual ascent algorithm than with Proximal-ACCPM.

An important advantage of the SLR is that usually it drastically reduces the number of relevant variables (otherwise said, we can fix many variables). In columns (4.c) and (4.f) we display the total number of variables ($x_{ij}$ and $y_i$, respectively). On average, in this test the SLR only uses 2.5% of the $x_{ij}$ variables and 46% of the $y_i$ variables when we use the dual ascent algorithm (columns (4.d) and (4.g)). In the Proximal-ACCPM case we use a slightly higher number of variables (columns (4.e) and (4.h)).

4.6 Performance

Finally, in Table 5 we display the performance of the dual ascent method and Proximal-ACCPM in terms of number of SLR iterations and CPU time. Comparing columns (5.b) and (5.c) we observe that, on average, Proximal-ACCPM reduces more than 60% the dual ascent number of iterations. For the K-median instances, one remarkable fact is that a few SLR iterations (in some cases only one) are enough to compute an optimal solution. The exception are instances 2500-10 and 3000-100 where SLR stops before convergence because an excess of CPU time. The CPU time limit is set as follows: we stop the SLR algorithm after the first completed SLR iteration that produces a cumulated CPU time above 7200 seconds. If that iteration, say the $k$th one, goes beyond 10000 seconds, we stop the SLR procedure and report the results of the $(k-1)$th iteration. For the Koerkel-Ghosh instances theings are different: when the SLR algorithm stops after only 1 or 0 completed iterations, it is because an excess of CPU time.

As already pointed out in [BTV06] the optimal set of Lagrangian multipliers is a very good starting point for the SLR: because it is computationally cheap in terms of CPU time (column (5.d)) and because from that starting point a few SLR iterations are enough to reach optimality (1 iteration in many cases). See columns (5.b) and (5.c).

In columns (5.e) to (5.g) we have the total CPU time. The first observation is that, on average, Proximal-ACCPM reduces approximately a 35% the dual ascent CPU time. This is mainly due to the effective use that Proximal-ACCPM makes of the available information: cutting planes and the box defined in Section 3. The main advantage of the dual ascent algorithm is its extreme simplicity.

Proximal-ACCPM reduces a 60% the average number of dual ascent iterations. One would expect a similar reduction in the CPU time, instead of the mentioned 35%. The reason for this mismatch, as we can see in (5.e) and (5.f), is that the average CPU time per Oracle 2 call is greater for Proximal-ACCPM than for the dual ascent algorithm. This is because Proximal-ACCPM perform a faster increase of the Lagrange multiplier values, which produces a faster increase in the number of relevant variables, as observed in Table 4. This produces harder (CPU time consuming) Oracle 2 calls. (See Fig. 1 and Fig. 2.)

As usual, a heuristic method reduces the CPU time of an exact method at the price of no information about the solution quality. If we compare the best SLR results (column (5.f)) versus the results reported in [RW06] (column (5.g)) we observe that: for the K-median instances, the
Table 4: Semi-Lagranian reduction and decomposition: ‘ANSO2’ stands for average number of subproblems per Oracle 2 call, ‘DA’ for dual ascent, ‘PACCPM’ for proximal-ACCPM, ‘ANRXVO2’ for average number of relevant $x_{ij}$ variables per Oracle 2 call and ‘ANRYVO2’ for average number of relevant $y_i$ variables per Oracle 2 call.

<table>
<thead>
<tr>
<th>Instance</th>
<th>ANSO2</th>
<th>Nb. of $x_{ij}$</th>
<th>ANRXVO2 (%)</th>
<th>Nb. of $y_i$</th>
<th>ANRYVO2 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DA</td>
<td>PACCPM</td>
<td>DA</td>
<td>PACCPM</td>
<td>DA</td>
</tr>
<tr>
<td></td>
<td>(4.a)</td>
<td>(4.b)</td>
<td>(4.c)</td>
<td>(4.d)</td>
<td>(4.e)</td>
</tr>
<tr>
<td>500-1000</td>
<td>108</td>
<td>84</td>
<td>250000</td>
<td>0.3</td>
<td>500</td>
</tr>
<tr>
<td>500-100</td>
<td>1</td>
<td>1</td>
<td>250000</td>
<td>1.2</td>
<td>500</td>
</tr>
<tr>
<td>500-10</td>
<td>1</td>
<td>1</td>
<td>250000</td>
<td>2.8</td>
<td>500</td>
</tr>
<tr>
<td>1000-1000</td>
<td>106</td>
<td>29</td>
<td>1000000</td>
<td>0.3</td>
<td>1000</td>
</tr>
<tr>
<td>1000-10</td>
<td>1</td>
<td>1</td>
<td>1000000</td>
<td>0.8</td>
<td>1000</td>
</tr>
<tr>
<td>1000-10</td>
<td>1</td>
<td>1</td>
<td>1000000</td>
<td>2.6</td>
<td>1500</td>
</tr>
<tr>
<td>1500-1000</td>
<td>11</td>
<td>7</td>
<td>2250000</td>
<td>0.3</td>
<td>1500</td>
</tr>
<tr>
<td>1500-10</td>
<td>1</td>
<td>1</td>
<td>2250000</td>
<td>0.6</td>
<td>1500</td>
</tr>
<tr>
<td>1500-10</td>
<td>1</td>
<td>1</td>
<td>2250000</td>
<td>1.8</td>
<td>1500</td>
</tr>
<tr>
<td>2000-1000</td>
<td>2</td>
<td>2</td>
<td>4000000</td>
<td>0.2</td>
<td>2000</td>
</tr>
<tr>
<td>2000-100</td>
<td>1</td>
<td>1</td>
<td>4000000</td>
<td>0.6</td>
<td>2000</td>
</tr>
<tr>
<td>2000-10</td>
<td>1</td>
<td>1</td>
<td>4000000</td>
<td>1.2</td>
<td>2000</td>
</tr>
<tr>
<td>2500-1000</td>
<td>3</td>
<td>3</td>
<td>6250000</td>
<td>0.2</td>
<td>2500</td>
</tr>
<tr>
<td>2500-100</td>
<td>1</td>
<td>1</td>
<td>6250000</td>
<td>0.5</td>
<td>2500</td>
</tr>
<tr>
<td>2500-10</td>
<td>1</td>
<td>1</td>
<td>6250000</td>
<td>1.7</td>
<td>2500</td>
</tr>
<tr>
<td>3000-1000</td>
<td>2</td>
<td>2</td>
<td>9000000</td>
<td>0.2</td>
<td>3000</td>
</tr>
<tr>
<td>3000-100</td>
<td>1</td>
<td>1</td>
<td>9000000</td>
<td>0.5</td>
<td>3000</td>
</tr>
<tr>
<td>3000-10</td>
<td>1</td>
<td>1</td>
<td>9000000</td>
<td>1.0</td>
<td>3000</td>
</tr>
<tr>
<td>Partial average</td>
<td>14</td>
<td>8</td>
<td>3791667</td>
<td>0.9</td>
<td>1750</td>
</tr>
<tr>
<td>gs00250a-1</td>
<td>1</td>
<td>1</td>
<td>625000</td>
<td>2.4</td>
<td>250</td>
</tr>
<tr>
<td>gs00250b-1</td>
<td>1</td>
<td>1</td>
<td>625000</td>
<td>5.6</td>
<td>250</td>
</tr>
<tr>
<td>gs00250c-1</td>
<td>1</td>
<td>1</td>
<td>625000</td>
<td>14.4</td>
<td>250</td>
</tr>
<tr>
<td>gs00500a-1</td>
<td>1</td>
<td>1</td>
<td>250000</td>
<td>1.3</td>
<td>500</td>
</tr>
<tr>
<td>gs00500b-1</td>
<td>1</td>
<td>1</td>
<td>250000</td>
<td>1.8</td>
<td>500</td>
</tr>
<tr>
<td>gs00500c-1</td>
<td>1</td>
<td>1</td>
<td>250000</td>
<td>5.1</td>
<td>500</td>
</tr>
<tr>
<td>gs00750a-1</td>
<td>1</td>
<td>1</td>
<td>562500</td>
<td>1.0</td>
<td>750</td>
</tr>
<tr>
<td>gs00750b-1</td>
<td>1</td>
<td>1</td>
<td>562500</td>
<td>1.6</td>
<td>750</td>
</tr>
<tr>
<td>gs00750c-1</td>
<td>1</td>
<td>1</td>
<td>562500</td>
<td>3.0</td>
<td>750</td>
</tr>
<tr>
<td>ga00250a-1</td>
<td>1</td>
<td>1</td>
<td>625000</td>
<td>2.5</td>
<td>250</td>
</tr>
<tr>
<td>ga00250b-1</td>
<td>1</td>
<td>1</td>
<td>625000</td>
<td>5.5</td>
<td>250</td>
</tr>
<tr>
<td>ga00250c-1</td>
<td>1</td>
<td>1</td>
<td>625000</td>
<td>13.5</td>
<td>250</td>
</tr>
<tr>
<td>ga00500a-1</td>
<td>1</td>
<td>1</td>
<td>250000</td>
<td>1.4</td>
<td>500</td>
</tr>
<tr>
<td>ga00500b-1</td>
<td>1</td>
<td>1</td>
<td>250000</td>
<td>2.4</td>
<td>500</td>
</tr>
<tr>
<td>ga00500c-1</td>
<td>1</td>
<td>1</td>
<td>250000</td>
<td>5.2</td>
<td>500</td>
</tr>
<tr>
<td>ga00750a-1</td>
<td>1</td>
<td>1</td>
<td>562500</td>
<td>1.0</td>
<td>750</td>
</tr>
<tr>
<td>ga00750b-1</td>
<td>1</td>
<td>1</td>
<td>562500</td>
<td>1.3</td>
<td>750</td>
</tr>
<tr>
<td>ga00750c-1</td>
<td>1</td>
<td>1</td>
<td>562500</td>
<td>2.9</td>
<td>750</td>
</tr>
<tr>
<td>Partial average</td>
<td>1</td>
<td>1</td>
<td>291667</td>
<td>4.0</td>
<td>500</td>
</tr>
<tr>
<td>Global average</td>
<td>7</td>
<td>4</td>
<td>2041667</td>
<td>2.5</td>
<td>1125</td>
</tr>
</tbody>
</table>
SLR CPU time is very competitive, since at the price of an extra 64% of CPU time, we solve up to optimality 16 instances. For the two remaining instances we can evaluate its quality by the SLR lower bound. For the Koerkel-Ghosh instances SLR is less competitive (quality solution and CPU time) compared to [RW06]. However, for these instances and by using the SLR bounds we can determine for the first time that, on average, the [RW06] solutions are at least 99.18% optimal.

5 Conclusions

This paper is a continuation of [BTV06], which introduced the semi-Lagrangian relaxation (SLR). In that paper large-scale instances of the p-median problem were successfully solved by SLR. Two key ingredients were present: first, the SLR drastically reduced the number of
<table>
<thead>
<tr>
<th>Instance</th>
<th>Nb. of completed iterations</th>
<th>Total CPU time (sec.)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Oracle 1</td>
<td>Oracle 2</td>
</tr>
<tr>
<td></td>
<td>PACCPM (5.a)</td>
<td>DA (5.b)</td>
</tr>
<tr>
<td>500-1000</td>
<td>128</td>
<td>1</td>
</tr>
<tr>
<td>500-10</td>
<td>100</td>
<td>1</td>
</tr>
<tr>
<td>500-10</td>
<td>177</td>
<td>1</td>
</tr>
<tr>
<td>1000-1000</td>
<td>121</td>
<td>1</td>
</tr>
<tr>
<td>1000-10</td>
<td>276</td>
<td>2</td>
</tr>
<tr>
<td>1000-10</td>
<td>535</td>
<td>29</td>
</tr>
<tr>
<td>1500-1000</td>
<td>128</td>
<td>1</td>
</tr>
<tr>
<td>1500-10</td>
<td>311</td>
<td>1</td>
</tr>
<tr>
<td>1500-10</td>
<td>327</td>
<td>24</td>
</tr>
<tr>
<td>2000-1000</td>
<td>137</td>
<td>1</td>
</tr>
<tr>
<td>2000-10</td>
<td>245</td>
<td>1</td>
</tr>
<tr>
<td>2000-10</td>
<td>408</td>
<td>40</td>
</tr>
<tr>
<td>2500-1000</td>
<td>136</td>
<td>1</td>
</tr>
<tr>
<td>2500-10</td>
<td>342</td>
<td>2</td>
</tr>
<tr>
<td>2500-10</td>
<td>754</td>
<td>1</td>
</tr>
<tr>
<td>3000-1000</td>
<td>160</td>
<td>5</td>
</tr>
<tr>
<td>3000-10</td>
<td>427</td>
<td>10</td>
</tr>
<tr>
<td>3000-10</td>
<td>413</td>
<td>1</td>
</tr>
<tr>
<td>Partial average</td>
<td>285</td>
<td>7</td>
</tr>
<tr>
<td>gs00250a-1</td>
<td>209</td>
<td>11</td>
</tr>
<tr>
<td>gs00250b-1</td>
<td>165</td>
<td>11</td>
</tr>
<tr>
<td>gs00250c-1</td>
<td>252</td>
<td>37</td>
</tr>
<tr>
<td>gs00500a-1</td>
<td>195</td>
<td>0</td>
</tr>
<tr>
<td>gs00500b-1</td>
<td>191</td>
<td>2</td>
</tr>
<tr>
<td>gs00500c-1</td>
<td>143</td>
<td>14</td>
</tr>
<tr>
<td>gs00750a-1</td>
<td>192</td>
<td>0</td>
</tr>
<tr>
<td>gs00750b-1</td>
<td>143</td>
<td>1</td>
</tr>
<tr>
<td>gs00750c-1</td>
<td>140</td>
<td>8</td>
</tr>
<tr>
<td>ga00250a-1</td>
<td>177</td>
<td>9</td>
</tr>
<tr>
<td>ga00250b-1</td>
<td>229</td>
<td>12</td>
</tr>
<tr>
<td>ga00250c-1</td>
<td>156</td>
<td>36</td>
</tr>
<tr>
<td>ga00500a-1</td>
<td>233</td>
<td>0</td>
</tr>
<tr>
<td>ga00500b-1</td>
<td>229</td>
<td>3</td>
</tr>
<tr>
<td>ga00500c-1</td>
<td>150</td>
<td>16</td>
</tr>
<tr>
<td>ga00750a-1</td>
<td>199</td>
<td>0</td>
</tr>
<tr>
<td>ga00750b-1</td>
<td>137</td>
<td>1</td>
</tr>
<tr>
<td>ga00750c-1</td>
<td>126</td>
<td>10</td>
</tr>
<tr>
<td>Partial average</td>
<td>181</td>
<td>10</td>
</tr>
<tr>
<td>Global average</td>
<td>233</td>
<td>8</td>
</tr>
</tbody>
</table>
relevant variables; and second, the SLR decomposed the relaxed p-median instances into many smaller (easier) subproblems. In the current paper, the decomposition of the uncapacitated facility location (UFL) instances induced by the SLR is far less important. Nonetheless, the variable reduction is very high. In this way, SLR is able to solve many previously unsolved UFL instances: our implementation of SLR often provides an optimal primal solution, because it benefits of the strong combinatorial property of a zero duality gap.

We proposed an extension of Koerkel dual multi-ascent method to solve the general SLR problem. We proved convergence, a property that does not hold for the LR problem. We studied the properties of the SLR dual problem in the UFL case. From the properties of the SLR, we know that the optimal set of the SLR dual problem is unbounded. We have shown that for the UFL problem we can restrict our search to a box whose definition depends on the problem costs. This property does not turn out to be very helpful in solving practical instances with the dual ascent method. This is not the case with with the proximal analytic center cutting plane method: the explicit use of this box improves the performance of this algorithm.

An interesting finding of our investigations is that the two methods we used to handle the master program, produce dual variables that keep the dimension of the UFL oracle very low. With the dual ascent method, 97.5% of the primal subproblem variables are fixed (to zero) in average. The same figure for Proximal-ACCPM, is 97.0%. The difference seems to be negligible, yet the computations show that it is sufficient to make the subproblem substantially harder with Proximal-ACCPM. This would give an edge to the dual ascent, but Proximal-ACCPM still achieves a 65% reduction of the total CPU, because it requires nearly 3 times less subproblem solves.

The SLR approach has solved in two hours or less, 18 out of 36 previously unsolved UFL instances from the UflLib. For the remaining 18 still unsolved UFL instances, we have improved the Lagrangian lower bound and confirmed that the Hybrid Multistart heuristic of [RW06] provides near optimal solutions (over 99% optimal). In this study, the Proximal-ACCPM has slightly better performance than the dual ascent: it has produced similar and sometimes better solutions with a CPU time reduction of 35%. Within the 2 hours CPU time limit, Proximal-ACCPM and the dual ascent method have fully solved 18 and 16 UFL instances, respectively. The advantage of the dual ascent method is its extreme simplicity compared to Proximal-ACCPM.

The final conclusion of this paper is that in the framework of the SLR, the combination of an efficient MIP solver (as CPLEX) and an effective dual solver (as Proximal-ACCPM), represents a competitive approach to tackle some combinatorial problems.
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