Alternating directions based contraction method for generally separable linearly constrained convex programming problems
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Abstract. The classical alternating direction method (ADM) has been well studied in the context of linearly constrained convex programming problems and variational inequalities where both the involved operators and constraints are separable into two parts. In particular, recentness has witnessed a number of novel applications arising in diversified areas (e.g. Image Processing and Statistics), for which the ADM is surprisingly efficient. Despite the apparent significance, it is still not clear whether the ADM can be extended to the case where the number of separable parts emerging in the involved operators and constraints is three, no speaking of the generally separable case with finitely many of separable parts. This paper is to extend the spirit of ADM to solve such generally separable linearly constrained convex programming problems that both the involved operators and constraints are separable into finitely many of parts. As a result, the first implementable algorithm—an ADM based contraction type algorithm, is developed for solving such generally separable linearly constrained convex programming problems. The realization of tackling this class of problems substantially broadens the applicable scope of ADM in more areas.
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1 Introduction

For solving the linearly constrained convex programming problem:

\begin{equation}
\min \{ \theta(u) \mid Qu = b, \ u \in U \},
\end{equation}

where $\theta(u) : \mathbb{R}^n \to \mathbb{R}$ is a closed proper convex function (not necessarily smooth); $Q \in \mathbb{R}^{l \times n}$; $b \in \mathbb{R}^l$ and $U \subseteq \mathbb{R}^n$ is a closed convex set, the classical augmented Lagrangian method (ALM) generates the sequence of iterates via the following scheme:

\begin{align*}
\begin{cases}
    u^{k+1} &= \text{Argmin} \{ L_A(u, \lambda^k) \doteq \theta(u) - (\lambda^k)^T (Qu - b) + \frac{\beta}{2} \|Qu - b\|^2 \mid u \in U\}, \\
    \lambda^{k+1} &= \lambda^k - \beta(Qu^{k+1} - b),
\end{cases}
\end{align*}

where $\beta > 0$ is the penalty parameter for the violation of the linear constraint and $\lambda^k \in \mathbb{R}^l$ is the associated Lagrange multiplier. We refer to, e.g. [1, 23], for the intensive study of ALM.

An important and self-interested scenario of (1.1), which captures concrete applications in many fields, is the following case where both the objective function and the constraint in (1.1) are separable into two parts:

\begin{equation}
\min \{ \theta_1(x) + \theta_2(y) \mid Ax + By = b, \ x \in \mathcal{X}, \ y \in \mathcal{Y} \},
\end{equation}
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where $\theta_1 : \mathbb{R}^{n_1} \to \mathbb{R}$ and $\theta_2 : \mathbb{R}^{n_2} \to \mathbb{R}$ are closed proper convex functions (not necessarily smooth); $A \in \mathbb{R}^{l \times n_1}$ and $B \in \mathbb{R}^{l \times n_2}$; $\mathcal{X} \subseteq \mathbb{R}^{n_1}$ and $\mathcal{Y} \subseteq \mathbb{R}^{n_2}$ are closed convex sets; and $n_1 + n_2 = n$. Applying directly the ALM, we easily have the ALM-specified iterative scheme for (1.2):

\[
\begin{align*}
(x^{k+1}, y^{k+1}) &= \text{Argmin} \left\{ \theta_1(x) + \theta_2(y) - (\lambda^k)^T (Ax + By - b) + \frac{\beta}{2} \|Ax + By - b\|^2 \mid x \in \mathcal{X}, y \in \mathcal{Y} \right\}, \\
\lambda^{k+1} &= \lambda^k - \beta (Ax^{k+1} + By^{k+1} - b).
\end{align*}
\]

(1.3)

The direct implementation of ALM, however, treats the well-structured problem (1.2) as a generic convex programming and ignores completely the nice separable structure emerging in both the objective function and constraint of (1.2). Hence, not structure-exploited.

The alternating direction method (ADM), which dates back to [11, 12] and is closely related to the Douglas-Rachford operator splitting method [5, 24], is perhaps the most popular method for solving (1.2). More specifically, the iterative scheme of ADM for (1.2) is:

\[
\begin{align*}
x^{k+1} &= \text{Argmin} \left\{ \theta_1(x) - (\lambda^k)^T (Ax + By^k - b) + \frac{\beta}{2} \|Ax + By^k - b\|^2 \mid x \in \mathcal{X} \right\}; \\
y^{k+1} &= \text{Argmin} \left\{ \theta_2(y) - (\lambda^k)^T (Ax^{k+1} + By - b) + \frac{\beta}{2} \|Ax^{k+1} + By - b\|^2 \mid y \in \mathcal{Y} \right\}; \\
\lambda^{k+1} &= \lambda^k - \beta (Ax^{k+1} + By^{k+1} - b).
\end{align*}
\]

Therefore, ADM can be viewed as a practical and structured-exploited variant (split form or relaxed form) of ALM for solving the separable problem (1.2), with the adaption of minimizing the involved separable variables $x$ and $y$ separately in an alternating order. Because of its significant efficiency and easy implementation, ADM has attracted wide attention of many authors in various areas, see e.g. [2, 4, 6, 8, 10, 13, 14, 16, 18, 19, 26]. In particular, some novel and attractive applications of ADM have been discovered very recently, e.g. the total-variation problem in Image Processing [7, 22, 28], the covariance selection problem and semidefinite least square problem in Statistics [17, 30], the semidefinite programming problems [25, 27], the sparse and low-rank recovery problem in Engineering [21, 31].

For obvious reasons, we are interested in the extension of ADM to the generally separable case of (1.1) in the sense that both the objective function and the constraints are separable into more than two parts—more specifically, finitely many of parts:

\[
\min \{ \theta_1(x_1) + \theta_2(x_2) + \cdots + \theta_m(x_m) \mid \sum_{i=1}^{m} A_i x_i = b, \ x_i \in \mathcal{X}_i, \ i = 1, 2, \ldots, m\},
\]

(1.4)

where $\theta_i : \mathbb{R}^{n_i} \to \mathbb{R}$ ($i = 1, 2, \ldots, m$) are closed proper convex functions (not necessarily smooth); $A_i \in \mathbb{R}^{l \times n_i}$ ($i = 1, 2, \ldots, m$); $\mathcal{X}_i \subseteq \mathbb{R}^{n_i}$ ($i = 1, 2, \ldots, m$) are closed convex sets; and $\sum_{i=1}^{m} n_i = n$. Throughout, we assume that the solution set of (1.4) is not empty. It is then natural to manage to extend ADM to solve the general case (1.4), resulting in the following scheme:

\[
\begin{align*}
x_1^{k+1} &= \text{Argmin} \left\{ \theta_1(x_1) - (\lambda^k)^T p_1(x_1) + \frac{\beta}{2} \|p_1(x_1)\|^2 \mid x_1 \in \mathcal{X}_1 \right\}; \\
\vdots \\
x_i^{k+1} &= \text{Argmin} \left\{ \theta_i(x_i) - (\lambda^k)^T p_i(x_i) + \frac{\beta}{2} \|p_i(x_i)\|^2 \mid x_i \in \mathcal{X}_i \right\}; \\
\vdots \\
x_m^{k+1} &= \text{Argmin} \left\{ \theta_m(x_m) - (\lambda^k)^T p_m(x_m) + \frac{\beta}{2} \|p_m(x_m)\|^2 \mid x_m \in \mathcal{X}_m \right\}; \\
\lambda^{k+1} &= \lambda^k - \beta (\sum_{j=1}^{m} A_j x_j^{k+1} - b).
\end{align*}
\]

(1.5)
where
\[ p_i(x_i) = \sum_{j=1}^{i-1} A_j x_j^{k+1} + A_i x_i + \sum_{j=i+1}^{m} A_j x_j^k - b, \quad i = 1, \ldots, m, \]
and the involved subproblems of (1.5) are solved consecutively in the ADM manner. Unfortunately, the validity of this extension (1.5) is so far not clear. In fact, even for the special case of (1.4) where \( m = 3 \), the convergence of the extended ADM (1.5) is still open.

In this paper, we show that although the convergence of the extended ADM (1.5) is ambiguous, the iterate generated by (1.5) is readily useful for constructing a beneficial descent direction, along which a closer iterate to the solution set of (1.4) can be easily obtained via identifying an appropriate step size with economic load of computation. In this sense, we extend the spirit of the ADM from the eligible case where \( m = 2 \) to the general case with arbitrary \( m \), and derive an implementable ADM-based algorithm for solving the linearly constrained convex programming problem (1.4) with full extent of separable structure. To our best knowledge, it is the first time to develop trackable algorithms for (1.4) based on the full utilization of its separable structure. Hence, we name the new method to be proposed as the Alternating Directions Based Contraction (ADBC) method.

The rest of the paper is organized as follows. We first propose the ADBC method for the special case of (1.4) where \( m = 3 \) in Section 2, with the aim of exposing the main idea more clearly. Convergence for this case will also be provided in this section. In Section 3, we complete the delineation of the ADBC method for the general case of (1.4). Some discussions on the potential improvements of the ADBC method are provided in Section 4, and thus some more advanced and practical versions of the ADBC method are proposed conceptually. Finally, some conclusions are made in Section 5.

2 The case with three separable parts

In this section, we focus on the special case of (1.4) where \( m = 3 \) in order to expose the main idea and avoid complicated notation resulted by the general case of (1.4). More specifically, we rewrite this case in the following form:
\[
\min \{ \theta_1(x) + \theta_2(y) + \theta_3(z) | Ax + By + Cz = b, \ x \in \mathcal{X}, y \in \mathcal{Y}, z \in \mathcal{Z} \},
\]
where \( \theta_i : \mathbb{R}^{n_i} \to \mathbb{R} \) (\( i = 1, 2, 3 \)) are closed proper convex functions (not necessarily smooth); \( A \in \mathbb{R}^{l \times n_1}, B \in \mathbb{R}^{l \times n_2} \) and \( C \in \mathbb{R}^{l \times n_3}; \mathcal{X} \subseteq \mathbb{R}^{n_1}, \mathcal{Y} \subseteq \mathbb{R}^{n_2} \) and \( \mathcal{Z} \subseteq \mathbb{R}^{n_3} \) are closed convex sets; and \( n_1 + n_2 + n_3 = n \).

2.1 Algorithm

Let \( H \in \mathbb{R}^{l \times l} \) and \( G \in \mathbb{R}^{(n_2+n_3+l) \times (n_2+n_3+l)} \) be given positive definite matrices; \( \| \cdot \|_H \) and \( \| \cdot \|_G \) denote the \( H \)-norm and \( G \)-norm, respectively; \( \gamma \in (0, 2) \). For convenience, we use the notations \( w = (x, y, z, \lambda) \) and \( v = (y, z, \lambda); \ w^i = (x^i, y^i, z^i, \lambda^i); \ w^i = (\tilde{x}^i, \tilde{y}^i, \tilde{z}^i, \tilde{\lambda}^i); \ v^i = (y^i, z^i, \lambda^i) \) and
\( \tilde{w}^i = (\tilde{y}^i, \tilde{z}^i, \tilde{\lambda}^i) \) for any positive integer \( i \). Let
\[
M = \begin{pmatrix}
B^T H B & 0 & 0 \\
C^T H B & C^T H C & 0 \\
0 & 0 & H^{-1}
\end{pmatrix}
\]
and \( d(u, v) = M(u - v) \). \hspace{1cm} (2.2)

For the given \( v^k = (y^k, z^k, \lambda^k) \), the ADBC method for (2.1) generates the new iterative \( u^k = (x^{k+1}, y^{k+1}, z^{k+1}, \lambda^{k+1}) \) via the following steps.

**The \( k \)-th iteration of the ADBC method for (2.1):**

**Step 1. The ADM step:**
\[
\tilde{x}^k = \text{Argmin}\{\theta_1(x) - (\lambda^k)^T A x + \frac{1}{2} \| A x + B y^k + C z^k - b \|_H^2 \mid x \in X\}, \hspace{1cm} (2.3a)
\]
\[
\tilde{y}^k = \text{Argmin}\{\theta_2(y) - (\lambda^k)^T B y + \frac{1}{2} \| A \tilde{x}^k + B y + C z^k - b \|_H^2 \mid y \in Y\}, \hspace{1cm} (2.3b)
\]
\[
\tilde{z}^k = \text{Argmin}\{\theta_3(z) - (\lambda^k)^T C z + \frac{1}{2} \| A \tilde{x}^k + B \tilde{y}^k + C z - b \|_H^2 \mid z \in Z\}, \hspace{1cm} (2.3c)
\]
\[
\tilde{\lambda}^k = \lambda^k - H(A \tilde{x}^k + B \tilde{y}^k + C \tilde{z}^k - b). \hspace{1cm} (2.3d)
\]

**Step 2. The contractive step:**
\[
\begin{cases}
x^{k+1} = \tilde{x}^k, \\
y^{k+1} = y^k - \alpha_k G^{-1} d(v^k, \tilde{v}^k),
\end{cases} \hspace{1cm} (2.4)
\]

where
\[
\alpha_k = \gamma \alpha_s, \hspace{1cm} \frac{\varphi(v^k, \tilde{v}^k)}{\| G^{-1} d(v^k, \tilde{v}^k) \|_G^2} \hspace{1cm} (2.5)
\]

with
\[
\varphi(v^k, \tilde{v}^k) := (v^k - \tilde{v}^k)^T d(v^k, \tilde{v}^k) + (\lambda^k - \tilde{\lambda}^k)^T (B(v^k - \tilde{v}^k) + C(z^k - \tilde{z}^k)). \hspace{1cm} (2.6)
\]

**Remark 2.1** As shown above, the proposed ADBC method falls into the algorithmic framework of prediction-correction methods, where the ADM step generates the predictor \((\tilde{x}^k, \tilde{y}^k, \tilde{z}^k, \tilde{\lambda}^k)\), and the new iterate \((x^{k+1}, y^{k+1}, z^{k+1}, \lambda^{k+1})\) is obtained by further correcting the predictor via the contractive step.

**Remark 2.2** It is easy to see that the ADM step (2.3) dominates the computation of each iteration of the ADBC method, while the contractive step (2.4) is much cheaper numerically.

**Remark 2.3** In some practical applications, \( B \) and \( C \) in (2.1) are identity matrices. In this case, if we take \( H = \beta I \), it follows that
\[
M = \begin{pmatrix}
\beta I & 0 & 0 \\
\beta I & \beta I & 0 \\
0 & 0 & \frac{1}{\beta} I
\end{pmatrix}
\]
and
\[
\varphi(v^k, \tilde{v}^k) = \beta \{ \| y^k - \tilde{y}^k \|_2^2 + \| z^k - \tilde{z}^k \|_2^2 + (y^k - \tilde{y}^k)^T (z^k - \tilde{z}^k) \} + \frac{1}{\beta} \| \lambda^k - \tilde{\lambda}^k \|_2^2 + (\lambda^k - \tilde{\lambda}^k)^T ((y^k - \tilde{y}^k) + (z^k - \tilde{z}^k)).
\]
Remark 2.4 There are different choices for selecting the positive definite matrix $G$. In the case when $M$ is non-singular, by setting $G = MM^T$, the update form (2.4) becomes

$$v^{k+1} = v^k - \gamma \alpha^*_k M^{-T}(v^k - \bar{v}^k) \quad \text{and} \quad \alpha^*_k = \frac{\varphi(v^k, \bar{v}^k)}{\|v^k - \bar{v}^k\|^2}. \quad (2.7)$$

For the special case described in Remark 2.3, (2.7) is particularly recommended.

Remark 2.5 When $\theta_3(z) = 0$ and $C = 0$, the ADM step (2.3a) - (2.3d) reduces to the classical ADM for the special case of (1.4) with two separable parts. In this case,

$$M = \begin{pmatrix} B^T H B & 0 \\ 0 & H^{-1} \end{pmatrix} \quad (2.8)$$

is symmetric and positive semi-definite. Even if $M$ is semi-definite, in (2.4) we can set

$$G^{-1} d(v^k, \bar{v}^k) = v^k - \bar{v}^k.$$

Then, using the strategy of determining step sizes in (2.5), it leads to the following scheme:

$$v^{k+1} = v^k - \gamma \alpha^*_k (v^k - \bar{v}^k) \quad \text{and} \quad \alpha^*_k = \frac{\varphi(v^k, \bar{v}^k)}{\|v^k - \bar{v}^k\|^2_M},$$

which recovers exactly the ADM-based descent method in [29]. However, we note that the above strategy of linear combination does not work for the general case of (1.4) where $m > 2$, and the mainly reason is that the corresponding matrix $M$ (as defined in (2.2)) is no longer symmetric.

2.2 The variational inequality characterization

Let $\partial(\cdot)$ denote the subgradient operator of a convex function; let $f(x) \in \partial(\theta_1(x))$, $g(y) \in \partial(\theta_2(y))$ and $h(z) \in \partial(\theta_3(z))$, respectively. Then, it is easy to verify that the convex programming problem (2.1) is characterized by the following variational inequality: Find $w^* = (x^*, y^*, z^*, \lambda^*) \in W := \mathcal{X} \times \mathcal{Y} \times \mathcal{Z} \times \mathbb{R}$ such that

$$\begin{cases} (x' - x^*)^T \{ f(x^*) - A^T \lambda^* \} \geq 0, \\ (y' - y^*)^T \{ g(y^*) - B^T \lambda^* \} \geq 0, \\ (z' - z^*)^T \{ h(z^*) - C^T \lambda^* \} \geq 0, \\ (\lambda' - \lambda^*)^T (Ax^* + By^* + Cz^* - b) \geq 0, \end{cases} \quad \forall w' = (x', y', z', \lambda') \in W, \quad (2.9)$$

or in the more compact form:

$$(w' - w^*)^T F(w^*) \geq 0, \quad \forall w' \in W, \quad (2.10)$$

where

$$w = \begin{pmatrix} x \\ y \\ z \\ \lambda \end{pmatrix} \quad \text{and} \quad F(w) = \begin{pmatrix} f(x) - A^T \lambda \\ g(y) - B^T \lambda \\ h(z) - C^T \lambda \\ Ax + By + Cz - b \end{pmatrix}. \quad (2.11)$$

Note that $F(w)$ defined in (2.11) is monotone whenever $f$, $g$ and $h$ are monotone. Under the nonempty assumption on the solution set of (1.4), the solution set of (2.10)-(2.11), denoted by $W^*,$
2.3 Rationale of ADM based descent directions

Thus, we have

\[ \text{Recall that (2.2) implies that} \]

**Proof.** Theorem 2.1

the unknown distance function

\( \|\nu - v^*\|^2 \) at \( v = v^k \). Hence, the rationale of developing the descent step (2.4) is justified.

**Theorem 2.1** Let \( \hat{v}^k = (\hat{y}^k, \hat{z}^k, \hat{\lambda}^k) \) be generated by the ADM step (2.3) from the given vector \( v^k = (y^k, z^k, \lambda^k) \). Then, we have

\[
\varphi(v^k, \hat{v}^k) = \frac{1}{2} \left( \|B(y^k - \hat{y}^k)\|_H^2 + \|C(z^k - \hat{z}^k)\|_H^2 + \|\lambda^k - \hat{\lambda}^k\|_{H^{-1}}^2 \right) + \frac{1}{2} \|A\hat{z}^k + By^k + Cz^k - b\|_H^2, \tag{2.13}\]

where \( \varphi(v^k, \hat{v}^k) \) is defined in (2.6).

**Proof.** Recall that (2.2) implies that

\[
d(v^k, \hat{v}^k) = \begin{pmatrix} B^T H B \\ C^T H B \\ 0 \end{pmatrix} \begin{pmatrix} C^T H C & 0 \end{pmatrix} \begin{pmatrix} y^k - \hat{y}^k \\ z^k - \hat{z}^k \\ \lambda^k - \hat{\lambda}^k \end{pmatrix}. \]

Thus, we have

\[
(v^k - \hat{v}^k)^T d(v^k, \hat{v}^k) = \begin{pmatrix} B(y^k - \hat{y}^k) \\ C(z^k - \hat{z}^k) \\ \lambda^k - \hat{\lambda}^k \end{pmatrix}^T \begin{pmatrix} H & \frac{1}{2} H & 0 \\ \frac{1}{2} H & H & 0 \\ 0 & 0 & H^{-1} \end{pmatrix} \begin{pmatrix} B(y^k - \hat{y}^k) \\ C(z^k - \hat{z}^k) \\ \lambda^k - \hat{\lambda}^k \end{pmatrix} + \frac{1}{2} \|B(y^k - \hat{y}^k)\|_H^2 + \|C(z^k - \hat{z}^k)\|_H^2 + \|\lambda^k - \hat{\lambda}^k\|_{H^{-1}}^2. \tag{2.14}\]

is also nonempty. In fact, according to Theorem 2.3.5 in [9], \( W^* \) is convex. With the notation of \( v = (y, z, \lambda) \), we also define

\[
\mathcal{V}^* := \{(y^*, z^*, \lambda^*) | (x^*, y^*, z^*, \lambda^*) \in W^* \}. \]

On the other hand, note that the main subproblems (2.3a)-(2.3c) dominating the computation of each iteration of the proposed method can be rewritten into the variational inequality forms:

\[
\begin{align*}
\tilde{x}^k & \in \mathcal{X}, \quad (x' - \tilde{x}^k)^T \{f(\tilde{x}^k) - A^T \lambda^k - H(A\tilde{x}^k + By^k + Cz^k - b)\} \geq 0, \quad \forall x' \in \mathcal{X}; \quad (2.12a) \\
\tilde{y}^k & \in \mathcal{Y}, \quad (y' - \tilde{y}^k)^T \{g(\tilde{y}^k) - B^T \lambda^k - H(A\tilde{x}^k + By^k + Cz^k - b)\} \geq 0, \quad \forall y' \in \mathcal{Y}; \quad (2.12b) \\
\tilde{z}^k & \in \mathcal{Z}, \quad (z' - \tilde{z}^k)^T \{h(\tilde{z}^k) - C^T \lambda^k - H(A\tilde{x}^k + By^k + Cz^k - b)\} \geq 0, \quad \forall z' \in \mathcal{Z}. \quad (2.12c)
\end{align*}
\]
Now, we turn to deal with the second term of the right-hand-side of (2.6). By manipulations, we have

\[
\begin{align*}
(\lambda^k - \bar{\lambda}^k)^T (B(y^k - \bar{y}^k) + C(z^k - \bar{z}^k)) \\
= \begin{pmatrix} B(y^k - \bar{y}^k) \\ C(z^k - \bar{z}^k) \\ \lambda^k - \bar{\lambda}^k \end{pmatrix}^T \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ I & I & 0 \end{pmatrix} \begin{pmatrix} B(y^k - \bar{y}^k) \\ C(z^k - \bar{z}^k) \\ \lambda^k - \bar{\lambda}^k \end{pmatrix} \\
= \frac{1}{2} \left( \begin{pmatrix} B(y^k - \bar{y}^k) \\ C(z^k - \bar{z}^k) \\ \lambda^k - \bar{\lambda}^k \end{pmatrix}^T \begin{pmatrix} 0 & 0 & I \\ 0 & 0 & I \\ I & I & 0 \end{pmatrix} \begin{pmatrix} B(y^k - \bar{y}^k) \\ C(z^k - \bar{z}^k) \\ \lambda^k - \bar{\lambda}^k \end{pmatrix} \right).
\end{align*}
\]  

(2.15)

Adding (2.14) and (2.15), it follows that

\[
\varphi(v^k, \bar{v}^k) = \frac{1}{2} \begin{pmatrix} B(y^k - \bar{y}^k) \\ C(z^k - \bar{z}^k) \\ \lambda^k - \bar{\lambda}^k \end{pmatrix}^T \begin{pmatrix} H & H & I \\ H & H & I \\ I & I & H^{-1} \end{pmatrix} \begin{pmatrix} B(y^k - \bar{y}^k) \\ C(z^k - \bar{z}^k) \\ \lambda^k - \bar{\lambda}^k \end{pmatrix} \\
+ \frac{1}{2} \left( \|B(y^k - \bar{y}^k)\|_H^2 + \|C(z^k - \bar{z}^k)\|_H^2 + \|\lambda^k - \bar{\lambda}^k\|_H^2 \right). 
\]  

(2.16)

Because

\[
\begin{pmatrix} H & H & I \\ H & H & I \\ I & I & H^{-1} \end{pmatrix} = \begin{pmatrix} I \\ I \\ H^{-1} \end{pmatrix} H(I, I, H^{-1}),
\]

we have

\[
\frac{1}{2} \begin{pmatrix} B(y^k - \bar{y}^k) \\ C(z^k - \bar{z}^k) \\ \lambda^k - \bar{\lambda}^k \end{pmatrix}^T \begin{pmatrix} H & H & I \\ H & H & I \\ I & I & H^{-1} \end{pmatrix} \begin{pmatrix} B(y^k - \bar{y}^k) \\ C(z^k - \bar{z}^k) \\ \lambda^k - \bar{\lambda}^k \end{pmatrix} \\
= \frac{1}{2} \left( \|B(y^k - \bar{y}^k) + C(z^k - \bar{z}^k) + H^{-1}(\lambda^k - \bar{\lambda}^k)\|_H^2 \right) \\
= \frac{1}{2} \|Ax^k + By^k + Cz^k - b\|_H^2.
\]  

(2.17)

Assertion (2.13) follows from (2.16) and (2.17) directly. □

Recall (2.12). For any \((x, y, z) \in X \times Y \times Z\), we have

\[
\begin{pmatrix} x - \bar{x}^k \\ y - \bar{y}^k \\ z - \bar{z}^k \end{pmatrix}^T \begin{pmatrix} f(\bar{x}^k) - A^T[\lambda^k - H(A\bar{x}^k + By^k + Cz^k - b)] \\ g(\bar{y}^k) - B^T[\lambda^k - H(A\bar{x}^k + By^k + Cz^k - b)] \\ h(\bar{z}^k) - C^T[\lambda^k - H(A\bar{x}^k + By^k + Cz^k - b)] \end{pmatrix} \geq 0. 
\]  

(2.18)

If \(\varphi(v^k, \bar{v}^k) = 0\), it follows from (2.13) that

\[
B(y^k - \bar{y}^k) = 0, \quad C(z^k - \bar{z}^k) = 0
\]

and

\[
Ax^k + By^k + Cz^k - b = H^{-1}(\lambda^k - \bar{\lambda}^k) = 0.
\]
Substituting it in (2.18), we get
\[
\begin{pmatrix}
  x - \tilde{x}_k \\
y - \tilde{y}_k \\
z - \tilde{z}_k
\end{pmatrix}
\begin{pmatrix}
f(\tilde{z}_k) - A^T\tilde{\lambda}_k \\
g(\tilde{y}_k) - B^T\tilde{\lambda}_k \\
h(\tilde{z}_k) - C^T\tilde{\lambda}_k
\end{pmatrix}
\geq 0, \quad \forall u \in U,
\] (2.19)
which implies that \( \tilde{u}^k \in V^* \).

**Lemma 2.1** Let \( \tilde{w}^k = (\tilde{x}_k, \tilde{y}_k, \tilde{z}_k, \tilde{\lambda}_k) \) be generated by the ADM step (2.3) from the given vector \( v^k = (y^k, z^k, \lambda^k) \). Then, we have
\[
\tilde{w}^k \in W, \quad (w' - \tilde{w}^k)^T d_2(v^k, \tilde{w}^k) \geq (w' - \tilde{w}^k)^T d_1(v^k, \tilde{w}^k), \quad \forall w' \in W,
\] (2.20)
where
\[
d_1(v^k, \tilde{w}^k) = \begin{pmatrix}
0 & 0 & 0 \\
B^T H B & 0 & 0 \\
C^T H B & C^T H C & 0 \\
0 & 0 & H^{-1}
\end{pmatrix}
\begin{pmatrix}
y^k - \tilde{y}_k \\
z^k - \tilde{z}_k \\
\lambda^k - \tilde{\lambda}_k
\end{pmatrix}
\] (2.21)
and
\[
d_2(v^k, \tilde{w}^k) = F(\tilde{w}^k) + \begin{pmatrix}
A^T \\
B^T \\
C^T
\end{pmatrix}
\begin{pmatrix}
B (y^k - \tilde{y}_k) + C(z^k - \tilde{z}_k)
\end{pmatrix}. \tag{2.22}
\]

**Proof.** The proof consists of some manipulations. Using (2.3d), it follows from (2.18) that for any \( (x, y, z) \in X \times Y \times Z \), we have
\[
\begin{pmatrix}
x' - \tilde{x}_k \\
y' - \tilde{y}_k \\
z' - \tilde{z}_k \\
\lambda' - \tilde{\lambda}_k
\end{pmatrix}
\begin{pmatrix}
f(\tilde{z}_k) - A^T\tilde{\lambda}_k \\
g(\tilde{y}_k) - B^T\tilde{\lambda}_k \\
h(\tilde{z}_k) - C^T\tilde{\lambda}_k
\end{pmatrix}
\geq 0. \tag{2.23}
\]
Adding
\[
\begin{pmatrix}
x' - \tilde{x}_k \\
y' - \tilde{y}_k \\
z' - \tilde{z}_k \\
\lambda' - \tilde{\lambda}_k
\end{pmatrix}
\begin{pmatrix}
0 \\
B^T H B (y^k - \tilde{y}_k) \\
C^T H B (y^k - \tilde{y}_k) + C^T H C (z^k - \tilde{z}_k) \\
H^{-1} (\lambda^k - \tilde{\lambda}_k)
\end{pmatrix}
\]
to both sides of (2.23) and using
\[
A \tilde{x}_k + B \tilde{y}_k + C \tilde{z}_k - b = H^{-1}(\lambda^k - \tilde{\lambda}_k),
\]
we get \( \tilde{w}^k \in W \) and
\[
\begin{pmatrix}
x' - \tilde{x}_k \\
y' - \tilde{y}_k \\
z' - \tilde{z}_k \\
\lambda' - \tilde{\lambda}_k
\end{pmatrix}
\begin{pmatrix}
f(\tilde{z}_k) - A^T\tilde{\lambda}_k \\
g(\tilde{y}_k) - B^T\tilde{\lambda}_k \\
h(\tilde{z}_k) - C^T\tilde{\lambda}_k
\end{pmatrix}
\geq
\begin{pmatrix}
0 \\
B^T H B (y^k - \tilde{y}_k) \\
C^T H B (y^k - \tilde{y}_k) + C^T H C (z^k - \tilde{z}_k) \\
H^{-1} (\lambda^k - \tilde{\lambda}_k)
\end{pmatrix}, \quad \forall w' \in W.
\]
Using the notations $F(w)$, $d_1(v^k, \bar{v}^k)$ and $d_2(v^k, \bar{w}^k)$, this lemma follows immediately. \hfill \Box

Since (see (2.2) and (2.21))

$$d_1(v^k, \bar{v}^k) = \begin{pmatrix} 0 \\ d(v^k, \bar{v}^k) \end{pmatrix}, \quad (2.24)$$

we have

$$(\bar{v}^k - v^* )^T d(v^k, \bar{v}^k) = (\bar{w}^k - w^* )^T d_1(v^k, \bar{v}^k). \quad (2.25)$$

In order to show the descent property of $-d(v^k, \bar{v}^k)$, we investigate the right-hand-side of (2.25).

**Lemma 2.2** Let $\bar{w}^k = (\bar{x}^k, \bar{y}^k, \bar{z}^k, \bar{\lambda}^k)$ be generated by the ADM step (2.3) from the given vector $v^k = (y^k, z^k, \lambda^k)$. Then, we have

$$(\bar{w}^k - w^* )^T d_1(v^k, \bar{v}^k) \geq (\lambda^k - \bar{\lambda}^k)^T (B(y^k - \bar{y}^k) + C(z^k - \bar{z}^k)), \quad \forall w^* \in W^*, \quad (2.26)$$

where $d_1(v^k, \bar{v}^k)$ is defined in (2.21).

**Proof.** Since $w^* \in W$, it follows from (2.20) that

$$(\bar{w}^k - w^* )^T d_1(v^k, \bar{v}^k) \geq (\bar{w}^k - w^* )^T d_2(v^k, \bar{w}^k). \quad (2.27)$$

We consider the right-hand-side of (2.27) and use the notation (2.22). Because $F$ is monotone and $\bar{w}^k \in W$, we have

$$(\bar{w}^k - w^* )^T F(\bar{w}^k) \geq (\bar{w}^k - w^* )^T F(w^* ) \geq 0. \quad (2.28)$$

Therefore, by using (2.22) and the above inequality, we get

$$(\bar{w}^k - w^* )^T d_2(v^k, \bar{w}^k) \geq (B(y^k - \bar{y}^k) + C(z^k - \bar{z}^k))^T H (A(\bar{x}^k - x^*) + B(\bar{y}^k - y^*) + C(\bar{z}^k - z^*)). \quad (2.29)$$

Since

$$Ax^* + By^* + Cz^* = b \quad \text{and} \quad H(A\bar{x}^k + B\bar{y}^k + C\bar{z}^k - b) = \lambda^k - \bar{\lambda}^k,$$

from (2.28) we obtain

$$(\bar{w}^k - w^* )^T d_2(v^k, \bar{w}^k) \geq (\lambda^k - \bar{\lambda}^k)^T (B(y^k - \bar{y}^k) + C(z^k - \bar{z}^k)). \quad (2.29)$$

Substituting (2.29) into (2.27), Assertion (2.26) follows immediately. \hfill \Box

From (2.25) and (2.26) follows that

$$(\bar{w}^k - w^* )^T d(v^k, \bar{v}^k) \geq (\lambda^k - \bar{\lambda}^k)^T (B(y^k - \bar{y}^k) + C(z^k - \bar{z}^k)), \quad \forall v^* \in V^*. \quad (2.30)$$

**Theorem 2.2** Let $\bar{w}^k = (\bar{x}^k, \bar{y}^k, \bar{z}^k, \bar{\lambda}^k)$ be generated by the ADM step (2.3) from the given vector $v^k = (y^k, z^k, \lambda^k)$. Then, we have

$$(v^k - v^* )^T d(v^k, \bar{v}^k) \geq \varphi(v^k, \bar{v}^k), \quad \forall v^* \in V^*, \quad (2.31)$$

where $\varphi(v^k, \bar{v}^k)$ and $d(v^k, \bar{v}^k)$ are defined in (2.6) and (2.2), respectively.

**Proof.** It directly follows from (2.30) and the definition of $\varphi(v^k, \bar{v}^k)$. \hfill \Box
2.4 Contractive properties

Using the direction \(d(v^k, \tilde{v}^k)\) offered by the ADM step (2.3), the new iterate \(v^{k+1}\) is determined by the chosen positive definite matrix \(G\) and the step size \(\alpha_k\) in the contractive step (2.4). In order to explain how to determine the step size \(\alpha_k\) in (2.4), we define the step-size-dependent new iterate by

\[
v^{k+1}(\alpha) = v^k - \alpha G^{-1}d(v^k, \tilde{v}^k).
\]  

(2.32)

In this way,

\[
\vartheta(\alpha) = \|v^k - v^*\|^2_G - \|v^{k+1}(\alpha) - v^*\|^2_G
\]  

(2.33)

is the distance decrease function in the \(k\)-th iteration by using updating form (2.32). Since \(v^* \in \mathcal{V}^*\) is unknown, we cannot maximize \(\vartheta(\alpha)\) directly. The following theorem introduces a tight lower bound of \(\vartheta(\alpha)\), namely \(q(\alpha)\), which does not include the unknown vector \(v^*\).

**Lemma 2.3** For any \(v^* \in \mathcal{V}^*\) and \(\alpha \geq 0\), we have

\[
\vartheta(\alpha) \geq q(\alpha),
\]  

(2.34)

where

\[
q(\alpha) = 2\alpha \varphi(v^k; \tilde{v}^k) - \alpha^2\|G^{-1}d(v^k, \tilde{v}^k)\|^2_G.
\]  

(2.35)

**Proof.** From (2.32) and (2.33) we have

\[
\vartheta(\alpha) = \|v^k - v^*\|^2_G - \|v^k - v^* - \alpha G^{-1}d(v^k, \tilde{v}^k)\|^2_G
\]

\[
= 2\alpha(v^k - v^*)^T d(v^k, \tilde{v}^k) - \alpha^2\|G^{-1}d(v^k, \tilde{v}^k)\|^2_G
\]

\[
\geq 2\alpha \varphi(v^k, \tilde{v}^k) - \alpha^2\|G^{-1}d(v^k, \tilde{v}^k)\|^2_G.
\]

The last inequality follows from (2.31) and the assertion of this lemma is proved. \(\square\)

Note that \(q(\alpha)\) is a quadratic function of \(\alpha\), it reaches its maximum at

\[
\alpha_k^* = \frac{\varphi(v^k, \tilde{v}^k)}{\|G^{-1}d(v^k, \tilde{v}^k)\|^2_G},
\]  

(2.36)

and this is just the same as defined in (2.5). In the following we show that the lower value of \(\alpha_k^* > 0\) is bounded away from zero.

**Lemma 2.4** For given positive definite matrix \(G\), there is a constant \(c_0 > 0\) such that

\[
\alpha_k^* \geq c_0, \quad \forall k \geq 0.
\]  

(2.37)

**Proof.** Use the notation of \(d(v^k, \tilde{v}^k)\) (see (2.2)), we have

\[
\|G^{-1}d(v^k, \tilde{v}^k)\|^2_G = \|G^{-1/2} \begin{pmatrix} B^T H^{1/2} \\ C^T H^{1/2} \\ 0 \\ 0 \\ H^{-1/2} \end{pmatrix} \begin{pmatrix} H^{1/2}B(y^k - \tilde{y}^k) \\ H^{1/2}C(z^k - \tilde{z}^k) \\ H^{-1/2}(\lambda^k - \tilde{\lambda}^k) \end{pmatrix} \|^2.
\]

On the other hand (see (2.13)),

\[
\varphi(v^k, \tilde{v}^k) \geq \frac{1}{2} \left( \|B(y^k - \tilde{y}^k)\|^2_H + \|C(z^k - \tilde{z}^k)\|^2_H + \|\lambda^k - \tilde{\lambda}^k\|^2_{H^{-1}} \right).
\]
By denoting a constant
\[ K = \left\| \begin{pmatrix} H^{1/2}B & H^{1/2}C \\ 0 & H^{1/2}C \\ 0 & 0 & H^{-1/2} \end{pmatrix} \begin{pmatrix} B^T H^{1/2} \\ C^T H^{1/2} \\ 0 & 0 & H^{-1/2} \end{pmatrix} \right\|, \]
we have
\[ \alpha^*_k = \varphi(v^k, \tilde{v}^k) \cdot \frac{1}{\| G^{-1} d(v^k, \tilde{v}^k) \|^2_G} \geq \frac{1}{2K} := c_0, \]
and the lemma is proved.

From (2.34), (2.35) and (2.36) follows that
\[ \vartheta(\alpha^*_k) \geq q(\alpha^*_k) = \alpha^*_k \varphi(v^k, \tilde{v}^k). \]
Because Inequality (2.31) is used in the proof of (2.34), in practical computation, taking a relaxed factor \( \gamma > 1 \) is useful for fast convergence. By using (2.35) and (2.36), we have
\[ q(\gamma \alpha^*_k) = 2 \gamma \alpha^*_k \varphi(v^k, \tilde{v}^k) - (\gamma \alpha^*_k)^2 \| G^{-1} d(v^k, \tilde{v}^k) \|^2_G \]
\[ = \gamma(2 - \gamma) \alpha^*_k \varphi(v^k, \tilde{v}^k). \quad (2.38) \]
In order to guarantee that the right hand side of (2.38) is positive, we take \( \gamma \in [1, 2) \). The following theorem points out that the sequence \( \{ v^k \} \) generated by the proposed method is Fejér monotone with respect to \( V^* \).

**Theorem 2.3** For any \( w^* \in W^* \), the sequence \( \{ v^k \} \) generated by the proposed method satisfies
\[ \| v^{k+1} - w^* \|^2_G \leq \| v^k - w^* \|^2_G - q(\gamma \alpha^*_k) \varphi(v^k, \tilde{v}^k), \quad \forall w^* \in V^*. \quad (2.39) \]

**Proof.** Because the correction form is (see (2.4))
\[ v^{k+1} = v^k - \gamma \alpha^*_k G^{-1} d(v^k, \tilde{v}^k), \]
it follows from (2.32), (2.33) and (2.34) that
\[ \| v^{k+1} - w^* \|^2_G \leq \| v^k - w^* \|^2_G - q(\gamma \alpha^*_k). \quad (2.40) \]
The result of this theorem follows from (2.38) directly.

**2.5 Convergence**

We are now in the stage to prove the convergence of the proposed ADBC method for (2.1).

**Theorem 2.4** Let \( \{ v^k \} \) and \( \{ \tilde{w}^k \} \) be the sequences generated by the proposed method ADBC method for (2.1). Then we have
1. The sequence \( \{ v^k \} \) is bounded.
2. \( \lim_{k \to \infty} \{ \| B(y^k - \tilde{y}^k) \|^2 + \| C(z^k - \tilde{z}^k) \|^2 + \| \lambda^k - \tilde{\lambda}^k \|^2 \} = 0. \)
3. Any cluster point of \( \{ \tilde{w}^k \} \) is a solution point of (2.10)-(2.11).
4. The sequence \( \{ \tilde{v}^k \} \) converges to some \( v^\infty \in V^* \) when \( B \) and \( C \) are column full rank matrices.

**Proof.** The first assertion follows from (2.39) directly. In addition, since \( \alpha_k^* \geq c_0 \), from (2.39) we get

\[
\sum_{k=0}^{\infty} \gamma(2 - \gamma)c_0 \varphi(v^k, \tilde{v}^k) \leq \| v^0 - v^* \|^2_G
\]

and thus

\[
\lim_{k \to \infty} \varphi(v^k, \tilde{v}^k) = 0.
\]

Consequently, it follows from (2.13) (see the definition of \( \varphi(v^k, \tilde{v}^k) \)) that

\[
\lim_{k \to \infty} \| B(y^k - \tilde{y}^k) \| = 0, \quad \lim_{k \to \infty} \| C(z^k - \tilde{z}^k) \| = 0 \quad \text{and} \quad \lim_{k \to \infty} \| \lambda^k - \tilde{\lambda}^k \| = 0, \quad (2.41)
\]

and the second assertion is proved. Substituting (2.41) in (2.23), we get

\[
\begin{cases}
\lim_{k \to \infty} (x - \tilde{x}^k)^T \{ f(\tilde{x}^k) - A^T \tilde{\lambda}^k \} \geq 0, & \forall x \in X, \\
\lim_{k \to \infty} (y - \tilde{y}^k)^T \{ g(\tilde{y}^k) - B^T \tilde{\lambda}^k \} \geq 0, & \forall y \in Y, \\
\lim_{k \to \infty} (z - \tilde{z}^k)^T \{ h(\tilde{z}^k) - C^T \tilde{\lambda}^k \} \geq 0, & \forall z \in Z.
\end{cases} \quad (2.42)
\]

It follows from (2.3d) and \( \lim_{k \to \infty} \| \lambda^k - \tilde{\lambda}^k \| = 0 \) that

\[
\lim_{k \to \infty} (A\tilde{x}^k + B\tilde{y}^k + C\tilde{z}^k - b) = 0. \quad (2.43)
\]

Combining (2.42) and (2.43) we get

\[
\hat{w}^k \in W, \quad \lim_{k \to \infty} (w - \hat{w}^k)^T F(\hat{w}^k) \geq 0, \quad \forall w \in W \quad (2.44)
\]

and thus any cluster point of \( \{ \hat{w}^k \} \) is a solution point of (2.10)-(2.11).

If \( B \) and \( C \) are column full rank matrices, it follows from the first assertion and (2.41) that \( \{ \tilde{v}^k \} \) is also bounded. Let \( v^\infty \) be a cluster point of \( \{ \tilde{v}^k \} \) and the subsequence \( \{ \tilde{v}^{k_j} \} \) converges to \( v^\infty \). It follows from (2.44) that

\[
\hat{w}^{k_j} \in W, \quad \lim_{k \to \infty} (w - \hat{w}^{k_j})^T F(\hat{w}^{k_j}) \geq 0, \quad \forall w \in W \quad (2.45)
\]

and consequently

\[
\begin{cases}
(x - x^\infty)^T \{ f(x^\infty) - A^T \lambda^\infty \} \geq 0, & \forall x \in X, \\
(y - y^\infty)^T \{ g(y^\infty) - B^T \lambda^\infty \} \geq 0, & \forall y \in Y, \\
(z - z^\infty)^T \{ h(z^\infty) - C^T \lambda^\infty \} \geq 0, & \forall z \in Z, \\
A x^\infty + B y^\infty + C z^\infty - b = 0.
\end{cases}
\]

This means that \( v^\infty \in V^* \). Since \( \{ v^k \} \) is Fejér monotone and \( \lim_{k \to \infty} \| v^k - \tilde{v}^k \| = 0 \), the sequence \( \{ \tilde{v}^k \} \) cannot have other cluster point and \( \{ \tilde{v}^k \} \) converges to \( v^\infty \in V^* \). \( \square \)

3 The general case

In this section, we propose the ADBC method for the general case of (1.4), i.e., the generally separable linearly constrained convex programming problem with finitely many separable parts.
3.1 Algorithm

Let \( H \in \mathbb{R}^{l \times l} \) and \( G \in \mathbb{R}^{(n_2 + \cdots + n_m + l) \times (n_2 + \cdots + n_m + l)} \) be given positive definite matrices; \( \| \cdot \|_H \) and \( \| \cdot \|_G \) denote the \( H \)-norm and \( G \)-norm, respectively; \( \gamma \in (0, 2) \). Let \( \mathcal{X} := \mathcal{X}_1 \times \mathcal{X}_2 \times \cdots \times \mathcal{X}_m \). In this section, we abuse the notations that have been used in Section 2 without ambiguity. More specifically, let \( w = (x_1, x_2, \cdots, x_m, \lambda) \) and \( v = (x_2, x_3, \cdots, x_m, \lambda) \); \( w^i = (x_1^i, \tilde{x}_2^i, \cdots, \tilde{x}_m^i, \lambda^i) \), \( \tilde{w}^i = (\tilde{x}_1^i, \tilde{x}_2^i, \cdots, \tilde{x}_m^i, \lambda^i) \) for any positive integer \( i \).

Let
\[
M = \begin{pmatrix}
A_1^T H A_2 & 0 & \cdots & \cdots & 0 \\
A_2^T H A_2 & A_2^T H A_3 & \cdots & \cdots & \vdots \\
\vdots & \vdots & \ddots & \cdots & \vdots \\
A_m^T H A_2 & A_m^T H A_3 & \cdots & A_m^T H A_m & 0 \\
0 & 0 & \cdots & 0 & H^{-1}
\end{pmatrix}
\]
and \( d(v^k, \tilde{v}^k) = M(v^k - \tilde{v}^k) \), \( k = 0 \), \( 1 \), \( \cdots \).

For the given \( v^k = (x_2^k, \cdots, x_m^k, \lambda^k) \), the ADBC method for (1.4) generates the new iterative \( w^{k+1} = (x_1^{k+1}, x_2^{k+1}, \cdots, x_m^{k+1}, \lambda^{k+1}) \) via the following steps.

The \( k \)-th iteration of the ADBC method for (1.4):

**Step 1. The ADM step:**

\[
\begin{aligned}
\tilde{x}_1^k &= \text{Argmin} \left\{ \theta_1(x_1) - (\lambda^k)^T p_1(x_1) + \frac{1}{2} \| p_1(x_1) \|_H^2 \mid x_1 \in \mathcal{X}_1 \right\}; \\
\vdots & \quad \vdots \\
\tilde{x}_i^k &= \text{Argmin} \left\{ \theta_i(x_i) - (\lambda^k)^T p_i(x_i) + \frac{1}{2} \| p_i(x_i) \|_H^2 \mid x_i \in \mathcal{X}_i \right\}; \\
\vdots & \quad \vdots \\
\tilde{x}_m^k &= \text{Argmin} \left\{ \theta_m(x_m) - (\lambda^k)^T p_m(x_m) + \frac{1}{2} \| p_m(x_m) \|_H^2 \mid x_m \in \mathcal{X}_m \right\}; \\
\lambda^{k+1} &= \lambda^k - H(\sum_{i=1}^m A_i \tilde{x}_i^k - b),
\end{aligned}
\]

where
\[p_i(x_i) := \sum_{j=1}^{i-1} A_j \tilde{x}_j^k + A_i x_i + \sum_{j=i+1}^m A_j \tilde{x}_j^k - b, \quad i = 1, \ldots, m.\]

**Step 2. The contractive step:**

\[
\begin{aligned}
x^{k+1} &= \tilde{x}^k, \\
v^{k+1} &= v^k - \alpha_k G^{-1} d(v^k, \tilde{v}^k),
\end{aligned}
\]

where
\[
\alpha_k = \gamma \alpha_k^*, \quad \alpha_k^* = \frac{\varphi(v^k, \tilde{v}^k)}{\|G^{-1} d(v^k, \tilde{v}^k)\|_G^2}
\]
with
\[
\varphi(v^k, \tilde{v}^k) = (v^k - \tilde{v}^k)^T d(v^k, \tilde{v}^k) + (\lambda^k - \tilde{\lambda}^k)^T \left( \sum_{j=2}^m A_j (x_j^k - \tilde{x}_j^k) \right).
\]

3.2 The variational inequality characterization

Let \( f_i(x) \in \partial(\theta_i(x)) \) for \( i = 1, 2, \ldots, m \). Then, it is evident that the generally separable linearly constrained convex programming problem (1.4) is characterized by the following variational inequality:
Find \( w^* = (x_1^*, x_2^*, \ldots, x_m^*, \lambda^*) \in W := X_1 \times X_2 \times \cdots \times X_m \times \mathbb{R}^l \) such that

\[
\begin{align*}
(x_1' - x_1^*)^T \{ f_1(x_1') - A_1^T \lambda^* \} \geq 0,
(x_2' - x_2^*)^T \{ f_2(x_2') - A_2^T \lambda^* \} \geq 0, \\
\vdots \\
(x_m' - x_m^*)^T \{ f_m(x_m') - A_m^T \lambda^* \} \geq 0, \\
(\lambda - \lambda^*)^T (\sum_{i=1}^m A_i x_i^* - b) \geq 0,
\end{align*}
\]

or in the more compact form:

\[
(w' - w^*)^T F(w^*) \geq 0, \quad \forall w' \in W, \quad (3.7)
\]

where

\[
w = \begin{pmatrix} x_1 \\ x_2 \\ \vdots \\ x_m \\ \lambda \end{pmatrix}, \quad F(w) = \begin{pmatrix} f_1(x_1) - A_1^T \lambda \\ f_2(x_2) - A_2^T \lambda \\ \vdots \\ f_m(x_m) - A_m^T \lambda \\ \sum_{i=1}^m A_i x_i - b \end{pmatrix}. \quad (3.8)
\]

Note that \( F(w) \) defined in (3.8) is monotone whenever \( f_i' \)'s are monotone. Again, under the nonempty assumption on the solution set of (1.4), the solution set of (3.7)-(3.8), denoted by \( W^* \), is a nonempty and convex set. With the notation of \( v = (x_2, \ldots, x_m, \lambda) \), we also define

\[
V^* = \{(x_2^*, \ldots, x_m^*, \lambda^*) \mid (x_1^*, x_2^*, \ldots, x_m^*, \lambda^*) \in W^* \}.
\]

On the other hand, note that the subproblems (3.2) requiring the main computation at each iteration of the ADBC method for (1.4) are characterized by the following variational inequality forms:

\[
\begin{align*}
(x_1' - \tilde{x}_1^k)^T \{ f_1(\tilde{x}_1^k) - A_1^T [\lambda^k - H(A_1 \tilde{x}_1^k + \sum_{j=2}^m A_j x_j - b)] \} \geq 0, \quad \forall x_1' \in X_1; \\
(x_2' - \tilde{x}_2^k)^T \{ f_2(\tilde{x}_2^k) - A_2^T [\lambda^k - H(\sum_{j=1}^i A_j \tilde{x}_j + \sum_{j=i+1}^m A_j x_j - b)] \} \geq 0, \quad \forall x_2' \in X_2; \\
\vdots \\
(x_m' - \tilde{x}_m^k)^T \{ f_m(\tilde{x}_m^k) - A_m^T [\lambda^k - H(\sum_{j=1}^m A_j x_j - b)] \} \geq 0, \quad \forall x_m' \in X_m.
\end{align*}
\]

### 3.3 Rationale of ADM based descent directions

Similarly as Section 2.3, we show that \(-d(v^k, \tilde{v}^k)\) defined by (3.1) is a descent direction of the unknown distance function \( \frac{1}{2} \| v - v^* \|^2 \) at \( v = v^k \). Thus, the rationale of using the ADM based descent direction is justified.

**Theorem 3.1** Let \( \tilde{v}^k = (\tilde{x}_1^k, \tilde{x}_2^k, \ldots, \tilde{x}_m^k, \tilde{\lambda}^k) \) be generated by the ADM step (3.2) from the given vector \( v^k = (x_2^k, \ldots, x_m^k, \lambda^k) \). Then, we have

\[
\varphi(v^k, \tilde{v}^k) = \frac{1}{2} \left( \sum_{j=2}^m \| A_j (x_j^k - \tilde{x}_j^k) \|^2_H + \| \lambda^k - \tilde{\lambda}^k \|^2_{H^{-1}} \right) + \frac{1}{2} \| A_1 \tilde{x}_1^k + \sum_{j=2}^m A_j x_j^k - b \|^2_H, \quad (3.9)
\]

where \( \varphi(v^k, \tilde{v}^k) \) is defined by (3.5).
Proof. Recall that (3.1) implies that

\[
d(v^k, \tilde{v}^k) = \begin{pmatrix}
A^T_2 H A_2 & A^T_3 H A_3 \\
\vdots & \vdots & \ddots \\
A^T_m H A_2 & A^T_m H A_3 & \cdots & A^T_m H A_m \\
0 & 0 & \cdots & 0 \\
\end{pmatrix}
\begin{pmatrix}
\lambda^2 - \tilde{\lambda}_2^2 \\
\lambda^3 - \tilde{\lambda}_3^2 \\
\vdots \\
\lambda^m - \tilde{\lambda}_m^2 \\
\end{pmatrix}
\]

Thus, we have

\[
(v^k - \tilde{v}^k)^T d(v^k, \tilde{v}^k) = \frac{1}{2} \begin{pmatrix}
A_2(x^k_2 - \tilde{x}_2^k) \\
A_3(x^k_3 - \tilde{x}_3^k) \\
\vdots \\
A_m(x^k_m - \tilde{x}_m^k) \\
\end{pmatrix}^T
\begin{pmatrix}
H & H & \cdots & H & 0 \\
0 & 0 & \cdots & 0 & I \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
H & H & \cdots & H & 0 \\
0 & 0 & \cdots & 0 & H^{-1} \\
\end{pmatrix}
\begin{pmatrix}
A_2(x^k_2 - \tilde{x}_2^k) \\
A_3(x^k_3 - \tilde{x}_3^k) \\
\vdots \\
A_m(x^k_m - \tilde{x}_m^k) \\
\end{pmatrix}
+ \frac{1}{2} \left( \sum_{j=2}^m \|A_j(x^k_j - \tilde{x}_j^k)\|_H^2 + \|\lambda^k - \tilde{\lambda}_k\|_{H^{-1}}^2 \right).
\]  
(3.10)

Now, we turn to deal with the second term of the right-hand-side of (3.5). By manipulations, we have

\[
(\lambda^k - \tilde{\lambda}_k)^T \left( \sum_{j=2}^m A_j(x^k_j - \tilde{x}_j^k) \right)
= \frac{1}{2} \begin{pmatrix}
A_2(x^k_2 - \tilde{x}_2^k) \\
A_3(x^k_3 - \tilde{x}_3^k) \\
\vdots \\
A_m(x^k_m - \tilde{x}_m^k) \\
\end{pmatrix}^T
\begin{pmatrix}
0 & 0 & \cdots & 0 & I \\
0 & 0 & \cdots & 0 & I \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
I & I & \cdots & I & 0 \\
\end{pmatrix}
\begin{pmatrix}
A_2(x^k_2 - \tilde{x}_2^k) \\
A_3(x^k_3 - \tilde{x}_3^k) \\
\vdots \\
A_m(x^k_m - \tilde{x}_m^k) \\
\end{pmatrix}
\]  
(3.11)

Adding (3.10) and (3.11), it follows that

\[
\varphi(v^k, \tilde{v}^k) = \frac{1}{2} \begin{pmatrix}
A_2(x^k_2 - \tilde{x}_2^k) \\
A_3(x^k_3 - \tilde{x}_3^k) \\
\vdots \\
A_m(x^k_m - \tilde{x}_m^k) \\
\end{pmatrix}^T
\begin{pmatrix}
H & H & \cdots & H & I \\
0 & 0 & \cdots & 0 & I \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
H & H & \cdots & H & I \\
0 & 0 & \cdots & 0 & H^{-1} \\
\end{pmatrix}
\begin{pmatrix}
A_2(x^k_2 - \tilde{x}_2^k) \\
A_3(x^k_3 - \tilde{x}_3^k) \\
\vdots \\
A_m(x^k_m - \tilde{x}_m^k) \\
\end{pmatrix}
+ \frac{1}{2} \left( \sum_{j=2}^m \|A_j(x^k_j - \tilde{x}_j^k)\|_H^2 + \|\lambda^k - \tilde{\lambda}_k\|_{H^{-1}}^2 \right)
= \frac{1}{2} \left( \sum_{j=2}^m A_j(x^k_j - \tilde{x}_j^k) + H^{-1}(\lambda^k - \tilde{\lambda}_k) \right)^2
+ \frac{1}{2} \left( \sum_{j=2}^m \|A_j(x^k_j - \tilde{x}_j^k)\|_H^2 + \|\lambda^k - \tilde{\lambda}_k\|_{H^{-1}}^2 \right)
= \frac{1}{2} \left( A_1 x_1^k + \sum_{j=2}^m A_j x^k_j - b \right)^2
+ \frac{1}{2} \left( \sum_{j=2}^m \|A_j(x^k_j - \tilde{x}_j^k)\|_H^2 + \|\lambda^k - \tilde{\lambda}_k\|_{H^{-1}}^2 \right). 
\]  
(3.12)

Assertion (3.9) follows from (3.12) directly. □
Since $\tilde{x}_i^k$ is the solution of (3.2), we have $\tilde{x}_i^k \in \mathcal{X}_i$ and

$$(x'_i - \tilde{x}_i^k)^T \{ f_i(\tilde{x}_i^k) - A_i^T [\lambda^k - H(\sum_{j=1}^i A_j \tilde{x}_i^k + \sum_{j=i+1}^m A_j x_j^k - b)] \} \geq 0, \ \forall \ x'_i \in \mathcal{X}_i.$$

By using (3.2), the above inequality can be written as

$$(x'_i - \tilde{x}_i^k)^T \{ f_i(\tilde{x}_i^k) - A_i^T \tilde{\lambda}^k + A_i^T H(\sum_{j=i+1}^m A_j (x_j^k - \tilde{x}_j^k)) \} \geq 0, \ \forall \ x'_i \in \mathcal{X}_i. \quad (3.13)$$

The following lemma is the extension of Lemma 2.1 for (3.7)-(3.8).

**Lemma 3.1** Let $\tilde{w}^k = (\tilde{x}_1^k, \tilde{x}_2^k, \ldots, \tilde{x}_m^k, \tilde{\lambda}^k)$ be generated by the ADM step (3.2) from the given vector $v^k = (x_2^k, \ldots, x_m^k, \lambda^k)$. Then, we have

$$\tilde{w}^k \in \mathcal{W}, \quad (w' - \tilde{w}^k)^T (d_2(v^k, \tilde{w}^k) - d_1(v^k, \tilde{v}^k)) \geq 0, \ \forall \ w' \in \mathcal{W}, \quad (3.14)$$

where

$$d_1(v^k, \tilde{v}^k) = \begin{pmatrix} A_T H A_2 & 0 & \cdots & \cdots & 0 \\ A_T H A_2 & 0 & \cdots & \cdots & 0 \\ A_T H A_3 & A_T H A_3 & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ A_T H A_m & A_T H A_m & \cdots & A_T H A_m & 0 \end{pmatrix} \begin{pmatrix} x_2^k - \tilde{x}_2^k \\ x_3^k - \tilde{x}_3^k \\ \vdots \\ x_m^k - \tilde{x}_m^k \\ \lambda^k - \tilde{\lambda}^k \end{pmatrix} \quad (3.15)$$

and

$$d_2(v^k, \tilde{w}^k) = F(\tilde{w}^k) + \begin{pmatrix} A_T^T \\ A_T^T \\ A_T^T \\ \vdots \\ A_T^T \end{pmatrix} H(\sum_{j=2}^m A_j (x_j^k - \tilde{x}_j^k)). \quad (3.16)$$

**Proof.** It follows from (3.13) that $\tilde{x}_i^k \in \mathcal{X}$ and

$$\begin{pmatrix} x'_1 - \tilde{x}_1^k \\ x'_2 - \tilde{x}_2^k \\ x'_3 - \tilde{x}_3^k \\ \vdots \\ x'_m - \tilde{x}_m^k \end{pmatrix}^T \begin{pmatrix} f_1(\tilde{x}_1^k) - A_1^T \tilde{\lambda}^k \\ f_2(\tilde{x}_2^k) - A_1^T \tilde{\lambda}^k \\ f_3(\tilde{x}_3^k) - A_2^T \tilde{\lambda}^k \\ \vdots \\ f_m(\tilde{x}_m^k) - A_m^T \tilde{\lambda}^k \end{pmatrix} + \begin{pmatrix} A_T^T H(\sum_{j=2}^m A_j (x_j^k - \tilde{x}_j^k)) \\ A_T^T H(\sum_{j=3}^m A_j (x_j^k - \tilde{x}_j^k)) \\ A_T^T H(\sum_{j=4}^m A_j (x_j^k - \tilde{x}_j^k)) \\ \vdots \\ A_T^T H(\sum_{j=m}^m A_j (x_j^k - \tilde{x}_j^k)) \end{pmatrix} \geq 0, \ \forall \ x' \in \mathcal{X}. \quad (3.17)$$

Adding
to both sides of (3.17) and using
\[
\sum_{i=1}^{m} A_i \bar{x}_i^k - b = H^{-1}(\lambda^k - \tilde{\lambda}^k),
\]
we get \( \bar{w}^k \in W \) and
\[
\begin{pmatrix}
  x'_1 - \bar{x}_1^k \\
  x'_2 - \bar{x}_2^k \\
  x'_3 - \bar{x}_3^k \\
  \vdots \\
  x'_m - \bar{x}_m^k \\
  \lambda' - \tilde{\lambda}^k
\end{pmatrix}^T \begin{pmatrix}
  f_1(\bar{x}_1^k) - A_1^T \tilde{\lambda}^k + A_1^T H(\sum_{j=2}^{m} A_j(x_j^k - \bar{x}_j^k)) \\
  f_2(\bar{x}_2^k) - A_2^T \tilde{\lambda}^k + A_2^T H(\sum_{j=2}^{m} A_j(x_j^k - \bar{x}_j^k)) \\
  f_3(\bar{x}_3^k) - A_3^T \tilde{\lambda}^k + A_3^T H(\sum_{j=2}^{m} A_j(x_j^k - \bar{x}_j^k)) \\
  \vdots \\
  f_m(\bar{x}_m^k) - A_m^T \tilde{\lambda}^k + A_m^T H(\sum_{j=2}^{m} A_j(x_j^k - \bar{x}_j^k)) \\
  \sum_{i=1}^{m} A_i \bar{x}_i^k - b
\end{pmatrix} \geq \begin{pmatrix}
  0 \\
  A_1^T H(\sum_{j=2}^{m} A_j(x_j^k - \bar{x}_j^k)) \\
  A_2^T H(\sum_{j=2}^{m} A_j(x_j^k - \bar{x}_j^k)) \\
  \vdots \\
  A_m^T H(\sum_{j=2}^{m} A_j(x_j^k - \bar{x}_j^k)) \\
  H^{-1}(\lambda^k - \tilde{\lambda}^k)
\end{pmatrix}, \quad \forall \ w' \in W.
\]
The assertion of this lemma is proved. \( \square \)

**Lemma 3.2** Let \( \bar{w}^k = (\bar{x}_1^k, \bar{x}_2^k, \ldots, \bar{x}_m^k, \tilde{\lambda}^k) \) be generated by the ADM step (3.2) from the given vector \( v^k = (x_2^k, \ldots, x_m^k, \lambda^k) \). Then, we have
\[
(\bar{w}^k - w^*)^T d_1(v^k, \bar{v}^k) \geq (\lambda^k - \tilde{\lambda}^k)^T \left( \sum_{j=2}^{m} A_j(x_j^k - \bar{x}_j^k) \right), \quad \forall \ w^* \in W^*,
\]
where \( d_1(v^k, \bar{v}^k) \) is defined in (3.15).

**Proof.** Since \( w^* \in W \), it follows from (3.14) that
\[
(\bar{w}^k - w^*)^T d_1(v^k, \bar{v}^k) \geq (\bar{w}^k - w^*)^T d_2(v^k, \bar{w}^k).
\]
We consider the right-hand-side of (3.19) and use the notation (3.16). Because \( F \) is monotone and \( \bar{w}^k \in W \), we have
\[
(\bar{w}^k - w^*)^T F(\bar{w}^k) \geq (\bar{w}^k - w^*)^T F(w^*) \geq 0.
\]
Therefore, by using (3.16) and the above inequality, we get
\[
(\bar{w}^k - w^*)^T d_2(v^k, \bar{w}^k) \geq \left( \sum_{j=2}^{m} A_j(x_j^k - \bar{x}_j^k) \right)^T \left( H \sum_{j=1}^{m} A_j(\bar{x}_j^k - x_j^*) \right).
\]
Since
\[
\sum_{j=1}^{m} A_j x_j^* = b \quad \text{and} \quad H(\sum_{j=1}^{m} A_j \bar{x}_j^k - b) = \lambda^k - \tilde{\lambda}^k,
\]
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from (3.20) we obtain
\[(\tilde{w}^k - w^*)^T d_2(v^k, \tilde{w}^k) \geq (\lambda^k - \tilde{\lambda}^k)^T \left( \sum_{j=2}^{m} A_j(x_j^k - \tilde{x}_j^k) \right). \tag{3.21} \]

Substituting (3.21) into (3.19), Assertion (3.18) follows immediately. \(\square\)

Since (see (3.1) and (3.15))
\[d_1(v^k, \tilde{v}^k) = \begin{pmatrix} 0 \\ d(v^k, \tilde{v}^k) \end{pmatrix}, \tag{3.22} \]
we have
\[(\tilde{v}^k - v^*)^T d(v^k, \tilde{v}^k) = (\tilde{w}^k - w^*)^T d_1(v^k, \tilde{v}^k) \]
and consequently from (3.18) it follows that
\[(\tilde{v}^k - v^*)^T d(v^k, \tilde{v}^k) \geq (\lambda^k - \tilde{\lambda}^k)^T \left( \sum_{j=2}^{m} A_j(x_j^k - \tilde{x}_j^k) \right), \quad \forall v^* \in V^*. \tag{3.23} \]

**Theorem 3.2** Let \(\tilde{w}^k = (\tilde{x}_1^k, \tilde{x}_2^k, \ldots, \tilde{x}_m^k, \tilde{\lambda}^k)\) be generated by the ADM step (3.2) from the given vector \(v^k = (x_2^k, \ldots, x_m^k, \lambda^k)\). Then, we have
\[(v^k - v^*)^T d(v^k, \tilde{v}^k) \geq \varphi(v^k, \tilde{v}^k), \quad \forall v^* \in V^*, \tag{3.24} \]
where \(d(v^k, \tilde{v}^k)\) is defined in (3.1) and \(\varphi(v^k, \tilde{v}^k)\) is defined in (3.5).

**Proof.** It follows directly from (3.23). \(\square\)

### 3.4 Convergence

Similarly as in Section 2.4 and based on Theorems 3.1 and 3.2, the convergence follows in a straightforward manner. Therefore, we list the following theorems and the proofs are omitted.

**Theorem 3.3** For any \(v^* \in V^*\), the sequence \(\{v^k\}\) generated by the proposed ADBC method for (1.4) satisfies
\[\|v^{k+1} - v^*\|_G^2 \leq \|v^k - v^*\|_G^2 - \gamma(2 - \gamma)\alpha_k \varphi(v^k, \tilde{v}^k), \quad \forall v^* \in V^*.\]

**Theorem 3.4** Let \(\{v^k\}\) and \(\{\tilde{w}^k\}\) be the sequences generated by the proposed ADBC method for (1.4). Then, we have:

1. The sequence \(\{v^k\}\) is bounded.
2. \(\lim_{k \to \infty} \{\|A_2(x_2^k - \tilde{x}_2^k)\|^2 + \cdots + \|A_m(x_m^k - \tilde{x}_m^k)\|^2 + \|\lambda^k - \tilde{\lambda}^k\|^2\} = 0\).
3. Any cluster point of \(\{\tilde{w}^k\}\) is a solution point of (3.7)-(3.8).
4. The sequence \(\{\tilde{v}^k\}\) converges to some \(v^\infty \in V^*\) when \(A_i, i = 2, \ldots, m\) are column full rank matrices.
4 Discussions

In this section, we discuss some topics that are closely related to what we have done, including the ADBC method’s comparison with some existing augmented-Lagrangian-based methods suitable for parallel computation, and its eligibility for inexact modifications.

4.1 Parallel modification

As shown in previous sections, ADM-oriented methods including the proposed ADBC method essentially split the augmented Lagrangian method with the aim of exploiting fully the favorable separable structure of the problem under consideration. To implement the proposed ADBC method, some subproblems are required to solve at each iteration, and they have to be solved in the alternative order—not eligible for parallel computation. For the possible benefits under such circumstance that parallel computation facilities are available, it is natural to come up with the desire to solve these subproblems in parallel. Taking (2.1) as the illustrative example, then the corresponding subproblem at the \( k + 1 \)th iteration for the advantage of parallel computation will be

\[
\tilde{x}^k = \text{Argmin} \{\theta_1(x) - (\lambda^k)^T Ax + \frac{1}{2}\|Ax + By^k + Cz^k - b\|_H^2 \mid x \in X\}, \quad (4.1a)
\]

\[
\tilde{y}^k = \text{Argmin} \{\theta_2(y) - (\lambda^k)^T By + \frac{1}{2}\|Ax^k + By + Cz^k - b\|_H^2 \mid y \in Y\}, \quad (4.1b)
\]

\[
\tilde{z}^k = \text{Argmin} \{\theta_3(z) - (\lambda^k)^T Cz + \frac{1}{2}\|Ax^k + By^k + Cz - b\|_H^2 \mid z \in Z\}. \quad (4.1c)
\]

Compared to the alternating subproblems (2.3a)-(2.3c), the subproblems (4.1a)-(4.1c) are ready for parallel computation once such facilities are available. In fact, this idea has inspired the so-called parallel splitting augmented Lagrangian method (PSALM) in [15] and its improvement in [20].

The difference between the PSALM and the proposed ADBC method is mainly the ways of generating the predictor \((\tilde{x}^k, \tilde{y}^k, \tilde{z}^k)\), and it can be summarized in the following table.

<table>
<thead>
<tr>
<th>Objective</th>
<th>PSALM</th>
<th>ADBC</th>
</tr>
</thead>
<tbody>
<tr>
<td>obtaining ( \tilde{x}^k \in X )</td>
<td>from given ((y^k, z^k, \lambda^k))</td>
<td>from given ((y^k, z^k, \lambda^k))</td>
</tr>
<tr>
<td>obtaining ( \tilde{y}^k \in Y )</td>
<td>from given ((x^k, z^k, \lambda^k))</td>
<td>from available (\tilde{x}^k) and given ((z^k, \lambda^k))</td>
</tr>
<tr>
<td>obtaining ( \tilde{z}^k \in Z )</td>
<td>from given ((x^k, y^k, \lambda^k))</td>
<td>from available ((\tilde{x}^k, \tilde{y}^k)) and given (\lambda)</td>
</tr>
</tbody>
</table>

In terms of the terminology of numerical analysis, PSALM generates the predictor in the Jacobi fashion, while the proposed ADBC method achieves this task in the Gauss-Seidel manner by using the latest iterative information whenever possible. Another significant difference between these two types of methods is that the proposed ADBC method is eligible for being extended to the general case of (1.4) where \(m\) is an arbitrary positive integer, while PSALM cannot be extended to the case where \(m > 3\), as analyzed in [15].

4.2 Inexact version

Except for some very special cases (e.g. where \(H = \beta I, A_i^T A_i = r_i I\) and \(\theta_i(x_i)\)'s have some special structure), it is not possible to solve the explicit solutions of the ADM subproblems generated by the proposed ADBC method. This difficulty urges intensive investigation on the inexact versions of
the ADBC which solve the involved subproblems approximately under certain inexact criteria. More specifically, the inexact version modifies the exact ADM step (3.2) into the following inexact step:

\[
\begin{align*}
\bar{x}_k^1 & \approx \text{Argmin} \left\{ \theta_1(x_1) - (\lambda_k)^T p_1(x_1) + \frac{1}{2} \|p_1(x_1)\|_H^2 \mid x_1 \in X_1 \right\}; \\
\ldots \ldots \\
\bar{x}_k^i & \approx \text{Argmin} \left\{ \theta_i(x_i) - (\lambda_k)^T p_i(x_i) + \frac{1}{2} \|p_i(x_i)\|_H^2 \mid x_i \in X_i \right\}; \\
\ldots \ldots \\
\bar{x}_k^m & \approx \text{Argmin} \left\{ \theta_m(x_m) - (\lambda_k)^T p_m(x_m) + \frac{1}{2} \|p_m(x_m)\|_H^2 \mid x_m \in X_m \right\};
\end{align*}
\]

(4.2)

where

\[
p_i(x_i) := \sum_{j=1}^{i-1} A_j \bar{x}_j^k + A_i x_i + \sum_{j=i+1}^m A_j \bar{x}_j^k - b, \quad i = 1, \ldots, m.
\]

Hence, judicious inexact criteria making the subproblems in (4.2) easier to deal with are expected to result in some practical inexact versions of the proposed ADBC method. According to our experience in developing inexact methods for convex programming and variational inequalities, those resulted subproblems in (4.2) usually can be solved approximately under very relaxed criteria at the expense of performing some additional correction computation (hence, prediction-correction type methods can be developed), linearizing locally the operators of \( A_i \)'s, or regularizing the subproblems with proximal terms. We here just present the conceptual framework of the inexact version of the ADBC method without detailed analysis of convergence, for it goes beyond the scope of this paper and it deserves the length of independent papers.

5 Conclusions

Because of the attractive efficiency of the well-known alternating direction method (ADM), it is of strong desire to extend the ADM to the generally separable linearly constrained convex programming problem where both the objective function and the constraint are separable into finitely many of parts, thus broaden the applicable range of ADM significantly. The direct extension of the ADM to the general separable case, however, is generally not convergent, which we believe is mainly due to the fact that the matrix \( M \) in (3.1) is no longer symmetric.

In this paper, we make a concrete contribution along this direction by using the ADM output to the full extent. We use what the ADM outputs as the footstone to construct a contractive method which ensures the sequence of iterates to approach to the solution set monotonically in the Fejér sense. The ADM method is thus somehow extended to the desired generally separable case, and its beneficial advantages are completely preserved. Note that the compulsory additional computation to achieve the extension is relatively low. The theoretical framework of the meaningful extension is thus developed.

Our ongoing research in this regard will focus on some concrete applications of the model (1.4), where the intrinsic structure may make even practical the solution of the involved subproblems.
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