Abstract

For smooth objective functions it has been shown that the worst case cost of direct-search methods is of the same order as the one of steepest descent, when measured in number of iterations to achieve a certain threshold of stationarity.

Motivated by the lack of such a result in the non-smooth case, we propose, analyze, and test a class of smoothing direct-search methods for the optimization of non-smooth functions. Given a parameterized family of smoothing functions for the non-smooth objective function, this class of methods consists of applying a direct-search algorithm for a fixed value of the smoothing parameter until the step size is relatively small, after which the smoothing parameter is reduced and the process is repeated.

One can show that the worst case complexity (or cost) of this procedure is roughly one order of magnitude worse than the one for direct search or steepest descent on smooth functions.

The class of smoothing direct-search methods is also showed to enjoy asymptotic global convergence properties. Some preliminary numerical experience indicates that this approach leads to better values of the objective function, pushing in some cases the optimization further, apparently without an additional cost in the number of function evaluations.
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1 Introduction

Consider the unconstrained optimization problem

$$\min_{x \in \mathbb{R}^n} f(x),$$

(1)

where $f : \mathbb{R}^n \to \mathbb{R}$ is a locally Lipschitz continuous function, but not necessarily differentiable or convex. However, given our objective function $f$ we will assume the existence and knowledge of a smoothing function (see [8, 32]):
**Definition 1.1** Let \( f : \mathbb{R}^n \to \mathbb{R} \) be a locally Lipschitz continuous function. We call \( \tilde{f} : \mathbb{R}^n \times \mathbb{R}^+ \to \mathbb{R} \) a smoothing function of \( f \) if, for any \( \mu \in \mathbb{R}^+ \), \( \tilde{f}(\cdot, \mu) \) is continuously differentiable in \( \mathbb{R}^n \) and, for any \( x \in \mathbb{R}^n \),

\[
\lim_{z \to x, \mu \downarrow 0} \tilde{f}(z, \mu) = f(x).
\]

Under reasonable assumptions, the smoothing direct-search methods derived in this paper will generate a sequence of points (converging to a point \( x_* \)) and a sequence of smoothing parameters (converging to zero) for which the gradient of the smoothing function tends to zero. In other words, we will show that \( x_* \) is a stationary point of the smoothing function \( \tilde{f} \), in the sense that \( 0 \in G_{\tilde{f}}(x_*) \), with

\[
G_{\tilde{f}}(x_*) = \{ v : \exists N \in \mathbb{N}_\infty, (x, \mu) \to_N (x_*, 0) \text{ with } \nabla \tilde{f}(x, \mu) \to_N v \},
\]

where \( \mathbb{N}_\infty \) represents the set of infinite sequences. As we will see later, it is known that for certain types of objective functions and corresponding smoothing functions, \( G_{\tilde{f}}(x_*) \subseteq \partial f(x_*) \), where \( \partial f(x_*) \) denotes the Clarke subdifferential of \( f \) at \( x_* \). Thus, in those cases, the smoothing direct-search methods are capable to generate a sequence of iterates converging to a Clarke stationary point.

A smoothing direct-search method consists of the application of a direct-search method to the function \( \tilde{f}(\cdot, \mu) \) for decreasing values of \( \mu \). In each outer iteration the value of \( \mu \) is fixed and a certain number of direct-search inner iterations are applied until the step size becomes lower than a power of \( \mu \). Given that \( \tilde{f}(\cdot, \mu) \) is continuously differentiable, the choice of direct-search iteration can be simply reduced to polling around the current iterate using a positive spanning set (a set of directions generating \( \mathbb{R}^n \) with non-negative coefficients). Such a smoothing direct search is shown to be globally convergent in the sense that for any starting point it generates a subsequence of outer iterates (the output of outer iterations) converging to a point \( x_* \) for which \( 0 \in G_{\tilde{f}}(x_*) \). Furthermore, one can prove also that such a smoothing direct-search method takes a number of iterations and function evaluations one order of magnitude higher in the worst case than steepest descent or direct search on smooth functions (see [30]).

The paper is organized as follows. In Section 2, we review the global convergence and worst case complexity properties of direct-search methods based on a sufficient decrease condition for smooth functions. Then, in Section 3, we show what are the difficulties in deriving a worst case complexity bound for non-smooth functions. The smoothing direct-search approach is introduced in Section 4 and the corresponding global convergence and worst case complexity properties are described, respectively, in Sections 5 and 6. The paper continues then by reviewing the known properties of smoothing functions of relevance to our work in direct search (the general case in Section 7 and \( \ell_1 \) type functions in Section 8). A summary of our numerical experience with smoothing functions in the context of direct search is reported in Section 9, and the paper is finished in Section 10 with some concluding remarks.

The notation \( O(M) \) means a multiple of \( M \), where the constant multiplying \( M \) does not depend on the dimension \( n \) of the problem or on the iteration counter \( k \) of the method under analysis (thus depending only on \( f \) or on algorithmic constants that are set at the initialization of the method).
2 Direct search and its complexity for smooth functions

Direct-search methods are derivative-free methods which evaluate the objective function at a finite number of points at each iteration and choose the next iterate based on comparisons among such function values. In this paper, we will deal only with direct-search methods of directional type, where descent is achieved along directions belonging to positive spanning sets (see the surveys in [11, 21]).

Each iteration of these direct-search algorithms consists of a search step and a poll step. The search step is optional and irrelevant from the point of view of proving global convergence. Its goal is strictly to improve the numerical performance of the method. When a search step is not performed or is performed unsuccessfully (see Algorithm 2.1 below), a poll step is taken around the current iterate by the means of a step size parameter $\alpha_j$ and a positive spanning set $D_j$. The poll step evaluates the objective function at the poll points in $P_j = \{y_j + \alpha_j d : d \in D_j\}$, being successful if it can sufficiently reduce the value of the objective function at $y_j$.

Given the continuously differentiable nature of the objective function, one could work with a single positive spanning set throughout all the iterations, but the analysis of both global convergence [21] and worst case complexity [30] (in the case where a sufficient decrease condition is imposed to accept new iterates) tells us that one can have considerable freedom when choosing the positive spanning sets for polling. In fact, based on the notion of the cosine measure of a positive spanning set $D_j$ (with nonzero vectors), defined by

$$cm(D_j) = \min_{0 \neq v \in \mathbb{R}^n} \max_{d \in D_j} \frac{v^T d}{\|v\| \|d\|},$$

the positive spanning sets used by the algorithm can be selected as follows.

**Assumption 2.1** For all $j$, the positive spanning set $D_j$ used for polling must satisfy $cm(D_j) \geq cm_{\min} > 0$ and $0 < d_{\min} \leq \|d\| \leq d_{\max}$ for all $d \in D_j$.

We are almost ready to present the algorithmic framework (also used in [30]) for the direct-search optimization of smooth functions based on a sufficient decrease condition. As we can see below in Algorithm 2.1, sufficient decrease is imposed in both the search and the poll steps by means of a forcing function [21] (a non-decreasing function $\rho : \mathbb{R}^+ \to \mathbb{R}^+$ satisfying $\rho(t)/t \to 0$ when $t \downarrow 0$). The most typical examples of forcing functions are $\rho(t) = ct^p$, for $p > 1$.

**Algorithm 2.1 (Direct-search method (search-poll based, for smooth functions))**

**Initialization**

Choose $y_0$ with $f(y_0) < +\infty$, $\alpha_0 > 0$, $0 < \beta_1 \leq \beta_2 < 1$, and $\gamma \geq 1$.

For $j = 0, 1, 2, \ldots$

1. **Search step:** Try to compute a point with $f(y) < f(y_j) - \rho(\alpha_j)$ by evaluating the function $f$ at a finite number of points. If such a point is found then set $y_{j+1} = y$, declare the iteration and the search step successful, and skip the poll step.

2. **Poll step:** Choose a positive spanning set $D_j$. Order the set of poll points $P_j = \{y_j + \alpha_j d : d \in D_j\}$. Start evaluating $f$ at the poll points following the chosen order.
If a poll point $y_j + \alpha_j d_k$ is found such that $f(y_j + \alpha_j d_j) < f(y_j) - \rho(\alpha_j)$ then stop polling, set $y_{j+1} = y_j + \alpha_j d_j$, and declare the iteration and the poll step successful. Otherwise declare the iteration (and the poll step) unsuccessful and set $y_{j+1} = y_j$.

3. **Mesh parameter update:** If the iteration was successful then maintain or increase the step size parameter: $\alpha_{j+1} \in [\alpha_j, \gamma \alpha_j]$. Otherwise decrease the step size parameter: $\alpha_{j+1} \in [\beta_1 \alpha_j, \beta_2 \alpha_j]$.

Imposing sufficient decrease in both the search and the poll steps results in new iterates always satisfying $f(y_{j+1}) < f(y_j) - \rho(\alpha_j)$. A simple consequence of this fact is that the step size $\alpha_j$ will converge to zero. In fact, roughly speaking, if the step size is bounded away from zero, then the function values will decrease by a certain non-negligible amount each time a successful iteration is performed. By assuming that the objective function is bounded below, no infinity of successful iterations is allowed (which then leads to a contradiction on the fact that the step size is bounded away from zero), and there must exist a subsequence of step size parameters converging to zero. Consider thus the following assumption.

**Assumption 2.2** The function $f$ is bounded below in $L(y_0) = \{ y \in \mathbb{R}^n : f(y) \leq f(y_0) \}$.

The result motivated above can then be formalized as follows (see [11, 21]).

**Theorem 2.1** Let Assumption 2.2 hold. There exists a subsequence $J$ of unsuccessful iterations such that

$$
\lim_{j \in J} \alpha_j = 0.
$$

If $L(y_0)$ is bounded, then there exist a point $y_*$ and subsequence $J$ of unsuccessful iterations such that $\lim_{j \in J} \alpha_j = 0$ and $\lim_{j \in J} y_j = y_*$.

We will describe both the global convergence and the worst case complexity results when sufficient decrease is imposed. In the continuously differentiable case, such results are heavily based on the following result (which is taken from [21]; see also [11, Theorem 2.8 and Equation (7.14)]), describing the relationship between the size of the gradient and the step size parameter at unsuccessful iterations.

**Theorem 2.2** Let $D_j$ be a positive spanning set and $\alpha_j > 0$ be given. Assume that $\nabla f$ is Lipschitz continuous (with constant $L_{\nabla f} > 0$) in an open set containing all the poll points in $P_j$. If $f(y_j) \leq f(y_j + \alpha_j d_j)$, for all $d \in D_j$, then

$$
\|\nabla f(y_j)\| \leq c m(D_j)^{-1} \left( \frac{L_{\nabla f}}{2} \alpha_j \|d_j\| + \frac{\rho(\alpha_j)}{\alpha_j \|d_j\|} \right).
$$

(4)

As observed originally in [21], global convergence can be immediately derived from a direct combination of Theorems 2.1 and 2.2.

**Theorem 2.3** Let Assumptions 2.1 and 2.2 hold. Assume also that $f$ is continuously differentiable with Lipschitz continuous gradient on an open set containing $L(x_0)$ (with constant $L_{\nabla f} > 0$). Then

$$
\lim_{j \in J} \nabla f(y_j) = 0.
$$
From a worst case complexity or cost point of view, one asks the question of, given $\epsilon \in (0,1)$, how many iterations $j_1$ are needed to reach $\|\nabla f(y_{j_1+1})\| \leq \epsilon$. Suppose that all iterations $\ell$ up to $j_1$ satisfy $\|\nabla f(y_{\ell})\| > \epsilon$, $\ell = 0, \ldots, j_1$. Then, from Theorem 2.2, we obtain a lower bound on the step size $\alpha_\ell \geq \epsilon/C$, $\ell = 0, \ldots, j_1$, for some positive constant $C$. On the other hand, from sufficient decrease on successful iterations $\ell$, $f(y_{\ell+1}) \leq f(y_{\ell}) - \rho(\alpha_\ell)$. Combining the two facts, we thus get a bound on the number of successful iterations to reach $\|\nabla f(y_{j_1+1})\| \leq \epsilon$. The number of unsuccessful iterations is a function of the number of successful iterations. Such a result was derived by Vicente [30] and is summarized below.

**Theorem 2.4** Consider the application of Algorithm 2.1 when $\rho(t) = ct^p$, $p > 1$, $c > 0$. Let Assumptions 2.1 and 2.2 hold. Let $f$ be continuously differentiable with Lipschitz continuous gradient on an open set containing $L(y_0)$ (with constant $L_{\nabla f} > 0$).

Under these assumptions, to reduce the gradient below $\epsilon \in (0,1)$, Algorithm 2.1 takes at most

\[
O\left( L_{\nabla f}^{\min(p-1,1)} \epsilon^{-\frac{p}{\min(p-1,1)}} \right)
\]

iterations, and, when $|D_j| = n+1$ for all $j$, at most

\[
O\left( (n+1)L_{\nabla f}^{\min(p-1,1)} \epsilon^{-\frac{p}{\min(p-1,1)}} \right)
\]

function evaluations.

When $p = 2$, these numbers are of $O\left( L_{\nabla f}^2 \epsilon^{-2} \right)$ and $O\left( (n+1)L_{\nabla f}^2 \epsilon^{-2} \right)$, respectively.

The constant in $O(\cdot)$ depends only on $c_{\min}, d_{\min}, d_{\max}, c, p, \beta_1, \beta_2, \gamma, \alpha_0$, and the lower bound $f_{\text{low}}$ of $f$ in $L(y_0)$.

We pause now from the presentation of the material needed for our smoothing direct-search approach to briefly review the recent developments on the study of the worst case complexity or cost in non-linear optimization. Nesterov [25, Page 29] first showed that the steepest descent method for unconstrained optimization takes at most $O(\epsilon^{-2})$ iterations (or gradient evaluations) to drive the norm of the gradient of the objective function below $\epsilon$. It has been proved by Cartis, Gould, and Toint [5] that the worst case bound $O(\epsilon^{-2})$ for steepest descent is sharp or tight (see the details in [5]). Gratton, Toint, and co-authors [16, 17] and Cartis, Gould, and Toint [4] proved a similar worst case complexity bound of $O(\epsilon^{-2})$ for trust-region methods and adaptive cubic overestimation methods, respectively, when these algorithms are based on a Cauchy decrease condition. The worst case complexity bound on the number of iterations was reduced to $O(\epsilon^{-\frac{3}{2}})$ (in the sense that the negative power of $\epsilon$ increases) for the cubic regularization of Newton’s method (see Nesterov and Polyak [27]) and for the adaptive cubic overestimation method (see Cartis, Gould, and Toint [4]).

Regarding the unconstrained minimization of non-smooth functions, Cartis, Gould, and Toint [7] showed also that the bound $O(\epsilon^{-2})$ can be retained by some first-order methods for objective functions resulting from the composition of a convex, non-smooth term with a continuously differentiable function.

In the domain of derivative-free optimization, and besides the above described resulted derived by Vicente [30] for direct-search methods based on a sufficient decrease condition when applied to smooth functions, Cartis, Gould, and Toint [6] have investigated the worst case
complexity of their adaptive cubic overestimation algorithm when using finite differences to approximate derivatives. They derived the following bound on the number of function evaluations required to drive the norm of the gradient below $\epsilon$

$$O \left( (n^2 + 5n) \frac{1 + |\log \epsilon|}{\epsilon^{3/2}} \right).$$

Note that the bound for direct search, $O((n+1)\epsilon^{-2})$, is better in terms of the power of $n$ and worse in terms of the power of $\epsilon$.

3 Difficulties in the extension to the non-smooth case

Let $f$ be Lipschitz continuous near $x$. As it is well known [10], the Clarke generalized directional derivative at $x$ along $v$ is defined by

$$f^O(x; v) = \limsup_{\bar{x} \to x, t \downarrow 0} \frac{f(\bar{x} + tv) - f(\bar{x})}{t},$$

and the Clarke subdifferential by

$$\partial f(x) = \{ s \in \mathbb{R}^n : f^O(x; v) \geq \langle v, s \rangle \forall v \in \mathbb{R}^n \}.$$ 

A point $x_*$ is Clarke stationary if $f^O(x_*; v) \geq 0 \forall v \in \mathbb{R}^n$ or, in alternative, if $0 \in \partial f(x_*)$. Clarke stationarity is a first order necessary condition for local minimization of locally Lipschitz functions.

The Clarke subdifferential enjoys an equivalent characterization which helps motivating the use of smoothing functions for optimization of non-smooth functions. Let $D_f$ be the subset of $\mathbb{R}^n$ where $f$ is differentiable. Rademacher’s Theorem says that the set of all non-differentiable points of a locally Lipschitz continuous function is a set of Lebesgue measure 0. Based on such a result, it is shown in [10, Theorem 2.5.1] that

$$\partial f(x) = \text{co}\{\lim \nabla f(\bar{x}) : \bar{x} \to x, \bar{x} \in D_f\},$$

where $\text{co}$ represents the convex hull operator. One can now realize how close stationarity of a smoothing function, $0 \in G_f(x_*)$ (see (3)), is to true stationarity, $0 \in \partial f(x_*)$.

Now, in the rest of this section, we will try to show why it is difficult to derive a worst case complexity bound for direct search in the non-smooth setting, directly and without the use of smoothing functions. In the non-smooth case, the stopping condition $\|\nabla f(y_{j+1})\| \leq \epsilon$ can be replaced by $f^O(y_{j+1}; v) \geq -\epsilon$ for all directions $v \in \mathbb{R}^n$, where $f^O(x; d)$ represents the Clarke generalized directional derivative of $f$ at $x$ along $d$ (which, as mentioned before, is guaranteed to exist if $f$ is Lipschitz continuous near $x$). The first step in the analysis of worst case complexity would be to extend (4) from the smooth to the non-smooth case. However, ultimately, what we would need to show is that when $\ell$ is the index of an unsuccessful iteration and $f^O(y_{\ell}; v_\ell) < -\epsilon$ for some direction $v_\ell$ in the unit sphere of $\mathbb{R}^n$, the step size $\alpha_\ell$ is bounded below by a constant times an appropriate power of $\epsilon$.

Towards this goal, since the iteration $\ell$ under consideration is unsuccessful, 

$$f(y_\ell + \alpha_\ell d_\ell) \geq f(y_\ell) - \rho(\alpha_\ell),$$
for all $d_\ell \in D_\ell$. For simplicity and without loss of generality we will assume that $\|d_\ell\| = 1$ for all $d_\ell \in D_\ell$. We would be interested in the direction $d_\ell$ closest to $v_\ell$. By applying the Lebourg Theorem [10, Theorem 2.3.7],

$$\langle g(y_\ell + t_\ell(\alpha_\ell d_\ell)), \alpha_\ell d_\ell \rangle \geq -\rho(\alpha_\ell),$$

where $g(y_\ell + t_\ell(\alpha_\ell d_\ell)) \in \partial f(y_\ell + t_\ell(\alpha_\ell d_\ell))$ and $t_\ell \in (0, 1)$. Now, let us assume the existence of $h(y_\ell) \in \partial f(y_\ell)$ such that $\|g(y_\ell + t_\ell(\alpha_\ell d_\ell)) - h(y_\ell)\| \leq \nu_1\|\alpha_\ell d_\ell\|$ (for some $\nu_1 > 0$). Under this condition,

$$\nu_1\|\alpha_\ell d_\ell\|^2 \geq -\langle h(y_\ell), \alpha_\ell d_\ell \rangle - \rho(\alpha_\ell)
\quad = -\alpha_\ell\langle h(y_\ell), d_\ell \rangle - \rho(\alpha_\ell).$$

Thus, we would obtain (since $h(y_\ell) \in \partial f(y_\ell)$)

$$-f^\circ(y_\ell; d_\ell) \leq \nu_1\alpha_\ell + \frac{\rho(\alpha_\ell)}{\alpha_\ell}.$$

(Note that this result could have been derived assuming instead $|f^\circ(y_\ell + t_\ell(\alpha_\ell d_\ell); \alpha_\ell d_\ell) - f^\circ(y_\ell; \alpha_\ell d_\ell)| \leq \nu_1\|\alpha_\ell\|^2$.) We have thus bounded the Clarke derivative along $d_\ell$, not along $v_\ell$ as it would be desired.

Assuming that $v_\ell$ satisfies $\|v_\ell - d_\ell\| \leq r_\ell$, from the properties of the Clarke generalized directional derivative (see [10, Proposition 2.1.1]),

$$-\nu_2 r_\ell - f^\circ(y_\ell; v_\ell) \leq \nu_1\alpha_\ell + \frac{\rho(\alpha_\ell)}{\alpha_\ell},$$

where $\nu_2 > 0$ is the Lipschitz constant of $f$ around $y_\ell$. So, under the condition stated above and using $f^\circ(y_\ell; v_\ell) \leq -\epsilon$, we can see that it is possible to derive a lower bound on $\alpha_\ell$, and, from here, similarly as in the smooth case [30], a putative complexity upper bound of the order of

$$(\epsilon - \nu_2 \max_{\ell \in \{0, \ldots, j_1\}} r_\ell)^{-\frac{p}{\min(p-1, p)}}.$$

It is then obvious that one must have $\nu_2 \max_{\ell \in \{0, \ldots, j_1\}} r_\ell < \epsilon$ which is not likely to happen, and helps giving some motivation on the difficulties in establishing a worst case complexity bound for direct search on non-smooth functions. Here we open parentheses to say that such lack of results contrasts with the corresponding availability of global convergence results [1, 31] under the assumption of some form of density of the polling directions in the unit sphere.

### 4 Smoothing direct-search methods

One way of developing an approach for derivative-free non-smooth optimization for which one can measure the worst case complexity or cost of the algorithms is by means of a smoothing function. The idea is simple and consists of applying directly a direct-search method to the smoothing function with a fixed value of the smoothing parameter $\mu$ until a certain precision is achieved, after which the smoothing parameter is reduced and the process repeated. The stopping criterion for each inner direct-search optimization is achieved when the step size gets below a certain function $r(\mu)$ of the smoothing parameter $\mu$, to be selected in advance.
Algorithm 4.1 (Smoothing direct-search method (for non-smooth functions))

**Initialization**

Choose $x_0$ with $f(x_0) < +\infty$, $\alpha_0 > 0$, $\mu_0 > 0$ and $\sigma \in (0, 1)$.

For $k = 0, 1, 2, \ldots$

1. **Direct Search for a fixed smoothing parameter:** Apply DS (Algorithm 2.1) to $	ilde{f}(\cdot, \mu_k)$ (starting from $y_{0,k} = x_k$) generating points $y_{0,k}, \ldots, y_{j,k}$ until $\alpha_{j+1,k} < r(\mu_k)$.

2. **Update of the smoothing parameter:** Set $x_{k+1} = y_{j,k}$ and decrease the smoothing parameter: $\mu_{k+1} = \sigma \mu_k$.

A stopping criterion for this algorithm would consist of verifying if $\mu_k$ is smaller than a given positive tolerance smaller than $\mu_0$.

5 Global convergence of smoothing direct search

The analysis of global convergence of smoothing direct search (Algorithm 4.1) relies heavily on the one for direct search.

**Assumption 5.1** For all $k$: the functions $\tilde{f}(\cdot, \mu_k)$ are bounded below in $L(y_{0,k}) = \{y \in \mathbb{R}^n : \tilde{f}(y, \mu_k) \leq \tilde{f}(y_{0,k}, \mu_k)\}$.

**Theorem 5.1** Let Assumption 5.1 hold. Then the smoothing parameter goes to zero:

$$\lim_{k \to \infty} \mu_k = 0.$$  

**Proof.** For each $k$, one knows, from Theorem 2.1, that $\lim\inf_{j \to +\infty} \alpha_{j,k} = 0$. Thus, one always reaches the stopping criterion for every $k$ and $\mu_k$ is reduced an infinite number of times.

Now, for each $k$, let $j_k$ be the unsuccessful inner direct-search iteration that achieves the stopping criterion $\alpha_{j_k+1,k} < r(\mu_k)$. After having showed that $\mu_k$ converges to zero, one then obtains the property given below for the sequences $\{x_k\}$ and $\{\alpha_{j,k}\}$ defined by such $j_k$’s. At this point one needs to select the function $r(\mu)$ such that it tends to zero when $\mu \downarrow 0$.

**Theorem 5.2** Let Assumption 5.1 hold. If $\lim_{\mu \downarrow 0} r(\mu) = 0$, then

$$\lim_{k \to +\infty} \alpha_{j_k,k} = 0,$$

and if, in addition, $\{x_k\}$ is bounded, there exists a point $x_*$ and a subsequence $K \subseteq \{j_1, j_2, \ldots\}$ such that $\lim_{k \in K} \alpha_{j_k,k} = 0$ and $\lim_{k \in K} x_k = \lim_{k \in K} y_{j_k,k} = x_*$.

To derive global convergence for smoothing direct search it suffices to use Theorem 2.2, which tells us that

$$\|\nabla \tilde{f}(x_k, \mu_k)\| \leq c_n D_{j_k,k}^{-1} \left( \frac{L_{\nabla \tilde{f}(\cdot, \mu_k)}}{2} \alpha_{j_k,k} \|d_{j_k,k}\| + \frac{\rho(\alpha_{j_k,k})}{\alpha_{j_k,k} \|d_{j_k,k}\|} \right). \quad (5)$$
\textbf{Theorem 5.3} Let Assumptions 2.1 and 5.1 hold. Assume also that \( \tilde{f} \) is a smoothing function for \( f \), where, for all \( k \), \( \tilde{f}(\cdot, \mu_k) \) has a Lipschitz continuous gradient on an open set containing \( L(y_{0,k}) \) with constant \( L_{\nabla f}(\mu_k) > 0 \). Under these conditions, if \( \lim_{\mu \downarrow 0} r(\mu) = 0 \) and

\[ \lim_{\mu \downarrow 0} L_{\nabla \tilde{f}}(\mu) r(\mu) = 0, \quad (6) \]

then

\[ \lim_{k \in K} \| \nabla \tilde{f}(x_k, \mu_k) \| = 0 \]

and \( x_\star \) is a stationary point associated with the smoothing function \( \tilde{f} \).

\textbf{Proof.} From (5), \( \beta_1 \alpha_{j,k} \leq \alpha_{j+1,k} \), and \( \alpha_{j+1,k} < r(\mu_k) \)

\[ \| \nabla \tilde{f}(x_k, \mu_k) \| \leq cm(D_{j,k})^{-1} \left( \frac{L_{\nabla \tilde{f}(\cdot, \mu_k)} r(\mu_k) \| d_{j,k} \| + \rho(\alpha_{j,k})}{\alpha_{j,k} \| d_{j,k} \|} \right). \]

The result then follows from Assumptions 2.1, Theorems 5.1 and 5.2, and condition (6). \( \blacksquare \)

Thus, choosing \( r(\cdot) \) appropriately (for instance, \( r(\mu) = \mu^2 \) when \( L_{\nabla \tilde{f}}(\mu) = 1/\mu \)), leads to a globally convergent Algorithm 4.1.

\section{Worst case complexity of smoothing direct search}

We start by first analyzing the worst case cost of Algorithm 4.1 as it stands.

\textbf{Theorem 6.1} Consider the application of Algorithm 4.1 when \( \rho(t) = c_1 t^p \) and \( r(t) = c_2 t^q \), with \( p, q > 1 \) and \( c_1, c_2 > 0 \). Let Assumptions 2.1 and 5.1 hold.

Under these assumptions, Algorithm 4.1 takes at most \( O((- \log(\xi)) \xi^{-pq}) \) iterations to reduce the smoothing parameter below \( \xi \in (0, 1) \).

\textbf{Proof.} Given any \( \xi \in (0, 1) \) such that \( \xi < \mu_0 \), let \( k_1 \) be the first iteration such that \( \mu_{k+1} \leq \xi \).

First let us consider each inner loop of Algorithm 4.1 where direct search is applied for a fixed \( \mu \). To bound the number of successful iterations we recall that such a loop is repeated while \( \alpha_{j+1,k} \geq r(\mu_k) = c_2 \mu_k^q \). Thus, since \( \alpha_{j,k} \geq (1/\gamma) \alpha_{j+1,k} \),

\[ \tilde{f}(y_{j,k}, \mu_k) - \tilde{f}(y_{j+1,k}, \mu_k) \geq c_1 (\alpha_{j,k})^p \geq c_1 (c_2/\gamma)^p (\mu_k^q)^p, \]

and the number of successful iterations \( |S_k| \) is bounded by

\[ |S_k| \leq \frac{\tilde{f}(y_{0,k}, \mu_k) - \tilde{f}_{\text{low}, k}}{c_1 (c_2/\gamma)^p \mu_k^q}, \]

where \( \tilde{f}_{\text{low}, k} \) is the lower bound of \( \tilde{f}(\cdot, \mu_k) \) in \( L(y_{0,k}) \). To bound the number \( |U_k| \) of unsuccessful iterations, since either \( \alpha_{j+1,k} \leq \beta_2 \alpha_{j,k} \) or \( \alpha_{j+1,k} \leq \gamma \alpha_{j,k} \), we obtain by induction

\[ \alpha_{j,k} \leq \alpha_{0} |S_k|^{\beta_2} |U_k|, \]
which in turn implies from $\log(\beta_2) < 0$

$$|U_k| \leq -\frac{\log(\gamma)}{\log(\beta_2)} |S_k| - \frac{\log(\alpha_0)}{\log(\beta_2)} + \frac{\log(\alpha_{j,k})}{\log(\beta_2)}.$$ 

Thus, from $\log(\beta_2) < 0$ and $\alpha_{j,k} > r(\mu_k) > r(\xi)$, we conclude that the maximum number of iterations needed in each inner loop minimization is $O(\xi^{-pq})$.

Finally, we need an upper bound for the number of outer loops, i.e., for the number of times that $\mu$ is reduced. The smoothing parameter update of Algorithm 4.1 yields $\mu_{k+1} \leq \sigma^k \mu_0$. Hence, in order to have $\mu_{k+1} \leq \xi$, we need to have

$$k_1 \geq \frac{\log(\xi) - \log(\mu_0)}{\log(\sigma)},$$

and the proof is completed.

Using again Theorem 2.2 together with Assumption 2.1, $\rho(t) = c_1 t^p$, $r(t) = c_2 t^q$, with $p > 1$ and $q > 1$, and the fact that $\alpha_{j,k} \leq (1/\beta_1) r(\mu_k)$, one can write

$$\|\nabla \tilde{f}(x_k, \mu_k)\| \leq \left( \frac{d_{\text{max}} c_2}{2 \text{cm}_{\text{min}} \beta_1} \right) \{L \nabla \tilde{f}(\cdot, \mu_k)(\mu_k)\} \mu_k^q + \left( \frac{c_1 c_2^{p-1}}{\text{cm}_{\text{min}} d_{\text{min}} \beta_1^{p-1}} \right) \mu_k^{(p-1)q}.$$

As we will see in Section 7, the best known dependence of $L \nabla \tilde{f}(\mu)$ on $\mu$ seems to be of the order of $1/\mu$. In such a case, one obtains when $\mu_{k+1} \leq \xi$ (note that $\mu_{k+1} = \sigma \mu_k$),

$$\|\nabla \tilde{f}(x_{k+1}, \mu_{k+1})\| = O \left( \xi^{q-1} + \xi^{(p-1)q} \right).$$

Thus, as long as $q \geq 2$ and $(p-1)q \geq 1$, one arrives at the conclusion that $O (\log(\xi)^{-p} \xi^{-pq})$ inner direct-search iterations are needed to reduce $\mu_k$ below $\xi$, arriving at a gradient of the order of $\xi$. In this case, the optimal choices for $p$ and $q$ consist of setting $q = 2$ and $p = 3/2$, leading to a worst case cost of $O ((\log(\xi)^{-3})$.

Another perspective on the issue of the worst case complexity of the Algorithm 4.1 can be taken by considering $\mu_k$ fixed and already smaller than a prescribed tolerance $\epsilon$ and to measure how many iterations would it then be required from direct search to lead to a gradient of the smoothing function smaller than $\epsilon$. In this case, we can apply directly Theorem 2.4 and conclude that the number of iterations required would be

$$O \left( \{L \nabla \tilde{f}(\mu_k)\}_{\text{min}(p-1, l)}^{p} \epsilon^{\frac{p}{\text{min}(p-1, l)}} \right).$$

When $L \nabla \tilde{f}(\mu) = O(1/\mu)$ and $\epsilon = \xi$, one then obtains

$$O \left( \epsilon^{\frac{2p}{\text{min}(p-1, l)}} \right),$$

leading to the optimal choice $p = 2$ and a worst case cost of $O (\epsilon^{-4})$. It is thus interesting to realize that such a cost is worse than the cost of Algorithm 4.1, suggesting that a strategy where $\mu$ is progressively reduced might be advantageous.
7 Construction of smoothing functions

As we have seen, smoothing direct-search methods are capable of generating a sequence of iterates converging to a stationary point associated with the smoothing function. However, it remains to know if such a point is indeed a Clarke stationary point, and thus determining the relationship between the sets \( G_f(x_*) \) and \( \partial f(x_*) \) is of main important for us. We have also seen that is mandatory to make precise the dependence of the Lipschitz constant \( L_{\nabla f}(\mu) \) of the gradient of the smoothing function explicitly in terms of the smoothing parameter \( \mu \). In this section we will review the results of interest to us on the construction of smoothing functions in the general case, meaning without assuming a specific structure of the function \( f \) to be smoothed.

There are various techniques for constructing a smoothing function. One possible way is by convolution with mollifiers \([29]\) (see also \([15, 32]\)). A parameterized family or sequence of measurable functions \( \{\psi^\mu : \mathbb{R}^n \rightarrow \mathbb{R}^+, \mu \in \mathbb{R}^+\} \) is called a (bounded) mollifier or mollifier sequence if \( \int_{\mathbb{R}^n} \psi^\mu(z)dz = 1 \) and if \( B^\mu = \{z : \psi^\mu(z) > 0\} \) forms a (bounded) sequence converging to \( \{0\} \) as \( \mu \downarrow 0 \). A smoothing function can be constructed through convolution or averaging with mollifiers \([29]\):

\[
\tilde{f}(x, \mu) = \int_{\mathbb{R}^n} f(x - z)\psi^\mu(z)dz = \int_{\mathbb{R}^n} f(z)\psi^\mu(x - z)dz. \tag{7}
\]

It is known (see \([29, Example 7.19]\)) that such a sequence of mollifiers converges pointwise to \( f \), i.e., it verifies condition (2) required in the definition of a smoothing function. Furthermore, if the mollifiers \( \{\psi^\mu\} \) are continuous on \( \mathbb{R}^n \), then the functions \( \tilde{f}(\cdot, \mu) \) are continuously differentiable, (this fact is a direct application of \([29, Theorem 9.67]\) in the case where \( f \) is Lipschitz continuous near \( x_* \), and thus \( \tilde{f} \) is indeed a smoothing function of \( f \). Under these assumptions one also knows from \([29, Theorem 9.67]\) that such \( \tilde{f} \) satisfies the gradient consistency property

\[
\partial f(x_*) = \text{co} G_f(x_*),
\]

thus yielding \( G_{\tilde{f}}(x_*) \subseteq \partial f(x_*) \) as desired.

A well known family of mollifiers are the so-called Steklov, defined by setting

\[
\psi^\mu(z) = \begin{cases} 
1/\mu^n & \text{if } z \in [-\mu/2, \mu/2]^n, \\
0 & \text{otherwise},
\end{cases} \tag{8}
\]

used in \([15, 18]\) to construct smoothing functions by averaging or convolution. Such smoothing functions were used in \([20]\) to introduce a derivative-free version of the gradient sampling algorithm \([3]\). In particular it is known that the resulting smoothing function has the form

\[
\tilde{f}(x, \mu) = \frac{1}{\mu^n} \int_{x_1-\mu/2}^{x_1+\mu/2} dz_1 \ldots \int_{x_n-\mu/2}^{x_n+\mu/2} dz_n f(z).
\]

Furthermore, if \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) is locally Lipschitz, then the Steklov smoothing function \( \tilde{f}(\cdot, \mu) \) is continuously differentiable, and its gradient is given by

\[
\nabla \tilde{f}(x, \mu) = \sum_{i=1}^n e_i \frac{1}{\mu^n} \int_{x_i-\mu/2}^{x_i+\mu/2} dz_1 \ldots \int_{x_{i-1}-\mu/2}^{x_{i-1}+\mu/2} dz_{i-1} \int_{x_{i+1}-\mu/2}^{x_{i+1}+\mu/2} dz_{i+1} \ldots \int_{x_n-\mu/2}^{x_n+\mu/2} dz_n [f(z_1, \ldots, z_{i-1}, x_i + 1/2\mu, z_{i+1}, \ldots, z_n) - f(z_1, \ldots, z_{i-1}, x_i - 1/2\mu, z_{i+1}, \ldots, z_n)].
\]
One can also show that such a gradient is Lipschitz continuous with Lipschitz constant $2nL_f/\mu$, where $L_f$ is the Lipschitz constant of $f$.

Mollifiers can also be defined by means of Gaussian probability density functions [15, 26], leading also to smoothing functions for which the Lipschitz constant of the gradient is $O(1/\mu)$ (see [26]).

A number of optimization algorithms for non-smooth optimization have been developed using some form of smoothing of the non-differentiable objective function. One of the earliest contributions, based on previous work by Ernoliev, was made by Katkovnik [19], in the early 70s. He developed ‘random search algorithms’ as first-order methods using the gradient of an averaged (smoothing) function computed via convolution with mollifiers defined by probability density functions. Several authors further investigated smoothing in optimization, see Kreimer and Rubinstein [22] for a summary of those and a generalization of Katkovnik’s work, and the papers [8, 15, 18].

More recently, smoothing techniques have been used in derivative-based optimization by Zhang and Chen [32] to derive a smoothing projected gradient method for non-smooth and non-convex optimization over a constrained set (involving an application to the solution of stochastic linear complementarity problems where the non-smoothness of the resulting objective function comes from the min operator), and by Chen and Zhou [9] to develop a smoothing nonlinear conjugate gradient method for non-smooth and nonconvex unconstrained optimization problems (solving an application in image restoration where the non-smoothness of the objective function is determined from the absolute value operator). On the derivative-free side, Liuzzi and Lucidi [23] have proposed an algorithm for inequality constrained optimization using a smoothing form of an $\ell_\infty$ penalty function.

8 A smoothing function for $\|F(\cdot)\|_1$

The $\ell_1$ norm is widely used in applications of optimization problems. One possible usage is as an error distance in parameter identification or inverse problems, replacing the role of the $\ell_2$ norm in least-squares problems. Another popular role is in sparse optimization and compressed sensing. We are thus interested in defining a smoothing function for the $\ell_1$ norm and, more precisely, for a function of the type $\|F(\cdot)\|_1$ where $F$ is a continuously differentiable vectorial operator from $\mathbb{R}^n$ to $\mathbb{R}^m$.

Such a smoothing function will be provided by first pointing out a smoothing function for the absolute value and, later, to use composition of functions and non-smooth calculus rules to pass from $|\cdot|$ to $\|F(\cdot)\|_1$. Chen and Zhou [9] have introduced the following smoothing function for $|\cdot|$:

$$\tilde{s}(t, \mu) = \int_{-\infty}^{+\infty} |t - \mu \tau| g(\tau) d\tau,$$

where $g : \mathbb{R}^n \rightarrow \mathbb{R}^+$ is a piecewise continuous density function with a finite number of pieces satisfying

$$g(\tau) = g(-\tau) \quad \text{and} \quad \int_{-\infty}^{+\infty} |\tau| g(\tau) d\tau < +\infty.$$ 

Let $\kappa = \int_{-\infty}^{+\infty} |\tau| g(\tau) d\tau$. The following proposition, which is a special case of [9, Proposition 3.1], describes the relevant properties of $\tilde{s}(t, \mu)$.
Proposition 8.1 The function $\tilde{s}(t, \mu)$ defined by (9) has the following properties:

(i) $\tilde{s}(t, \mu) = \tilde{s}(-t, \mu)$ for $t \in \mathbb{R}$, that is, $\tilde{s}(\cdot, \mu)$ is symmetric.

(ii) $\tilde{s}(\cdot, \mu)$ is continuously differentiable on $\mathbb{R}$, and its derivative can be given by

$$\tilde{s}'(t, \mu) = 2 \int_{0}^{t} \rho(\tau)d\tau.$$ 

(iii) $\tilde{s}(\cdot, \mu)$ converges uniformly to $|t|$ on $\mathbb{R}$ with

$$|\tilde{s}(t, \mu) - |t|| \leq \kappa \mu.$$ 

(iv) The set of limits of the derivatives $\tilde{s}'(t, \mu)$ coincides with the Clarke subdifferential of the absolute value, that is,

$$\left\{ \lim_{t \to 0, \mu \downarrow 0} \tilde{s}'(t, \mu) \right\} = [-1, 1] = \partial |(0)$$ 

and

$$\lim_{t \to t_{*}, \mu \downarrow 0} \tilde{s}'(t, \mu) = \begin{cases} 1 & t_{*} > 0, \\ -1 & t_{*} < 0. \end{cases}$$ 

Moreover, one has

$$\lim_{\mu \downarrow 0} \tilde{s}'(t, \mu) = \begin{cases} 1 & t > 0, \\ 0 & t = 0, \\ -1 & t < 0. \end{cases}$$ 

(v) For any fixed $\mu > 0$, $\tilde{s}'(t, \mu)$ is Lipschitz continuous with constant $2\kappa_{0}/\mu$, where $\kappa_{0}$ is an upper bound for $\rho$.

If one considers the following uniform density function [9],

$$\rho(\tau) = \begin{cases} 1 & \text{if } \tau \in [-\frac{1}{2}, \frac{1}{2}], \\ 0 & \text{otherwise,} \end{cases}$$

then, using (9), the smoothing function for $|\cdot|$ corresponding to this density function is

$$\tilde{s}(t, \mu) = \begin{cases} \frac{t^{2}}{\mu} + \frac{\mu}{4} & \text{if } t \in [-\frac{\mu}{2}, \frac{\mu}{2}], \\ \frac{\mu}{4} |t| & \text{otherwise,} \end{cases}$$

with gradient given by

$$\tilde{s}'(t, \mu) = \begin{cases} \frac{2t}{\mu} & \text{if } t \in [-\frac{\mu}{2}, \frac{\mu}{2}], \\ \text{sign}(t) & \text{otherwise.} \end{cases}$$

The Lipschitz constant of $\tilde{s}'(\cdot, \mu)$ is $2/\mu$. Note that this smoothing function is precisely the one that is derived using the Steklov mollifier (8).

As mentioned in the beginning of this section, we are interested in the minimization of the $\ell_{1}$ norm of a vectorial function $F : \mathbb{R}^{n} \to \mathbb{R}^{m}$, where $F(x) = (F_{1}(x), \ldots, F_{m}(x))^{\top}$ and each $F_{i}$ is a continuous differentiable function (with a Lipschitz continuous gradient), and we are interested in doing so by means of the smoothing direct-search approach suggested in this paper. Thus, we are looking for a smoothing function of $\|F(\cdot)\|_{1}$. The possibility we will explore in this paper is based on the above given smoothing function for $|\cdot|$ and is given by

$$\tilde{F}(x, \mu) = \sum_{i=1}^{m} \tilde{s}(F_{i}(x), \mu). \quad (10)$$
We will show that $\tilde{F}$ is indeed a smoothing function for $\|F(\cdot)\|_1$, satisfying the gradient consistency property and exhibiting a Lipschitz continuous gradient with constant of the order of $1/\mu$. Such properties will result from the corresponding properties of $\tilde{s}$ and the use of non-smooth calculus rules for regular functions.

In fact, the absolute value is a regular function, as defined in [10]. A function $g : \mathbb{R}^n \to \mathbb{R}$ is said to be regular at $x$ if, for all $v$, the traditional one-sided directional derivative $g'(x; v)$ exists and coincides with $g^0(x; v)$. For instance, all Lipschitz continuous convex functions and continuous differentiable functions are regular [10, Proposition 2.3.6]. The following lemma describes the relations of interest to us between the Clarke subdifferential of sums and composition of functions and the corresponding individual subdifferentials (for a proof see [10, Theorem 2.3.9]).

**Theorem 8.1** Consider a function like $h(F(x))$, where $F : \mathbb{R}^n \to \mathbb{R}^m$ is Lipschitz continuous near $x$ and $h : \mathbb{R}^m \to \mathbb{R}$ is Lipschitz continuous near $F(x)$. Then $h(F)$ is Lipschitz continuous near $x$ and

$$\partial(h(F))(x) \subseteq \overline{\co \left\{ \sum_{i=1}^m \alpha_i \zeta_i : \zeta_i \in \partial F_i(x), \alpha = (\alpha_1, \ldots, \alpha_m)^\top \in \partial h(F(x)) \right\}},$$

where $\overline{\co}$ denotes the closed convex hull. If $h$ is regular at $F(x)$ and $F$ is continuously differentiable at $x$, $\overline{\co}$ is superfluous and equality holds.

We are now ready to show the desired properties about our smoothing function (10).

**Theorem 8.2** Let $\tilde{F}(x, \mu) = \sum_{i=1}^m \tilde{s}(F_i(x), \mu)$ be defined as in (10). Then

(i) $\tilde{F}$ is a smoothing function for $\|F\|_1$.

(ii) $\tilde{F}(\cdot, \mu)$ satisfies the gradient consistent property, that is,

$$\left\{ \lim_{x \to x_*, \mu \downarrow 0} \nabla \tilde{F}(x, \mu) \right\} = \partial \|F\|_1(x_*).$$

(iii) For each $\mu$, $\nabla \tilde{F}(\cdot, \mu)$ is Lipschitz continuous with a Lipschitz constant of the order of $1/\mu$.

**Proof.** (i) From Proposition 8.1.iii and the smoothness of $F$ one can easily show that

$$\lim_{z \to x_*, \mu \downarrow 0} \tilde{F}(z, \mu) = \|F(x)\|_1.$$

Furthermore, from Proposition 8.1.ii and the smoothness of $F$, we obtain continuous gradients for $\tilde{F}(\cdot, \mu)$

$$\nabla \tilde{F}(z, \mu) = \sum_{i=1}^m \tilde{s}'(F_i(x), \mu) \nabla F_i(x),$$

and thus $\tilde{F}$ is a smoothing function of $\|F\|_1$. 
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(ii) One has the following derivation

\[
\left\{ \lim_{x \to x^*, \mu \downarrow 0} \nabla \tilde{F}(x, \mu) \right\} = \left\{ \lim_{x \to x^*, \mu \downarrow 0} \sum_{i=1}^{m} \tilde{s}'(F_i(x), \mu) \nabla F_i(x) \right\} \\
= \left\{ \sum_{i=1}^{m} \lim_{x \to x^*, \mu \downarrow 0} \tilde{s}'(F_i(x), \mu) \nabla F_i(x) \right\} \\
= \left\{ \sum_{i=1}^{m} \nabla F_i(x^*) \lim_{x \to x^*, \mu \downarrow 0} \tilde{s}'(F_i(x), \mu) \right\} \\
= \sum_{i=1}^{m} \nabla F_i(x^*) \partial |(F_i(x^*))| \\
= \partial \|F\|_1(x^*),
\]

where the last equality is justified by Theorem 8.1 and the penultimate one by Proposition 8.1.iv.

(iii) Since, from Proposition 8.1.v, \( \tilde{s}'(\cdot, \mu) \) is Lipschitz continuous, one can easily derive

\[
\| \nabla \tilde{F}(x, \mu) - \nabla \tilde{F}(y, \mu) \| \leq \sum_{i=1}^{m} \| \tilde{s}'(F_i(x), \mu) \nabla F_i(x) - \tilde{s}'(F_i(y), \mu) \nabla F_i(y) \|
\]

\[
= \sum_{i=1}^{m} \| \tilde{s}'(F_i(x), \mu) \nabla F_i(x) - \tilde{s}'(F_i(x), \mu) \nabla F_i(y) + \tilde{s}'(F_i(x), \mu) \nabla F_i(y) - \tilde{s}'(F_i(y), \mu) \nabla F_i(y) \|
\]

\[
\leq \sum_{i=1}^{m} \left\{ |\tilde{s}'(F_i(x), \mu)\| \nabla F_i(x) - \nabla F_i(y) \| + |\tilde{s}'(F_i(x), \mu) - \tilde{s}'(F_i(y), \mu)| \| \nabla F_i(y) \| \right\}
\]

\[
\leq \sum_{i=1}^{m} \left\{ |\tilde{s}'(F_i(x), \mu)\| L_{\nabla F_i} \| x - y \| + L_{\tilde{s}'}(\mu) \| F_i(x) - F_i(y) \| \| \nabla F_i(y) \| \right\}
\]

\[
\leq \sum_{i=1}^{m} (M_i L_{\nabla F_i} + L_{\tilde{s}'}(\mu) L_{F_i} N_i) \| x - y \|,
\]

where \( L_{\nabla F_i} \), \( L_{F_i} \), and \( L_{\tilde{s}'}(\mu) \) are the Lipschitz constants of respectively \( \nabla F_i \), \( F_i \), and \( \tilde{s}'(\cdot, \mu) \), and \( M_i \) and \( N_i \) are upper bounds of respectively \( |\tilde{s}'(F_i, \mu)| \) and \( \| \nabla F_i \| \) in \( \mathbb{R}^n \) or in a certain subdomain or level set.

In summary, we have identified a continuously differentiable smoothing function for \( f(\cdot) = \|F(\cdot)\|_1 \), satisfying \( G_\tilde{f}(x_*) = \partial f(x_*) \) and for which the gradient is Lipschitz continuous with constant \( O(1/\mu) \).

9 Numerical results

We have made a number of experiments regarding the use of smoothing in direct search, on a test set suggested in [24] consisting of 53 problems of the form \( \min_{x \in \mathbb{R}^n} f(x) = \|F(x)\|_1 \), where \( F \) varies among 22 nonlinear vector functions of the CUTer collection with \( 2 \leq n \leq 12 \) and different initial points were considered. We chose \texttt{sid-psm} as our direct-search solver. This code performed relatively well in a number of benchmarkings [12, 28], especially among direct-search solvers, in particular due to a search step where a quadratic model is fitted using previous
function evaluations and minimized in a trust region, and due to a poll step where polling points are ordered for evaluation using a negative simplex gradient.

We will report here only a limited number of the tests performed. We compared the default version of \textit{sid-psm} to Algorithm 4.1 where we also applied \textit{sid-psm} for each value of $\mu_k$. Algorithm 4.1 was run using $\mu_0 = 10^{-2}$, $r(\mu) = \max(10^{-5}, \mu^2)$ (note that $10^{-5}$ is the default stopping tolerance of \textit{sid-psm} for the step size parameter), and the update $\mu_{k+1} = \mu_k/10$. The algorithm was stopped when $\mu_k$ reaches $10^{-3}$, which, given the initial value for $\mu_0$, amounts in doing 2 major iterations ($k = 0, 1$). We refer as \texttt{Ssid-psm} to such a version of Algorithm 4.1.

We start by depicting in Figure 1 the best value of $f(x) = \|F(x)\|_1$ obtained by the two methods/solvers for all the problems.

![Figure 1: Difference in best function values obtained for a set of smooth problems. Positive (resp. negative) values indicate better performance of \texttt{Ssid-psm}/Algorithm 4.1 (resp. of \textit{sid-psm}).](image)

In Figure 2 we show a data profile [24] indicating the percentage of problems solved by the two solvers under consideration as function of a budget of objective function evaluations (scaled by $n + 1$). A problem is considered solved when

$$f(x_0) - f(x) \geq (1 - \theta)[f(x_0) - f_L],$$

where $\theta \in (0, 1)$ is a level of accuracy, $x_0$ is the initial iterate, and $f_L$ is the best objective value found by the two solvers for a budget of 1500 function evaluations. In Figure 2 we set $\theta = 10^{-7}$.

In addition, a performance profile [13] is given in Figure 3, depicting how well a solver performed relatively to the other in reaching the same (scale invariant) convergence test [14], in our case chosen as

$$f(x) - f_* \leq \theta(|f_*| + 1),$$

where $\theta$ is the accuracy level and $f_*$ is an approximation for the optimal value of the problem being tested. For each solver, the respective curve describes (at $\tau = 1$) the fraction of problems
Figure 2: Data profiles computed for a set of smooth problems. $S_{sid-psm}$ stands for a version of Algorithm 4.1.

for which the solver performs the best (efficiency) and (for $\tau$ sufficiently large) the fraction of problems solved by the solver (robustness). In Figure 3 we set $\theta = 10^{-4}$. In an attempt to measure the ability to rigorously solve the problems in hand we set $f_*$ for each problem to the best value attained by these 2 solvers and by those also tested in [12].

Figure 3: Performance profiles computed a the set of smooth problems, in a logarithmic scale. $S_{sid-psm}$ stands for a version of Algorithm 4.1.
Figure 1 indicated that the smoothing direct-search approach led to better objective function values, but did not inform us if such an improvement came at the cost of more function evaluations. The data and performance profiles assured us that indeed one can solve more problems accurately without paying an additional cost in effort. The data profile of Figure 2 tell us that the budget needed to achieve the best precision among the two solvers is approximately the same until a point where \texttt{sid-psm} looses in number of problems ‘solved’. The performance profile of Figure 3 says that \texttt{Ssid-psm} takes roughly less iterations than \texttt{sid-psm} in approximately 50% of the problems, loosing in about 32%. In terms of robustness \texttt{Ssid-psm} solves approximately 40% times more problems than \texttt{sid-psm}, where solving here is now related to (an approximated) optimal value.

Besides varying the accuracy level in data and performance profiles, we also made a number of other tests trying to measure of the impact of smoothing in the search and poll steps separately. For instance we turned off the search step, both in \texttt{sid-psm} and in the usage of \texttt{sid-psm} in Algorithm 4.1. We then tried the default poll step and another one where the ordering of the polling points is made in a cycling fashion (without the use of a simplex gradient). Since we observed approximately the same order of improvement in using smoothing direct search as before, we will omit the details for sake of brevity. These and other experiences will be related in the forthcoming PhD thesis of the first author.

10 Conclusions

Establishing a bound on the worst case complexity or cost of direct-search methods is a nontrivial problem when the function being optimized is non-smooth. In part this is because one needs an infinity of polling directions to approach some form of stationary in the non-smooth case. However, even in the simple situation where the objective function is the sum of a smooth term with a piecewise linear one (\(\min_{x \in \mathbb{R}^n} f(x) + \|Ax - b\|_p\), with \(p = 1, \infty\), see [2]) for which the number of polling directions can be finite, the authors are incapable of deriving such a bound.

The use of smoothing appears thus as a natural tool to yield the desired bound. As we have seen in our paper, smoothing direct search is not only globally convergent but also exhibits a worst case behavior for which the corresponding number of iterations or function evaluations can be measured. One pays a price in smoothing non-smooth objective functions, in the sense that the bound in the worst case complexity is at least one order worse than the corresponding bound for smooth direct search.

Following what Nesterov [25, Page 29] states for first order black box oracles (see also [30] for the smooth zero order case), one can consider the following problem class:

<table>
<thead>
<tr>
<th>Model:</th>
<th>Unconstrained minimization</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(f) Lipschitz continuous</td>
</tr>
<tr>
<td></td>
<td>(f) bounded below</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Oracle:</th>
<th>Zero order black box (evaluation of (f))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\epsilon)-solution:</td>
<td>(\mu \leq \epsilon, |\nabla f(x_{\text{app}}^*, \mu)| \leq \epsilon)</td>
</tr>
</tbody>
</table>

where \(x_{\text{app}}^*\) is the approximated solution found (given a starting point \(x_0\) for a method). Our results imply that the number of calls of the oracle is \(O((n + 1)\epsilon^{-4})\), and thus establishes an
upper complexity bound for the above problem class. If we redefine our \( \epsilon \)-solution as \( \mu \leq \epsilon \),
\[
\| \nabla \tilde{f}(x_{\text{appr}}^{\text{appr}}, \mu) \| \leq C\epsilon,
\]
for some constant \( C > 0 \), the upper complexity bound becomes \( \mathcal{O}((n + 1)(-\log(\epsilon))\epsilon^{-3}) \) (see Section 6).

Finally, it should be pointed out that the results of this paper can be extended to bound and linear constraints, where the number of positive generators of the tangent cones of the nearly active constraints is finite.
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