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Abstract. We present a new barrier-based method of constructing smoothing approximations for the Euclidean projector onto closed convex cones. These smoothing approximations are used in a smoothing proximal point algorithm to solve monotone nonlinear complementarity problems (NCPs) over a convex cones via the normal map equation. The smoothing approximations allow for the solution of the smoothed normal map equations with Newton’s method, and do not require additional analytical properties of the Euclidean projector. The use of proximal terms in the algorithm adds stability to the solution of the smoothed normal map equation, and avoids numerical issues due to ill-conditioning at iterates near the boundary of the cones. We prove a sufficient condition on the barrier used that guarantees the convergence of the algorithm to a solution of the NCP. The sufficient condition is satisfied by all logarithmically homogeneous barriers. Preliminary numerical tests on semidefinite programming problems (SDPs) shows that our algorithm is comparable with the Newton-CG augmented Lagrangian algorithm (SDPNAL) proposed in [X. Y. Zhao, D. Sun, and K.-C. Toh, SIAM J. Optim. 20 (2010), 1737–1765].

1. Introduction

We consider the nonlinear complementarity problem (NCP).

Given a continuous nonlinear map $F : E \to E$ on a finite dimensional Euclidean space $E$ with inner product $\langle \cdot, \cdot \rangle$, and a closed convex cone $K \subset E$ with nonempty interior, find $x \in E$ that satisfies

$$x \in K, \quad F(x) \in K^\sharp, \quad \text{and} \quad \langle x, F(x) \rangle = 0,$$

where $K^\sharp$ denotes the dual cone of $K$.

We denote this problem by $\text{NCP}_K(F)$. When $F$ is affine, we call the problem a linear complementarity problem.

In general, the KKT conditions for constrained nonlinear programs can be formulated as nonlinear complementarity problems [16]. Nonlinear complementarity problems also provide a general setting for various equilibrium problems, such as the computation of equilibria in finite games [41], the solution of spatial price equilibrium problems [42], and problems in option pricing [28]. Recently there has been much research in studying symmetric cone complementarity problems; see, e.g., [21], [22], [23], [34], [36], [45], [56] and [57].

While some solution methods, such as interior-point methods, solve the NCP directly (see, e.g., [31], [55], [59], [62], [64] and [65]), many other methods solve equivalent non-smooth equation reformulations of the problem. For instance, [32] uses a Hadamard product reformulation, [18] and [39] considers various C-functions in their reformulations,
uses a class of path-following algorithms known as non-interior continuation methods, and [17], [30], [38], [60] and [63] employs merit functions in solving reformulations of nonlinear complementarity problems.

The most general nonsmooth equation reformulations for the nonlinear linear complementarity problem are the normal map equation [43] and the natural map equation [14].

In this exposition, we consider the normal map equation

$$F(\text{Proj}_K(z)) + z - \text{Proj}_K(z) = 0,$$

where $\text{Proj}_K$ denotes the Euclidean projection onto $K$; i.e.,

$$\text{Proj}_K : z \in \mathbb{E} \mapsto \arg \min_{x \in K} \{\|z - x\|\},$$

where $\|\cdot\|$ denotes the norm induced by $\langle \cdot, \cdot \rangle$. Every solution $z$ of the normal map equation gives a solution $x = \text{Proj}_K(z)$ of NCP$_K(F)$; see, e.g., [16, Section 1.5.2].

The normal map equation is typically solved with nonsmooth Newton’s methods (see, e.g., [20] and [24]), semismooth Newton’s methods (see, e.g., [13] and [17]), and smoothing Newton’s methods (see, e.g., [6], [7], [8], [9], [11], [12], [19], [25], [27], [33], [44], [46], [47] and [48]). Existing nonsmooth and semismooth Newton’s methods depend on the Bouligand-differentiability or the semismoothness of the nonsmooth reformulations, and is thus restricted to cones whose Euclidean projector possess the same analytic properties. On the other hand, solution methods that employs smoothing techniques avoid this constraint. However, a pre-requisite for employing smoothing techniques is the knowledge of a smoothing approximation of the Euclidean projector with computable derivatives.

For semidefinite programming, it was observed by Wang, Sun and Toh [61] that the addition of a log-determinant term to the objective function serves as a smoothing of the Euclidean projector. This connection between logarithmic barriers and smoothing approximations is the foundation of non-interior continuation methods for linear and semidefinite complementarity problems [4, 10, 26, 29]. In this paper, we generalize this idea and present a novel barrier-based method to construct smoothing approximations $p(\cdot, \mu)$, $\mu \geq 0$, of the Euclidean projector $\text{Proj}_K$ (see Section 3 for its definition) of an arbitrary closed convex cone $K$, whose derivatives depend on those of the barrier used. This smoothing approximation allows us to write the normal map equation as the following auxiliary equation

$$\begin{pmatrix}
F(p(z, \mu_+)) + z - p(z, \mu_+) \\
\mu
\end{pmatrix} = \begin{pmatrix}
0 \\
0
\end{pmatrix},$$

where $\mu_+$ denotes the positive part $\max\{0, \mu\}$. The first component of this system is called the smoothed normal map equation.

For stability, we choose to employ the proximal point algorithm when solving the auxiliary equation (2). With appropriate control on the parameter $c_k$ (which will be briefly described), we are able to avoid numerical issues due to ill-conditioning at primal and dual iterates near the boundary of their respective cones. The proximal point method was introduced by Martinet [40], and generalized by Rockafellar [51] to maps over Hilbert spaces. The algorithm can be used to solve problems such as the minimization of lower semicontinuous proper convex functions, and minimax problems [52]. It has resulted in many new algorithms in recent papers on several classes of optimization problems; see, e.g., [35], [61] and [67].

Briefly the proximal point algorithm finds a zero of a set-valued map $T : \mathbb{H} \rightrightarrows \mathbb{H}$ on a Hilbert space $\mathbb{H}$ with a sequence of approximate zeros $x_k$ of the map

$$x \mapsto T(x) + c_k^{-1}(x - x_{k-1}),$$
where \( \{c_k\} \) is a sequence of positive real numbers. When \( T \) has a zero, Rockafellar [51, Theorem 1] proved that the sequence of approximate zeros converges to a zero of \( T \) under the assumptions that \( T \) is maximal monotone and \( \{c_k^{-1}\} \) is bounded. When \( \{c_k^{-1}\} \) is further bounded away from 0, we note that the above map is strongly monotone with modulus at least \( \inf\{c_k^{-1}\} \), thus providing stability to the algorithm. As the proximal point algorithm can only be used to find zeros of maximal monotone maps, this approach can only solve the auxiliary equation of a limited class of nonlinear complementarity problems: it can only be applied directly when the normal map

\[
F^{\text{nor}} : z \in \mathbb{E} \mapsto F(\text{Proj}_K(z)) + z - \text{Proj}_K(z)
\]

is maximal monotone. In [66], Zhao and Li showed that when \( F \) is co-coercive with some constant \( \alpha > 0 \), that is,

\[
\langle F(x) - F(y), x - y \rangle \geq \alpha \|F(x) - F(y)\|^2, \forall x, y \in \mathbb{E},
\]

the normal map is monotone, and subsequently maximal monotone when \( F \) is further continuous. We remark that being co-coercive is strictly stronger than being monotone.

In order to solve a more general class of nonlinear complementarity problem, we generalize the proximal point algorithm by using a nonlinear map \( R : \mathbb{H} \rightarrow \mathbb{H} \) in the proximal term to get

\[
z \mapsto T(z) + c_k^{-1}(R(z) - R(z_{k-1})).
\]

With a simple change of variable \( z \mapsto R^{-1}(z) \), the convergence of the proximal point algorithm translates to a similar conclusion for this variant: the sequence \( \{R(z_k)\} \) converges to a zero of \( TR^{-1} \) under the assumptions that \( TR^{-1} \) is maximal monotone and \( \{c_k^{-1}\} \) is bounded.

The idea of replacing the proximal term with nonlinear terms is not new. For example, Bregman functions [2, 15, 58] and logarithmic-quadratic terms [1] were studied. The main difference between these approaches and our approach is the assumption on \( T \): while we require \( TR^{-1} \) to be maximal monotone, these other approaches require \( T \) to be maximal monotone. We remark that unless \( R(\cdot) - R(0) \) is a multiple of the identity map, these two assumptions are incomparable\(^1\); i.e., neither maximal monotonicity assumption implies the other.

For the purpose of solving the auxiliary equation, we use the nonlinear map \( R : (z, \mu) \mapsto (p(z, \mu_+), \mu_+) \) in the proximal term to find zero of the auxiliary function

\[
T : (z, \mu) \mapsto (F(p(z, \mu_+)) + z - p(z, \mu_+), \mu).
\]

Under suitable conditions (see Proposition 4.2) on the barrier used to construct the smoothing approximation, we show that the maximal monotonicity of the composition

\[
\text{If } R(\cdot) - R(0) \text{ is a not multiple of the identity map, then there exists } z \in \mathbb{E} \text{ with } \langle w_z - w_0, z \rangle < \|w_z - w_0\| \|z\| \text{ for some } (z, w_z), (0, w_0) \in G(R). \text{ Therefore, for the maximal monotone map } T : x \mapsto x + \alpha \langle v, x \rangle v, \text{ where } \alpha \geq 0 \text{ is arbitrary and } v = w_z - w_0 - \frac{\|w_z - w_0\|}{\|z\|} z, \text{ we have } (z, Tw_z), (0, Tw_0) \in G(TR) \text{ and }
\]

\[
\langle z - 0, Tw_z - Tw_0 \rangle = \langle z, w_z - w_0 \rangle + \alpha \langle v, w_z - w_0 \rangle (z, v)
\]

is negative for all \( \alpha \) sufficiently large, since

\[
\langle v, w_z - w_0 \rangle = \left\langle w_z - w_0 - \frac{\|w_z - w_0\|}{\|z\|} z, w_z - w_0 \right\rangle = \|w_z - w_0\|^2 - \frac{\|w_z - w_0\|}{\|z\|} (z, w_z - w_0) > 0
\]

and

\[
\langle z, v \rangle = \left\langle z, w_z - w_0 - \frac{\|w_z - w_0\|}{\|z\|} z \right\rangle = (z, w_z - w_0) - \frac{\|w_z - w_0\|}{\|z\|} (z, v) < 0.
\]

Thus \( TR \) is not monotone while \( T \) is maximal monotone. Similarly, there is a maximal monotone map \( T' \) with \( T'R^{-1} \) not monotone; this gives a nonmonotone \( T'R^{-1} \) with \( (T'R^{-1})R = T' \) maximal monotone.

\(^1\)If \( R(\cdot) - R(0) \) is a not multiple of the identity map, then there exists \( z \in \mathbb{E} \) with \( \langle w_z - w_0, z \rangle < \|w_z - w_0\| \|z\| \) for some \( (z, w_z), (0, w_0) \in G(R) \). Therefore, for the maximal monotone map \( T : x \mapsto x + \alpha \langle v, x \rangle v, \) where \( \alpha \geq 0 \) is arbitrary and \( v = w_z - w_0 - \frac{\|w_z - w_0\|}{\|z\|} z \), we have \( (z, Tw_z), (0, Tw_0) \in G(TR) \) and

\[
\langle z - 0, Tw_z - Tw_0 \rangle = \langle z, w_z - w_0 \rangle + \alpha \langle v, w_z - w_0 \rangle (z, v)
\]

is negative for all \( \alpha \) sufficiently large, since

\[
\langle v, w_z - w_0 \rangle = \left\langle w_z - w_0 - \frac{\|w_z - w_0\|}{\|z\|} z, w_z - w_0 \right\rangle = \|w_z - w_0\|^2 - \frac{\|w_z - w_0\|}{\|z\|} (z, w_z - w_0) > 0
\]

and

\[
\langle z, v \rangle = \left\langle z, w_z - w_0 - \frac{\|w_z - w_0\|}{\|z\|} z \right\rangle = (z, w_z - w_0) - \frac{\|w_z - w_0\|}{\|z\|} (z, v) < 0.
\]
$TR^{-1}$ is implied by the monotonicity of $F$.\footnote{When $F$ is continuous with domain $K$, one can easily check that the monotonicity of $F$ is also a necessary condition for the maximal monotonicity of the composition $TR^{-1}$.} Thus our approach only requires the monotonicity of $F$, and not that of the normal map $F^{\text{nor}}$.

We further modify the proximal point algorithm slightly (see Algorithm 4.1) to allow for different values of $c_k$ between the two components of the auxiliary function (or equivalently, between two components of the nonlinear proximal term $R$). Subsequently we adapt the proof of Rockafellar [51, Theorem 1] to show that the algorithm generates a sequence of iterates $\{(z_k, \mu_k)\}$ with $\{p(z_k, \mu_k)\}$ converging to a solution of NCP$_K(F)$ under the assumption of monotonicity of $F$; see Theorem 2.3.

In the setting of symmetric cone complementarity problems, where $K$ is a symmetric cone, we show when a subclass of smoothing functions proposed by Chen and Mangasarian [7] for the nonnegative real line $\mathbb{R}_+$ (namely those generated by symmetric density functions with infinite support) is extended to smoothing approximations for symmetric cones, these Chen-Mangasarian-type smoothing approximations are special cases of our barrier-based smoothing approximations\footnote{In the special case of $K = \mathbb{R}_+$, our smoothing approximation coincides with this subclass.}. This subclass of smoothing approximations was successfully used in many smoothing methods for solving both linear and nonlinear complementarity problems, and more generally variational inequalities; see, e.g., [3], [5], [6], [12] and [48]. In particular, [6] and [12] employ the Chen-Mangasarian smoothing functions to solve the nonlinear complementarity problems via the normal map equation.

The paper is organized as follows. In Section 2, we briefly introduce the proximal point algorithm and relevant results on maximal monotone operators, and a variant of the proximal point algorithm used in this paper. This is followed with a newly proposed barrier-based method of constructing smoothing approximations of Euclidean projectors over closed convex cones in Section 3. In Section 4, we combine the smoothing technique and our variant of the proximal point algorithm to solve nonlinear complementarity problems over closed convex cones. We further prove the convergence of the algorithm under the assumption that $F$ is monotone and a sufficient condition on the barrier used in the construction of the smoothing approximation. In Section 5, we demonstrate that the class of Chen-Mangasarian smoothing approximations fits into the framework of our barrier-based smoothing approximations. In Section 6, we report the results of preliminary numerical comparisons between an implementation our algorithm and the Newton-CG augmented Lagrangian method (SDPNAL) proposed by Zhao, Sun and Toh [67], by applying them to several classes of SDPs in SDPLIB. Since SDPNAL is also based on the proximal point algorithm, we find the comparison appropriate.

2. Proximal point algorithm

The proximal point algorithm [51] is an iterative algorithm for finding a zero of a maximal monotone set-valued map $T : \mathbb{H} \rightrightarrows \mathbb{H}$ over a Hilbert space $\mathbb{H}$. Each iteration of the proximal point algorithm finds an approximate value of a proximal mapping associated with $T$. When the approximates are sufficiently good (see [51, Theorem 1]), it can be proved that they converge to a zero of the maximal monotone operator $T$. In this section, we give basic definitions and results on the proximal point algorithm that are necessary for this paper. Interested readers are referred to Rockafellar’s classic papers [51] and [52] for a more comprehensive introduction.
Definition 2.1. A set-valued map \( T : \mathbb{H} \rightrightarrows \mathbb{H} \) over a Hilbert space \( \mathbb{H} \) with inner product \( \langle \cdot, \cdot \rangle_\mathbb{H} \) is said to be a **monotone operator** if
\[
\forall (z, w), (z', w') \in \mathcal{G}(T), \quad \langle z - z', w - w' \rangle_\mathbb{H} \geq 0,
\]
where \( \mathcal{G}(T) := \{(z, w) \in \mathbb{H}^2 : w \in T(z)\} \) denotes the **graph** of \( T \). A monotone operator is **maximal monotone** if its graph is not contained in the graph of another monotone operator. Equivalently, a monotone operator is maximal monotone if
\[
\forall (z, w) \in \mathbb{H}^2, \quad \left( \inf_{(z', w') \in \mathcal{G}(T)} \langle z - z', w - w' \rangle_\mathbb{H} \geq 0 \implies (z, w) \in \mathcal{G}(T) \right).
\]

Observe that (maximal) monotonicity is preserved by positive scalings; i.e., \( T \) is (maximal) monotone if and only if \( cT \) is (maximal) monotone, where \( c > 0 \).

In 1962, Minty gave the following characterization of maximal monotonicity, upon which Rockafellar built the proximal point algorithm.

**Theorem 2.1** (Minty’s characterization of maximal monotonicity; see [43]). For each \( c > 0 \), a monotone operator \( T : \mathbb{H} \rightrightarrows \mathbb{H} \) is maximal monotone if and only if the range of \( cT + I \) is \( \mathbb{H} \); or equivalently, \( \text{dom}((cT + I)^{-1}) = \mathbb{H} \), where \( \text{dom}((cT + I)^{-1}) \) denotes the domain \( \{x \in \mathbb{H} : (cT + I)^{-1}(x) \neq \emptyset\} \) of \((cT + I)^{-1}\).

The set-valued map \((cT + I)^{-1}\) is called the **proximal mapping** associated with \( cT \). It plays a key role in the proof of the convergence of the proximal point algorithm. When \( cT \) is monotone, \( cT + I \) is strongly monotone with modulus 1; i.e., for all \((x, z), (x', z') \in \mathcal{G}(cT + I),\)
\[
\langle z - z', x - x' \rangle_\mathbb{H} \geq \|x - x'\|_\mathbb{H}^2,
\]
where \( \|\cdot\|_\mathbb{H} \) is the norm induced by \( \langle \cdot, \cdot \rangle_\mathbb{H} \). This leads to the nonexpansiveness of proximal mappings of monotone operators. Hence proximal mappings of monotone operators are single-valued.

**Theorem 2.2** (Theorem 12.12 of [53]). If \( T : \mathbb{H} \rightrightarrows \mathbb{H} \) is a monotone operator, then the proximal mapping \( P = (cT + I)^{-1} \) is monotone and nonexpansive; i.e., for all \((x, z), (x', z') \in \mathcal{G}(P), \|z - z'\|_\mathbb{H} \leq \|x - x'\|_\mathbb{H} \).

We now introduce a slight variant of the proximal point algorithm to find a zero of a set-valued map \( T : \mathbb{H} \rightrightarrows \mathbb{H} \) on a Hilbert space \( \mathbb{H} \), and demonstrate its convergence.

**Algorithm 2.1** (Proximal point algorithm, a variant).
Choose a map \( R : \mathbb{H} \to \mathbb{H} \) and a sequence of bijective linear maps \( \{C_k : \mathbb{H} \to \mathbb{H}\}_{k=0}^\infty \). Pick \( x_0 \in \mathbb{H} \). For \( k = 0, 1, \ldots \), find an approximate zero \( x_{k+1} \) of the set-valued map
\[
\varphi_k : x \in \mathbb{H} \mapsto T(x) + C_k^{-1}(R(x) - R(x_k)) \tag{3}
\]
until \( 0 \in T(x_k) \).

**Remark 2.1.** In Rockafellar’s proximal point algorithm, \( R \) is the identity map and the \( C_k \)’s are positive multiples of the identity map.

The following convergence theorem is the analogue to that of Rockafellar’s proximal point algorithm, and its proof follows that of [51, Theorem 1]. For the sake of completeness, we give the proof in Appendix A.

**Theorem 2.3.** If \( T : \mathbb{H} \rightrightarrows \mathbb{H} \) has at least one zero, and in Algorithm 2.1, \( C_kTR^{-1} \) is a maximal monotone operator for each \( k \), \( \{C_k^{-1}\} \) is bounded, and the infinite sequence \( \{x_k\} \) generated satisfies
\[
\sum_{k=0}^\infty \|C_k\varphi_k(x_{k+1})\|_\mathbb{H} < \infty, \tag{4}
\]
then the sequence \( \{R(x_k)\} \) converges weakly to a zero of \( TR^{-1} \).

### 3. Smoothing Approximation

A smoothing approximation of the Euclidean projector \( \text{Proj}_K \) is a continuously differentiable map \( p : \mathbb{E} \times \mathbb{R}^+ \rightarrow \mathbb{E} \), parameterized by \( \mu \in \mathbb{R}^+ \), such that \( p \) converges point-wise to \( \text{Proj}_K \) as \( \mu \rightarrow 0^+ \); i.e.,

\[
\forall z \in \mathbb{E}, \lim_{\mu \to 0^+} p(z, \mu) = \text{Proj}_K(z).
\]

If the convergence is uniform, we say that \( p \) is a uniform smoothing approximation. In this section, we demonstrate a general method of constructing smoothing approximations of Euclidean projectors of closed convex cones.

Consider a convex twice-differentiable barrier \( f : \text{int}(K) \rightarrow \mathbb{R} \) with positive definite Hessians \( \nabla^2 f(x) \). Being a barrier means that \( f(x_k) \rightarrow \infty \) for any sequence \( \{x_k\} \subseteq \text{int}(K) \) converging to a point on the boundary of \( K \). Together with its convexity, we deduce that for any sequence \( \{x_k\} \subseteq \text{int}(K) \) converging to a point on the boundary of \( K \),

\[
\|\nabla f(x_k)\|\|x_k - x_1\| \geq \langle \nabla f(x_k), x_k - x_1 \rangle \geq f(x_k) - f(x_1) \rightarrow \infty,
\]

whence \( \|\nabla f(x_k)\| \rightarrow \infty \).

We now show that for each \( \mu > 0 \), the map \( g_{\mu} : x \mapsto x + \mu \nabla f(x/\mu) \) is a bijection between \( \text{int}(K) \) and \( \mathbb{E} \), and subsequently deduce sufficient conditions for the inverse maps to produce a smoothing approximation \( (z, \mu) \in \mathbb{E} \times \mathbb{R}^+ \mapsto g_{\mu}^{-1}(z) \) of the Euclidean projector \( \text{Proj}_K \).

We first establish the maximal monotonicity of \( g_{\mu} \) via Löhne’s characterization.

**Theorem 3.1** (Löhne’s characterization of maximal monotonicity; see [37]). A set-valued map \( T : \mathbb{H} 
\rightarrow \mathbb{H} \) is maximal monotone if and only if the following are satisfied.

(i) \( T \) is monotone.

(ii) \( T \) has a nearly convex domain (i.e., the closure \( \text{cl}(\text{dom}(T)) \) is convex).

(iii) The values of \( T \) are convex.

(iv) The recession cone of \( T(x) \) equals the normal cone to \( \text{cl}(\text{dom}(T)) \) at every \( x \in \text{dom}(T) \).

(v) The graph of \( T \) is closed.

**Proposition 3.1.** For each \( \mu > 0 \), and each continuous monotone map \( F : \mathbb{H} \rightarrow \mathbb{H} \) with \( \text{dom}(F) \supseteq K \), the set-valued map \( x \mapsto F(x) + \mu \nabla f(x/\mu) \) is maximal monotone.

**Proof.** We shall use Löhne’s characterization to check that the map \( H_\mu : x \mapsto F(x) + \mu \nabla f(x/\mu) \) is maximal monotone for each \( \mu > 0 \). Indeed,

(i) \( H_\mu \) is the sum of the monotone map \( F \) and the derivative map of the convex map \( x \mapsto \mu^2 f(x/\mu) \), whence monotone;

(ii) \( H_\mu \) has the convex domain \( \text{int}(K) \);

(iii) when \( x \in \text{dom}(F) \cap \text{dom}(f) = \text{int}(K) \), \( H_\mu(x) = \{F(x) + \mu \nabla f(x/\mu)\} \) is a singleton, but otherwise \( H_\mu(x) \) is the empty set, whence the values of \( H_\mu \) are convex;

(iv) the recession cone of \( H_\mu \) at each \( x \) in its domain \( \text{int}(K) \) is the trivial subspace \( \{0\} \), which agrees with the normal cone to \( \text{cl}(\text{int}(K)) = K \) at \( x \);

(v) the graph of \( H_\mu \) is closed as \( F \) is continuous on \( K \) and \( x \mapsto \nabla f(x/\mu) \) is continuous on \( \text{int}(K) \) with \( \|\nabla f(x_k/\mu)\| \rightarrow \infty \) for any sequence \( \{x_k\} \subseteq \text{int}(K) \) converging to a point on the boundary of \( K \).
As a corollary to the maximal monotonicity of \( x \mapsto \mu \nabla f(x/\mu) \), we deduce the bijectivity of \( \varrho_\mu \).

**Proposition 3.2.** For each \( \mu > 0 \), the map \( \varrho_\mu \) is a bijection between \( \text{int}(K) \) and \( \mathbb{E} \).

**Proof.** For each \( \mu > 0 \), \( \varrho_\mu \) is strongly monotone, whence injective. From Proposition 3.1 with \( F \equiv 0 \), and Minty’s characterization, we deduce that \( \varrho_\mu \) is surjective. \( \square \)

Henceforth, for each \( \mu > 0 \), we denote inverse map of \( \varrho_\mu \) by \( p_\mu \), and remark that \( p_\mu \) is the proximal mapping associated with the monotone operator \( x \mapsto \mu \nabla f(x/\mu) \). We further define

\[
p : \mathbb{E} \times \mathbb{R}_+ \to \mathbb{E} : (z, \mu) \mapsto p_\mu(z),
\]

and remark that as \( J\varrho_\mu(x) = I + \nabla^2 f(x/\mu) \) is nonsingular for each \( x \in \text{int}(K) \), we can deduce the continuous differentiability of \( p \) follows from the Implicit Function Theorem.

Sufficient and necessary conditions for \( p \) to be a (uniform) smoothing approximation of the Euclidean projector \( \text{Proj}_K \) are given in the following proposition, where we adopt the notation

\[
\limsup_{\mu \to 0^+, y \to x} \mu \nabla f(y/\mu) := \bigcup_{\mu_k \downarrow 0, y_k \to x} \lim_{k \to \infty} \mu_k \nabla f(y_k/\mu_k) = \{ d : \exists \mu_k \downarrow 0, \exists y_k \to x, \mu_k \nabla f(y_k/\mu_k) \to d \}.
\]

**Proposition 3.3.** For the following statements, we have \( (a) \implies (b) \implies (c) \implies (d) \).

(a) The function \( p \) is a uniform smoothing approximation of the Euclidean projector \( \text{Proj}_K \).

(b) For every \( x \in \mathbb{E} \),

\[
\limsup_{\mu \to 0^+, y \to x} \mu \nabla f(y/\mu) \subseteq N_K(x).
\]

(c) The function \( p \) is a smoothing approximation of the Euclidean projector \( \text{Proj}_K \).

(d) For every \( x \in \mathbb{E} \),

\[
N_K(x) \subseteq \limsup_{\mu \to 0^+, y \to x} \mu \nabla f(y/\mu).
\]

**Proof.** “(a) \implies (b)”: For arbitrary sequences \( \mu_k \downarrow 0 \) and \( \text{int}(K) \ni y_k \to x \) with \( \mu_k \nabla f(y_k/\mu_k) \) convergent, say to \( d \), consider the sequence \( \{ z_k := \varrho_{\mu_k}(y_k) = y_k + \mu_k \nabla f(y_k/\mu_k) \} \), which converges to \( x + d \). By the continuity of \( p(\cdot, \mu) \) for \( \mu > 0 \) and the hypothesis of uniform convergence of \( p(\cdot, \mu) \) to \( \text{Proj}_K \) as \( \mu \to 0^+ \), we deduce that \( p(z_k, \mu_k) \to \text{Proj}_K(x + d) \). Hence

\[
x = \lim_{k \to \infty} y_k = \lim_{k \to \infty} p(z_k, \mu_k) = \text{Proj}_K(x + d)
\]

shows that \( d \in N_K(x) \).

“(b) \implies (c)”: Fix an \( z \in \mathbb{E} \) and an arbitrary \( e \in \text{int}(K) \) and consider the bounded sequence \( \{ \varrho_{\mu_k}(\mu_k e) = \mu_k e + \mu_k \nabla f(e) \} \) with \( \mu_k \to 0 \). The proximal mapping \( p_{\mu_k} \) is nonexpansive, hence

\[
||p(z, \mu_k)|| \leq ||p_{\mu_k}(z) - p_{\mu_k}(\varrho_{\mu_k}(\mu_k e))|| + ||\mu_k e|| \leq ||z - \varrho_{\mu_k}(\mu_k e)|| + ||\mu_k e||.
\]

This shows that \( \{ p(z, \mu_k) \} \) is bounded for any \( \mu_k \to 0 \). Therefore, it suffices to show that convergent \( \{ p(z, \mu_k) \} \) with \( \mu_k \to 0 \) has limit \( \text{Proj}_K(z) \). Indeed, if \( p(z, \mu_k) \to x \), then, with \( x_{\mu_k} \) denoting \( p(z, \mu_k) \) so that \( z = x_{\mu_k} + \mu_k \nabla f(x_{\mu_k}/\mu_k) \), we have

\[
z \in \limsup_{k \to \infty} (x_{\mu_k} + \mu_k \nabla f(x_{\mu_k}/\mu_k)) \subseteq x + N_K(x)
\]
under the hypothesis (b), and consequently \( x = \text{Proj}_K(z) \).

“(c) \implies (d)”: For arbitrary \( x \in K \) and arbitrary \( d \in N_K(x) \), consider the sequence \( \{\mu_k := 1/k\} \), and the sequence \( \{y_k := p(x + d, \mu_k)\} \). Then

\[
\mu_k \nabla f(y_k/\mu_k) = x + d - y_k \quad \text{(c)} \implies x + d - \text{Proj}_K(x + d) = d
\]

shows that \( d \in \limsup_{\mu \to 0^+, y \to x} \mu \nabla f(y/\mu) \). \qed

When \( p \) is a smoothing approximation of \( \text{Proj}_K \), we call \( p \) the smoothing approximation derived from the barrier \( f \). The above sufficient condition for \( p \) to be a smoothing approximation is satisfied by \( \vartheta \)-logarithmically homogeneous barriers; i.e., barriers \( f \) satisfying

\[
\forall x \in \text{int}(K), \forall t \in \mathbb{R}_{++}, \quad f(tx) = f(x) - \vartheta \log t.
\]

**Corollary 3.1.** If \( f \) is a \( \vartheta \)-logarithmically homogeneous barrier, then \( p \) is a smoothing approximation of the Euclidean projector \( \text{Proj}_K \).

**Proof.** We prove the corollary by establishing statement (b) of Proposition 3.3.

If \( f \) is a \( \vartheta \)-logarithmically homogeneous barrier, then for any \( x \in \text{int}(K) \),

\[
\langle x, -\nabla f(x) \rangle = \lim_{t \to 0^+} \frac{f(x) - f(x + tx)}{t} = \lim_{t \to 0^+} \frac{\vartheta \log(1 + t)}{t} = \vartheta,
\]

and, in addition, for any \( h \in \text{int}(K) \), the convexity of \( f \) results in

\[
\langle \nabla f(x), h \rangle \leq \lim_{t \to \infty} \frac{f(x + th) - f(x)}{t} = \lim_{t \to \infty} \frac{f(x/t + h) - \vartheta \log t - f(x)}{t} = 0.
\]

Thus, for any \( x \in K \), any sequences \( \mu_k \to 0 \) and \( y_k \to x \) with \( \{d_k := -\mu_k \nabla f(y_k/\mu_k)\} \) convergent, say with limit \( d \), we have

\[
d = \lim_{k \to \infty} -\mu_k \nabla f(y_k/\mu_k) \quad \text{(7)},
\]

and

\[
0 \leq \langle x, d \rangle = \lim_{k \to \infty} \langle y_k, -\mu_k \nabla f(y_k/\mu_k) \rangle = \lim_{k \to \infty} \mu_k^2 \vartheta = 0,
\]

whence \( d \in N_K(x) \). \qed

**Example 3.1.** A 1-logarithmically homogeneous barrier for the positive real line \( \mathbb{R}_{++} \) is

\[
f : x \mapsto -\log x_i.
\]

The smoothing approximation derived from this barrier is

\[
p : (z, \mu) \mapsto \frac{z + \sqrt{z^2 + 4\mu^2}}{2},
\]

which is precisely the CHKS map (see Example 5.2).

**Example 3.2.** An \( n \)-logarithmically homogeneous barrier for the positive definite cone \( \mathbb{S}^n_{++} \) is

\[
f : X \mapsto -\log \det X.
\]

Its gradient map is \( \nabla f : X \mapsto -X^{-1} \) and the smoothing approximation derived from this barrier

\[
p : (Z, \mu) \mapsto \frac{Z + \sqrt{Z^2 + 4\mu^2I}}{2},
\]

where \( I \) is the \( n \)-by-\( n \) identity matrix and \( \sqrt{X} \) denotes the unique \( Y \in \mathbb{S}^n_{++} \) satisfying \( Y^2 = X \in \mathbb{S}^n_{++} \), is an extension of the CHKS map.
Example 3.3. An $r$-logarithmically homogeneous barrier for a symmetric cone $\Omega$ of rank $r$ is
\[ f : x \mapsto -\log \det x, \]
where $\det$ is the determinant function in a Euclidean Jordan algebra $\mathfrak{J}$ whose cone of squares coincide with $K = \cl(\Omega)$. Its gradient map is $\nabla f : x \mapsto -x^{-1}$ and the smoothing approximation derived from this barrier
\[ p : (z, \mu) \mapsto z + \sqrt{z^2 + 4\mu^2 e}, \]
where $e$ is the unit of $\mathfrak{J}$ and $\sqrt{x}$ denotes the unique $y \in \Omega$ satisfying $y^2 = x \in \Omega$, is another extension of the CHKS map.

4. Smoothing proximal point algorithm

When $p$ is a smoothing approximation of the Euclidean projector $\Proj_K$, the normal map equation (1) can be approximated by the smoothed normal map equation
\[ F(p(z, \mu)) + z - p(z, \mu) = 0, \tag{8} \]
so that for any positive sequence $\{\mu_k\}$ converging to 0, and any sequence of solutions $\{(z_k, \mu_k)\}$ of the smoothed normal map equation, we have that all limit points of $\{z_k\}$ solves the normal map equation. For convenience, we denote the smoothed normal map by
\[ F^{\text{nor}}_\mu : z \in \mathbb{E} \mapsto F(p(z, \mu)) + z - p(z, \mu). \tag{9} \]
Moreover, using the convention $p_0 \equiv p(\cdot, 0) = \Proj_K$, the smoothed normal map $F^{\text{nor}}_\mu$ becomes the normal map $F^{\text{nor}}$ when $\mu = 0$. For subsequent use, we define $p_\mu(z)$ to be the empty set when $\mu < 0$.

Therefore, we consider the application of the proximal point algorithm (Algorithm 2.1) to find a zero of the auxiliary function
\[ T : (z, \mu) \in \mathbb{E} \times \mathbb{R} \mapsto (F^{\text{nor}}_\mu(z), \mu). \]
For convergence, we start from $(z_0, \mu_0) \in \mathbb{E} \times \mathbb{R}_{++}$, and pick linear maps $C_k$ of the form $(z, \mu) \mapsto (c_kz, \gamma_k^{-1}\mu)$ for some positive real numbers $c_k$ and $\gamma_k$, and the nonlinear map $R : (z, \mu) \mapsto (p(z, \mu_+), \mu_+)$. With these choices, the algorithm simplifies to the following.

Algorithm 4.1 (Smoothing proximal point algorithm).
Choose positive sequences $\{c_k\}_{k=0}^\infty$, $\{\gamma_k\}_{k=0}^\infty$. Pick $z_0 \in \mathbb{E}$ and $\mu_0 > 0$. For $k = 0, 1, \ldots$, set
\[ \mu_{k+1} = \frac{\gamma_k}{1 + \gamma_k} \mu_k, \]
and find an approximate zero $z_{k+1}$ of the single-valued map
\[ \varphi_k : z \in \mathbb{E} \mapsto F(p(z, \mu_{k+1})) + z - p(z, \mu_{k+1}) + c_k^{-1}(p(z, \mu_{k+1}) - p(z_k, \mu_k)). \]
To establish the convergence of the algorithm using Theorem 2.3, we would require the maximal monotonicity of
\[ (x, \mu) \mapsto C_kTR^{-1}(x, \mu) = \begin{cases} (c_k(F(x) + p_\mu^{-1}(x) - x), \gamma_k^{-1}\mu) & \text{if } \mu > 0, \\ \{c_k(F(x) + \Proj_K^{-1}(x) - x)\} \times \mathbb{R}_- & \text{if } \mu = 0. \end{cases} \]
for each \(k\). For convenience, we define the set-valued maps

\[
\varrho : \mathbb{E} \times \mathbb{R} \to \mathbb{E} : (x, \mu) \mapsto p_\mu^{-1}(x) = \begin{cases} x + \mu \nabla f(x/\mu) & \text{if } x \in \text{int}(K) \text{ and } \mu > 0, \\ \text{Proj}_K^{-1}(x) & \text{if } x \in K \text{ and } \mu = 0, \\ \emptyset & \text{otherwise}, \end{cases}
\]

and

\[
H : \mathbb{E} \times \mathbb{R} \to \mathbb{E} : (x, \mu) \mapsto F(x) + \varrho(x, \mu) - x
= \begin{cases} F(x) + \mu \nabla f(x/\mu) & \text{if } x \in \text{int}(K) \text{ and } \mu > 0, \\ F(x) + \text{Proj}_K^{-1}(x) - x & \text{if } x \in K \text{ and } \mu = 0, \\ \emptyset & \text{otherwise}. \end{cases}
\]

**Proposition 4.1.** If \(F : \mathbb{E} \to \mathbb{E}\) is continuous and monotone with \(\text{dom}(F) \supseteq K\), then for each \(\mu \geq 0\), the set-valued map \(x \mapsto H(x, \mu)\) is maximal monotone.

**Proof.** When \(\mu > 0\), we have proved in Proposition 3.1 that the map \(H(\cdot, \mu)\) is maximal monotone under the hypotheses of the proposition. In the case \(\mu = 0\), \(\text{Proj}_K^{-1}(x) - x = \{z - x : \text{Proj}_K(z) = x\}\) is the normal cone of \(K\) at \(x\), and it is known that the normal cone map (also called normality map) is monotone \([49, 50]\). Hence, \(H(\cdot, 0)\) is the sum of two monotone operators, whence monotone, under hypotheses of the proposition. From here on, we can follow the proof of Proposition 3.1 to establish the maximal monotonicity of \(H(\cdot, 0)\) via Löhne’s characterization. Alternatively, we can use Minty’s characterization since the monotonicity of \(F\) leads to the strong monotonicity of \(F + I\), which in turn implies the global unique solvability of NCP\(_K(F + I)\); i.e., \(x \mapsto H(x, 0) + x\) is a bijection between \(K\) and \(\mathbb{E}\) (see, e.g., \([16, \text{Proposition 2.3.3}]\)). \(\square\)

**Proposition 4.2.** If \(F : \mathbb{E} \to \mathbb{E}\) is continuous and monotone with \(\text{dom}(F) \supseteq K\), \(p\) is the smoothing approximation of the Euclidean projector \(\text{Proj}_K\) derived from the barrier \(f\), and

\[
c \gamma \sup_{x \in \text{int}(K)} \langle \nabla f(x) - \nabla^2 f(x)x, (\nabla^2 f(x))^{-1} \nabla f(x) - x \rangle \leq 4\omega, \tag{10}
\]

for some \(\omega, c, \gamma > 0\), then the set-valued map \(S\) defined by

\[
(x, \mu) \in \mathbb{H}_\omega \mapsto \begin{cases} (cH(x, \mu), \gamma^{-1} \mu) & \text{if } \mu > 0, \\ \{cH(x, 0)\} \times \mathbb{R}_- & \text{if } \mu = 0 \end{cases} \tag{11}
\]

is maximal monotone, where \(\mathbb{H}_\omega\) is the Hilbert space \(\mathbb{E} \times \mathbb{R}\) with inner product \(\langle \cdot, \cdot \rangle_\omega : ((x, \mu), (x', \mu')) \mapsto \langle x, x' \rangle + \omega \mu \mu'\).

**Proof.** When \(F\) is continuous and monotone, the map \(H(\cdot, \mu)\) is maximal monotone for each \(\mu \geq 0\) by Proposition 4.1. Thus, by Minty’s characterization, the map \(H(\cdot, \mu) + c^{-1}I\) is surjective onto \(\mathbb{E}\) for each \(\mu \geq 0\) and each \(c > 0\). Hence, when \(c > 0\) and \(\gamma > 0\),

\[
(S + I)^{-1}(z, \nu) = \left( H \left( \cdot, \gamma \frac{\nu_+}{1+\gamma} + c^{-1}I \right)^{-1} (c^{-1}z) \times \left\{ \gamma \frac{\nu_+}{1+\gamma} \right\} \right) \neq \emptyset
\]

for each \((z, \nu) \in \mathbb{H}_\omega\). Hence \(S + I\) is surjective onto \(\mathbb{H}_\omega\). Therefore, by Minty’s characterization, \(S\) is maximal monotone if and only if it is monotone. It remains to prove monotonicity.

We first consider the restriction of \(S\) to \(\mathbb{E} \times \mathbb{R}_+ \subset \mathbb{H}_\omega\). This restriction of \(S\) is the sum of the monotone map \((x, \mu) \in H_\omega \mapsto (cF(x), 0)\) and the map

\[
(x, \mu) \in H_\omega \mapsto \left( c(g(x, \mu) - x), \frac{\mu}{\gamma} \right).
\]
It suffices to show that the latter is monotone on \( \mathbf{int}(K) \times \mathbb{R}_{++} \), or equivalently, that
\[
(x, \mu) \in H_1 \mapsto \left( c(\varrho(x, \mu) - x), \omega \frac{\mu}{\gamma} \right)
\]
is monotone on \( \mathbf{int}(K) \times \mathbb{R}_{++} \). Since this map is single-valued and differentiable on \( \mathbf{int}(K) \times \mathbb{R}_{++} \), its monotonicity is equivalent to the symmetric part of its Jacobian
\[
\begin{pmatrix}
\frac{1}{2} c J_{\mu} \varrho(x, \mu) T & \frac{1}{2} c J_{\mu} \varrho(x, \mu) \\
\frac{1}{2} c J_{\mu} \varrho(x, \mu) & \frac{1}{2} c (\nabla^2 f(x') - \nabla^2 f(x'x')^T)
\end{pmatrix}
\]
(12)
being positive semidefinite on \( \mathbf{int}(K) \times \mathbb{R}_{++} \), where \( x' \) denotes \( x/\mu \). The Schur complement of \( \frac{\omega}{\gamma} \) in the symmetric part of the Jacobian (12) is
\[
\frac{\omega}{\gamma} - \frac{c}{4} \langle \nabla f(x') - \nabla^2 f(x')x', (\nabla^2 f(x'))^{-1}(\nabla f(x') - \nabla^2 f(x')x') \rangle
\]
\[
= \frac{\omega}{\gamma} - \frac{c}{4} \langle \nabla f(x') - \nabla^2 f(x')x', (\nabla^2 f(x'))^{-1}\nabla f(x') - x' \rangle.
\]
Thus the symmetric part of the Jacobian (12) is positive semidefinite under the hypotheses of the proposition.

We now consider \( S \) on the whole space \( \mathbb{H}_\omega \). We first establish that that for each \( x \in K \), and each \( \tilde{x} \in cH(x, 0) \), there is a sequence \( \mathbb{E} \times \mathbb{R}_{++} \ni (x_k, \mu_k) \to (x, 0) \) such that \( cH(x_k, \mu_k) \to \tilde{x} \). Indeed, by statement (d) of Proposition 3.3, for the direction \( c^{-1}\tilde{x} - F(x) \in N_K(x) \), we can find a sequence \( \{(x_k, \mu_k)\} \subset \mathbf{int}(K) \times \mathbb{R}_{++} \) such that \( (x_k, \mu_k) \to (x, 0) \) and \( \mu_k \nabla f(x_k/\mu_k) \to c^{-1}\tilde{x} - F(x) \); hence, under the continuity of \( F \),
\[
cH(x_k, \mu_k) = c(F(x_k) + \mu_k \nabla f(x_k/\mu_k)) \to c(F(x) + c^{-1}\tilde{x} - F(x)) = \tilde{x}.
\]
Next, for each \((x, \mu), (x', \mu') \in \text{dom}(S)\), each \((z, \nu) \in S(x, \mu)\) and each \((z', \nu') \in S(x', \mu')\), by taking sequences \( \{(x_k, \mu_k)\}, \{(x'_k, \mu'_k)\} \subset \mathbf{int}(K) \times \mathbb{R}_{++} \) satisfying
\[
(x_k, \mu_k) \to (x, \mu), \quad (x'_k, \mu'_k) \to (x', \mu'),
\]
\[
S(x_k, \mu_k) \to (z, \nu_+), \quad \text{and} \quad S(x'_k, \mu'_k) \to (z', \nu'_+),
\]
we can deduce from the monotonicity of \( S \) over \( \mathbf{int}(K) \times \mathbb{R}_{++} \) that
\[
0 \leq \lim_{k \to \infty} \langle (x_k, \mu_k) - (x'_k, \mu'_k), S(x_k, \mu_k) - S(x'_k, \mu'_k) \rangle^\omega
\]
\[
= \langle (x, \mu) - (x', \mu'), (z, \nu_+) - (z', \nu'_+) \rangle^\omega
\]
\[
= \langle (x, \mu) - (x', \mu'), (z, \nu) - (z', \nu') \rangle^\omega + \omega(\mu - \mu')(\nu_+ - \nu - \nu'_+ + \nu')
\]
Since \( \mu, \mu', \nu_+ - \nu, \nu'_+ - \nu' \geq 0 \) with \( \nu_+ - \nu \geq 0 \) (resp., \( \nu'_+ - \nu' \geq 0 \)) only when \( \mu = 0 \) (resp., \( \mu' = 0 \)), it follows that
\[
(\mu - \mu')(\nu_+ - \nu - \nu'_+ + \nu') = -\mu(\nu'_+ - \nu') - \mu'(\nu_+ - \nu) \leq 0.
\]
Thus \( \langle (x, \mu) - (x', \mu'), (z, \nu) - (z', \nu') \rangle^\omega \geq 0 \), showing that \( S \) is monotone on \( \mathbb{H}_\omega \). \( \square \)

Remark 4.1. The inequality in the proposition is satisfied by a \( \vartheta \)-logarithmically homogeneous barrier whenever \( c\gamma \vartheta \leq \omega \). Indeed, if \( f \) is a \( \vartheta \)-logarithmically homogeneous barrier, then differentiating the definition (5) of logarithmic homogeneity in \( x \) followed by in \( t \) results in \( \nabla^2 f(x)x = -\nabla f(x) \) at \( t = 1 \), which, together with \( \langle x, -\nabla f(x) \rangle = \vartheta \) as derived in the proof of Corollary 3.1, shows that
\[
\langle \nabla f(x) - \nabla^2 f(x)x, (\nabla^2 f(x))^{-1}\nabla f(x) - x \rangle = 4\vartheta
\]
for any $x \in \text{int}(K)$.

As a corollary of this proposition, we deduce the Lipschitz continuity of $p(z, \cdot)$ for each $z \in \mathbb{E}$.

**Corollary 4.1.** If
\[
\sup_{x \in \text{int}(K)} \langle \nabla f(x) - \nabla^2 f(x)x, (\nabla^2 f(x))^{-1} \nabla f(x) - x \rangle < \infty,
\]
then for any $z \in \mathbb{E}$, the function $\mu \in \mathbb{R}_{++} \mapsto p(z, \mu)$ is Lipschitz continuous. In this case, the Lipschitz constant is bounded by the above supremum, and $p(\cdot, \mu)$ converges uniformly as $\mu \to 0^+$.

**Proof.** We take $F \equiv 0$, $c = \gamma = 1$ and
\[
\omega = \frac{1}{4} \sup_{x \in \text{int}(K)} \langle \nabla f(x) - \nabla^2 f(x)x, (\nabla^2 f(x))^{-1} \nabla f(x) - x \rangle
\]
in Proposition 4.2. In the proof of Proposition 4.2, the monotonicity of $S$ on $\mathbb{E} \times \mathbb{R}_{++}$ is established without the hypothesis that $\{p(\cdot, \mu_k)\}$ converges point-wise to the Euclidean projector $\text{Proj}_K$ when $\mu_k \to 0$. Thus, for any $z \in \mathbb{E}$, any $\mu, \mu' > 0$, we have
\[
\langle (x, \mu) - (x', \mu'), (z - x, \mu) - (z - x', \mu') \rangle \geq 0,
\]
where $x = p(z, \mu)$ and $x' = p(z, \mu')$, so that $(z - x, \mu) = S(x, \mu)$ and $(z - x', \mu) = S(x', \mu')$. This reduces to
\[
-\|x - x'\|^2 + \omega(\mu - \mu')^2 \geq 0,
\]
or equivalently, $\|p(z, \mu) - p(z, \mu')\| \leq \sqrt{\omega}|\mu - \mu'|$.

As a corollary of the convergence of the proximal point algorithm, we have the convergence of Algorithm 4.1.

**Corollary 4.2.** If $F : \mathbb{E} \to \mathbb{E}$ is continuous and monotone and $\text{NCP}_K(F)$ has at least one solution, the barrier $f$ satisfies
\[
\sup_{x \in \text{int}(K)} \langle \nabla f(x) - \nabla^2 f(x)x, (\nabla^2 f(x))^{-1} \nabla f(x) - x \rangle < \infty,
\]
p is the smoothing approximation of the Euclidean projector $\text{Proj}_K$ derived from $f$, and in Algorithm 4.1, the sequences $\{c_k^{-1}\}$, $\{\gamma_k\}$ and $\{c_k \gamma_k\}$ are bounded, and the infinite sequence $\{(z_k, \mu_k)\}$ generated satisfies
\[
\sum_{k=0}^{\infty} c_k \|\varphi_k(z_{k+1})\| < \infty,
\]
then the sequence $\{x_k := p(z_k, \mu_k)\}$ converges to a solution of $\text{NCP}_K(F)$.

**Proof.** Define the set-valued map
\[
T : (z, \mu) \in \mathbb{E} \times \mathbb{R} \mapsto (F^\text{nor}_{\mu+}(z), \mu),
\]
whose zeros $(z, 0)$ give solutions $\text{Proj}_K(z)$ of $\text{NCP}_K(F)$, and denote the linear map
\[
(x, \mu) \mapsto (c_k x, \gamma_k^{-1} \mu)
\]
by $C_k$, so that the map $\varphi_k$ in Algorithm 4.1, together with $\mu \mapsto \mu + \gamma_k \mu - \mu_k$, is precisely the same map in Algorithm 2.1 when we associate $x \equiv (z, \mu)$ and take $R : (z, \mu) \mapsto (p(z, \mu_+), \mu_+)$. Pick any $\omega$ satisfying the inequality in Proposition 4.2 with $(c, \gamma) = (c_k, \gamma_k)$ for every $k$, so that $C_k T R^{-1} = C_k (H(x, \mu), \mu)$ is maximal monotone.
on the Hilbert space $H_\omega = \mathbb{E} \times \mathbb{R}$ with inner product $\langle \cdot, \cdot \rangle_\omega : ((x, \mu), (y, \nu)) \mapsto \langle x, y \rangle + \omega \mu \nu$. This is possible under the assumptions that

$$\sup_{x \in \text{int}(K)} \langle \nabla f(x) - \nabla^2 f(x)x, (\nabla^2 f(x))^{-1}\nabla f(x) - x \rangle < \infty$$

and \( \{c_k \gamma_k \} \) is bounded. Algorithm 4.1 is then a realization of Algorithm 2.1 where \( \mu_{k+1} \) is computed exactly. Finally, the hypotheses of Theorem 2.3 are satisfied under the hypotheses of this proposition.

5. Symmetric cone complementarity problem

In [7], Chen and Mangasarian proposed uniform smoothing approximations \( p \) of the positive part \( z_+ = \max\{0, z\} \), which can be defined by twice integrating probability density functions \( d \) as follows.

$$p : (z, \mu) \in \mathbb{R} \times \mathbb{R}_+ \mapsto \int_{-\infty}^z \int_{-\infty}^t \frac{1}{\mu} \left( \frac{x}{\mu} \right) \, dx \, dt = \int_{-\infty}^z \int_{-\infty}^t d(x) \, dx \, dt = \mu \int_{-\infty}^{\frac{z}{\mu}} \int_{-\infty}^t d(x) \, dx \, dt. \quad (13)$$

From its definition, it is immediate that \( p \) is positively homogeneous of degree one. When the density function satisfies the conditions

(A1) \( d(t) \) is an even and piecewise continuous map with finite number of pieces, and \( (A2) \int_{-\infty}^{\infty} |t| d(t) \, dt < \infty \),

it can be easily shown that

$$p(z, \mu) = \int_{-\infty}^z \frac{1}{\mu} (z - t) d \left( \frac{t}{\mu} \right) \, dt = z \int_{-\infty}^{\frac{z}{\mu}} d(t) \, dt - \mu \int_{-\infty}^{\frac{z}{\mu}} t d(t) \, dt \quad \forall z, \forall \mu > 0. \quad (14)$$

Moreover, the following properties of \( p(z, \mu) \) hold under the above assumptions, and the following assumption.

(A3) \( d(t) \) has infinite support.

**Proposition 5.1.** If \( d \) satisfies Assumptions (A1), (A2) and (A3), then \( p(z, \mu) \) has the following properties.

1. For each \( \mu > 0 \), \( z \mapsto p(z, \mu) \) is convex, strictly increasing and continuously differentiable, \( 0 < p(z, \mu) - z_+ \leq D \mu \) for all \( z \), where \( D \) is a constant depending only on \( d \), and \( \lim_{z \to -\infty} p(z, \mu) = 0 \).
2. For each \( \mu > 0 \), \( 0 < \frac{\partial}{\partial z} p(z, \mu) = \int_{-\infty}^{z/\mu} d(t) \, dt < 1 \), and \( \frac{\partial}{\partial z} p(-z, \mu) = 1 - \frac{\partial}{\partial z} p(z, \mu) \).
3. For each \( \mu > 0 \) and each \( b > 0 \), \( p(z, \mu) = b \) has a unique solution.

**Proof.** See proof of Proposition 1 of [6]. \( \square \)

Here are some examples of probability density functions satisfying Assumptions (A1)–(A3), and their associated approximations of the plus map.

**Example 5.1.** Neural network smoothing map [7].

$$p_{\text{NN}}(z, \mu) = z + \mu \log(1 + e^{-\frac{z}{\mu}}),$$

where \( d(t) = e^{-t}/(1 + e^{-t})^2 \).

**Example 5.2.** Chen-Harker-Kanzow-Smale (CHKS) map [4, 29, 54].

$$p_{\text{CHKS}}(z, \mu) = (z + \sqrt{z^2 + 4\mu^2})/2,$$

where \( d(t) = 2/(t^2 + 4)^{\frac{3}{2}} \).
For each $\mu > 0$, the preceding proposition implies that $z \mapsto p(z, \mu)$ is a bijection between $\mathbb{R}$ and $\mathbb{R}^+$. Moreover, by the Inverse Function Theorem, its inverse map $q_\mu : \mathbb{R}^+ \to \mathbb{R}$ is continuously differentiable with $q_\mu'(x) = (\frac{\partial}{\partial z} p(q_\mu(x), \mu))^{-1}$ since $\frac{\partial}{\partial z} p(z, \mu) \neq 0$ for all $z$. Furthermore, $q_\mu$ is strictly increasing and satisfies $\lim_{x \to 0} q_\mu(x) = -\infty$, and $q : (x, \mu) \mapsto q_\mu(x)$ is positively homogeneous of degree one. Define the function

$$f : \mathbb{R}^+ \to \mathbb{R} : x \mapsto \int_1^x q_1(t) - t \, dt,$$

so that for $(x, \mu) \in \text{int}(K) \times \mathbb{R}^+$,

$$q(x, \mu) = \mu q(x/\mu, 1) = \mu q_1(x/\mu) = x + \mu f'(x/\mu).$$

Then $f$ is a twice differentiable barrier for $\mathbb{R}^+$ with second derivative $q'(t) - 1 = (\frac{\partial}{\partial z} p(q(t, 1)))^{-1} - 1 > 0$. Hence $p$ is the smoothing approximation derived from the barrier $f$.

We now turn our attention to the setting where $K$ is the symmetric cone associated with a Euclidean Jordan algebra $J$ of rank $r$. The Euclidean projector is the Löwner operator

$$\text{Proj}_K : z \in J \mapsto \sum_{i=1}^r \lambda_i(z) c_i,$$

where $\sum_{i=1}^r \lambda_i(z) c_i = z$ is a spectral decomposition; see, e.g., [56]. The smoothing approximation $p$ then extends to the smoothing approximation

$$p_3 : (z, \mu) \in J \times \mathbb{R}^+ \mapsto \sum_{i=1}^r p(\lambda_i(z), \mu) c_i$$

of $\text{Proj}_K$. By defining the barrier

$$f_3 : z \in \text{int}(K) \mapsto \sum_{i=1}^r f(\lambda_i(z)),$$

we see that $p_3$ is the smoothing approximation derived from the barrier $f_3$. Thus, when the smoothing proximal point algorithm (Algorithm 4.1) is applied to solve $\text{NCP}_K(F)$ for nonlinear monotone maps $F : J \to J$, we may deduce convergence when

$$\sup_{x \in \text{int}(K)} \langle \nabla f_3(x) - \nabla^2 f_3(x)x, (\nabla^2 f_3(x))^{-1}\nabla f_3(x) - x \rangle < \infty.$$ 

We now check that this inequality holds under the following additional assumption.

(A4) $\lim_{x \to \infty} x^3d(x) < \infty$ exists.

Remark 5.1. Both the neural network smoothing map and the CHKS map satisfy the above assumption; see, e.g., [6].

Proposition 5.2. Under Assumptions (A1), (A2), (A3) and (A4),

$$\sup_{x \in \text{int}(K)} \langle \nabla f_3(x) - \nabla^2 f_3(x)x, (\nabla^2 f_3(x))^{-1}\nabla f_3(x) - x \rangle < \infty.$$
Proof. The map \((x, \mu) \in \text{int}(K) \times \mathbb{R}_{++} \mapsto (x + \mu \nabla f_3(x/\mu), \mu)\) is the inverse map of \((z, \mu) \in \mathfrak{F} \times \mathbb{R}_{++} \mapsto (p_3(z, \mu), \mu)\). Thus its Jacobian is

\[
\begin{pmatrix}
    I + \nabla^2 f_3(x/\mu) & \nabla f_3(x/\mu) - \frac{1}{\mu} \nabla^2 f_3(x/\mu)x \\
    0 & 1
\end{pmatrix}
\]

\[
= \begin{pmatrix}
    J_2 p_3(z, \mu) & J_\mu p_3(z, \mu) \\
    0 & 1
\end{pmatrix}
\]

\[
= \begin{pmatrix}
    (J_2 p_3(z, \mu))^{-1} & -(J_2 p_3(z, \mu))^{-1} J_\mu p_3(z, \mu) \\
    0 & 1
\end{pmatrix},
\]

where \(z = x + \mu \nabla f_3(x/\mu)\). Since

\[
J_\mu p_3(z, 1) = \sum_{i=1}^r \frac{\partial}{\partial \mu} p(\lambda_i(z), 1) c_i
\]

and

\[
J_2 p_3(z, 1) : v \in \mathfrak{F} \mapsto \sum_{i=1}^r [\lambda_i(z), \lambda_i(z)]_{p(1,1)} v_i c_i + \sum_{1 \leq i < j \leq r} [\lambda_i(z), \lambda_j(z)]_{p(1,1)} v_{ij},
\]

where \(\sum_{i=1}^r \lambda_i(z) c_i = z\) is a spectral decomposition, \(\sum_{i=1}^r v_i c_i + \sum_{1 \leq i < j \leq r} v_{ij}\) is a Peirce decomposition, and \([\alpha, \beta]_{p(1,1)}\) denotes the first divided difference

\[
[\alpha, \beta]_{p(1,1)} = \begin{cases} 
    \frac{\partial}{\partial \nu} p(\alpha, 1)_{p(1,1)} & \text{if } \alpha = \beta, \\
    \frac{\partial}{\partial \nu} p(\alpha, 1)_{p(1,1)} - \frac{\partial}{\partial \nu} p(\beta, 1)_{p(1,1)} & \text{if } \alpha \neq \beta,
\end{cases}
\]

this means

\[
\nabla f_3(x) - \nabla^2 f_3(x)x = -(J_2 p_3(z, 1))^{-1} J_\mu p_3(z, 1) = -\sum_{i=1}^r \frac{\partial}{\partial \mu} p(\lambda_i(z), 1) c_i
\]

and

\[
(\nabla^2 f_3(x))^{-1} \nabla f_3(x) - x(\nabla^2 f_3(x))^{-1} (\nabla f_3(x) - \nabla^2 f_3(x)x)
\]

\[
= -((I - J_2 p_3(z, 1))^{-1} - I)^{-1} (J_2 p_3(z, 1))^{-1} J_\mu p_3(z, 1)
\]

\[
= -(I - J_2 p_3(z, 1))^{-1} J_\mu p_3(z, 1)
\]

\[
= -\sum_{i=1}^r \frac{\partial}{\partial \mu} p(\lambda_i(z), 1) c_i.
\]

Thus it suffices to show that

\[
\sup_{z \in \mathbb{R}} \left( \frac{\partial}{\partial \mu} p(z, 1)^2 \right) < \infty.
\]

By differentiating the last expression of \(p(z, \mu)\) in (14) with respect to \(\mu\), we deduce that

\[
\frac{\partial}{\partial \mu} p(z, \mu) = \int_{-\infty}^{\frac{z}{\mu}} t d(t) dt.
\]
Moreover, noting that $\int_{z/\mu}^{z/\mu} td(t) dt = 0$ under Assumption (A1), we conclude that $\frac{\partial}{\partial p} p(\cdot, \mu)$ is even. Under Assumption (A4), we have

$$\lim_{z \to \infty} \left( 1 - \frac{\partial}{\partial z} p(z, 1) \right) \frac{\partial}{\partial z} p(z, 1)^2 = \lim_{z \to \infty} \left( \frac{\partial}{\partial z} p(-z, 1) \right) \frac{\partial}{\partial z} p(z, 1)^2$$

$$= \lim_{z \to \infty} \frac{\left( \int_{-z}^{z} d(t) dt \right)^2}{\int_{-z}^{z} d(t) dt \int_{-z}^{z} d(t) dt}$$

$$= \lim_{z \to \infty} \frac{1}{\int_{-z}^{z} d(t) dt} \times \lim_{z \to \infty} \frac{2zd(z) \int_{-z}^{z} td(t) dt}{-d(-z)}$$

$$= -2 \lim_{z \to \infty} \frac{\int_{-z}^{z} td(t) dt}{1/z} = \lim_{z \to \infty} 2z^3d(z) < \infty.$$  

This establishes the proposition since $\frac{\partial}{\partial p} p(\cdot, \mu)$ is even and continuous in $z$. 

**Corollary 5.1.** If $F : \mathfrak{J} \to \mathfrak{J}$ is monotone, NCP$_K(F)$ has at least one solution, the density function $d$ satisfies Assumptions (A1), (A2), (A3) and (A4), and in Algorithm 4.1, we use the smoothing approximation defined by (13), the sequences $\{c_k^{-1}\}$, $\{\gamma_k\}$ and $\{c_k\gamma_k\}$ are bounded, and the infinite sequence $\{(z_k, \mu_k)\}$ generated satisfies

$$\sum_{k=0}^{\infty} c_k \| \varphi_k(z_{k+1}) \| < \infty,$$

then the sequence $\{x_k := p(z_k, \mu_k)\}$ converges to a solution of NCP$_K(F)$.

6. Numerical experiments

In this section, we report results of preliminary numerical experiments on semidefinite programming problems from SDPLIB (http://euler.nmt.edu/~brian/sdplib/sdplib.html). We compare our smoothing proximal point algorithm (SPPA) with the Newton-CG augmented Lagrangian algorithm (SDPNAL) proposed by Zhao, Sun and Toh [67].

6.1. Problem description. Let $\mathbb{S}^n$ denote the vector space of $n$-by-$n$ real symmetric matrices, equipped with the trace inner product $\langle X, Y \rangle := \sum_{i,j=1}^{n} X_{ij}Y_{ij}$, and let $\mathbb{S}^+_n$ denote the cone of positive semidefinite matrices, which is self-dual under the trace inner product. We use the notation $X \succeq 0$ to mean $X \in \mathbb{S}^+_n$. The primal semidefinite program is

$$\min \{ \langle C, X \rangle : A(X) = b, X \succeq 0 \},$$

where $A : \mathbb{S}^n \to \mathbb{R}^m$ is linear, $b \in \mathbb{R}^m$ and $C \in \mathbb{S}^n$. Its dual problem is

$$\max \{ b^T y : A^*(y) + S = C, S \succeq 0 \},$$

where $A^*$ denotes the adjoint operator of $A$. When strong duality holds, all primal and dual optimal solutions $X^*$ and $(y^*, S^*)$ satisfy

$$X^* \succeq 0, \quad S^* \succeq 0, \quad A(X^*) = b, \quad A^*(y^*) + S^* = C, \quad \langle X^*, S^* \rangle = 0.$$  

These conditions are, of course, sufficient for optimality in general. These conditions are equivalent to the complementarity problem NCP$_K(F)$, where $K$ is the closed convex cone $\mathbb{S}^+_n \times \mathbb{R}^m$, and $F$ is the affine operator

$$(X, y) \in \mathbb{S}^n \times \mathbb{R}^m \mapsto (-A^*(y) + C, A(X) - b).$$
6.2. Numerical algorithm. In our numerical experiments, we use SPPA to solve the above complementarity problem, in which we employ the CHKS smoothing approximation \((5.2)\) for the cone \(\mathbb{S}_+^n\), and the identity map as the smoothing approximation of the space \(\mathbb{R}^m\); i.e., we use the smoothing approximation
\[
p : (Z, y, \mu) \mapsto (p_Z(Z, \mu), y),
\]
where \(p_Z(Z, \mu) = (Z + \sqrt{Z^2 + 4\mu^2})/2\) is the smoothing approximation derived from the log-determinant barrier of \(\mathbb{S}_+^n\). We remark that its Jacobian is
\[
J_{p_Z}(Z, \mu) : V_Z \mapsto Q(\Theta \circ (q_i^TVq_j))q_iq_j^T,
\]
where \(Z = QAQ^T = \sum_{i=1}^n \lambda_iq_iq_i^T\) is a diagonalization, \(\circ\) is the Hadamard (i.e., entry-wise) product, and \(\Theta\) is the matrix of first divided differences; i.e.,
\[
\Theta_{ij} := [\lambda_i, \lambda_j]_{\text{PCHKS}(.\cdot, \cdot)} = \frac{1}{2} \left( 1 + \frac{\lambda_i + \lambda_j}{\sqrt{\lambda_i^2 + 4\mu^2} + \sqrt{\lambda_j^2 + 4\mu^2}} \right) \in (0, 1).
\]

At each iteration, when estimating the zero of
\[
\varphi_k : (Z, y) \mapsto F_{\mu, k+1}^{\text{nor}}(Z, y) + c_{k-1}(p(Z, y, \mu_{k+1}) - p(Z_y, \mu_k))
\]
we first employ a change of variable
\[
W = p_Z(Z, \mu_{k+1}) / \sqrt{c_k} + \sqrt{c_k} (Z - p_Z(Z, \mu_{k+1})),
\]
\[
= p_Z(Z, \mu_{k+1}) / \sqrt{c_k} - \sqrt{c_k\mu_{k+1}} \left( \frac{p_Z(Z, \mu_{k+1})}{\mu_{k+1}} \right)^{-1}
\]
\[
= p_Z(Z, \mu_{k+1}) / \sqrt{c_k} - \mu_{k+1} \left( \frac{p_Z(Z, \mu_{k+1})}{\mu_{k+1}} \right)^{-1}
\]
so that \(p_Z(W, \mu_{k+1}) = p_Z(Z, \mu_{k+1}) / \sqrt{c_k}\) and \(W - p_Z(W, \mu_{k+1}) = \sqrt{c_k} (Z - p_Z(Z, \mu_{k+1}))\). This reduces the equation \(\varphi_k(Z, y) = 0\) to
\[
\begin{bmatrix}
-\mathcal{A}^*(y) + C + W / \sqrt{c_k} - c_{k-1} p_Z(Z, \mu_k)
\end{bmatrix}
\begin{bmatrix}
\sqrt{c_k} \mathcal{A}(p_Z(W, \mu_{k+1})) - b + c_{k-1} (y - y_k)
\end{bmatrix}
= \begin{bmatrix}0\end{bmatrix},
\]
from which we further reduce to the Schur-complement equation
\[
\sqrt{c_k} \mathcal{A}(p_Z(\sqrt{c_k} \mathcal{A}^*(y) - C_k, \mu_{k+1})) - b + c_{k-1} (y - y_k) = 0
\]
by substituting \(W = \sqrt{c_k} \mathcal{A}^*(y) - C_k\) with \(C_k = \sqrt{c_k} (C - c_{k-1} p_Z(Z, \mu_k))\) from the first component into the second component. Since \(p_Z(\cdot, \mu)\) is the gradient map of the convex function
\[
q_{\mu} : Z \mapsto \frac{Z^2 + Z \sqrt{Z^2 + 4\mu^2}}{4} + \mu^2 \log(Z + \sqrt{Z^2 + 4\mu^2}),
\]
solving the Schur-complement equation is equivalent to minimizing the strongly convex function
\[
\theta_k : y \mapsto \mathcal{A}_{q_{\mu, k+1}}(\sqrt{c_k} \mathcal{A}^*(y) - C_k) - b^Ty + \frac{1}{2c_k} \|y - y_k\|^2.
\]
We use Newton’s method with line search for strong Wolfe conditions to minimize this strongly convex function. The Newton step is inexacty computed with MATLAB®’s preconditioned conjugate gradient (PCG) function \texttt{pcg} to predetermined relative and absolute accuracies.
The details of the algorithm are presented below.

**Algorithm 6.1** (Numerical smoothing proximal point algorithm).

**Initialization**
- Choose positive sequences \(\{c_k\}, \{\gamma_k\}\) and \(\{\varepsilon_k\}\) such that \(\{1/c_k\}, \{\gamma_k\}\) and \(\{c_k\gamma_k\}\) are bounded from above, and \(\sum_{k=0}^{\infty} \varepsilon_k < \infty\).
- Set accuracy parameters \(\varepsilon_{\text{infeas}} > 0\), \(\eta_{\text{rel}} > 0\) and \(\eta_{\text{abs}} > 0\), and line search parameters \(\sigma_1, \sigma_2 \in (0, 1)\).
- Choose initial values \(\mu_0 \in \mathbb{R}_{++}\) and \((Z_0, y_0) \in \mathbb{S}^n \times \mathbb{R}^m\), and set iteration counter \(k = 0\).

**Main iteration:** Repeat the following steps until
\[
\max \left\{ \frac{\|AX_k - b\|}{1 + \|b\|}, \frac{\|A^*y_k + S_k - C\|}{1 + \|C\|} \right\} \leq \varepsilon_{\text{infeas}},
\]
where \(X_k := \text{Proj}_{S_k^+}(Z_k)\) and \(S_k := \text{Proj}_{S_k^+}(Z_k) - Z_k = \text{Proj}_{S_k^+}(-Z_k)\).

**Step 1.** Set \(\mu_{k+1} = \frac{\gamma_k}{1+\gamma_k} \mu_k\) and \((\tilde{Z}, \tilde{y}) = (Z_k, y_k)\).

**Step 2.** **Sub-iteration:** Repeat the following steps until \(\|\varphi_k(\tilde{Z}, \tilde{y})\| \leq c_k^{-1} \varepsilon_k\).

(a) Determine a search direction \(v_y\) that satisfies
\[
\|\nabla^2 \theta_k(\tilde{y})v_y + \nabla \theta_k(\tilde{y})\| \leq \min\{\eta_{\text{abs}}, \eta_{\text{rel}}\|\nabla \theta_k(\tilde{y})\|\},
\]
where \(\theta_k\) is defined in (15).

(b) Find \(\alpha \in [0, 1]\) such that the following strong Wolfe conditions hold:
\[
\theta_k(\tilde{y} + \alpha v_y) \leq \theta_k(\tilde{y}) + \sigma_1 \alpha \nabla \theta_k(\tilde{y})^T v_y;
\]
\[
|\theta_k(\tilde{y} + \alpha v_y)^T v_y| \leq \sigma_2 |\theta_k(\tilde{y})^T v_y|.
\]

(c) Update \(\hat{\tilde{y}} \leftarrow \tilde{y} + \alpha v_y\).

**Step 3.** Compute
\[
\tilde{W} = \sqrt{c_k} A^*(\tilde{y}) - \sqrt{c_k}(C - c_k^{-1} p_Z(Z_k, \mu_k))\] and
\[
\tilde{Z} = \sqrt{c_k} p_Z(\tilde{W}, \mu_{k+1}) + (\tilde{W} - p_Z(\tilde{W}, \mu_{k+1})) \sqrt{c_k}.
\]

**Step 4.** Set \((Z_{k+1}, y_{k+1}) = (\tilde{Z}, \hat{\tilde{y}})\) and update \(k \leftarrow k + 1\).

In our numerical tests, we
- set an upper bound of 40 sub-iterations per main iteration, and an upper bound of 400 total sub-iterations;
- set an upper bound of 200 iterations, a relative accuracy of \(\eta_{\text{rel}} = 10^{-2}\) and an absolute accuracy of \(\eta_{\text{abs}} = 10^{-3}\) in every call to the **pcg** function;
- use the sequences \(\{\gamma_k = 0.5\}\) and \(\{\varepsilon_k = c_0 k^{-1.5}\}\);
- adaptively update \(c_k\) to \(\min\{2c_{k-1}, 10^8\}\) if \(\|\varphi_k(Z_k, y_k)\| < c_{k-1}^{-1}\), but keep \(c_k = c_{k-1}\) otherwise, where we take \(c_{-1} = 1\);
- set the accuracy parameter \(\varepsilon_{\text{infeas}} = 10^{-6}\);
- use the line search parameters \(\sigma_1 = 10^{-4}\) and \(\sigma_2 = 0.1\); and
- start from the initial values \(\mu_0 = 1\) and \((X_0, y_0) = (0, 0)\).

**Remark 6.1.** The adaptive choice of \(c_k\) is to follow the decrease of \(\|\varphi_k(Z_k, y_k)\|\).

**Remark 6.2.** When computing \(\nabla^2 \theta_k(\tilde{y})v_y\) in each PCG step, we need to evaluate
\[
J p_Z(\tilde{W}, \mu_{k+1}) V_W = Q(\Theta \circ (Q^T V_W Q)) Q^T
\]
\[
= \sum_{i,j=1}^n \Theta_{ij}(q_i^T V_W q_j) q_i q_j^T = V_W - \sum_{i,j=1}^n (1 - \Theta_{ij})(q_i^T V_W q_j) q_i q_j^T
\]
where $V_W = \sqrt{c_k} A^* (v_y) - C_k$ and $\hat{W} = QAQ^T = \sum_{i=1}^n \lambda_i q_i q_i^T$ is a diagonalization. We follow the technique in [67] to reduce computational cost by dropping the $(i,j)^{th}$ term when $\Theta_{ij} \approx 0$. Alternatively, we can use the second sum and drop those $(i,j)^{th}$ terms with $\Theta_{ij} \approx 1$, if this gives more computational savings.

6.3. Tests results. We tested the SPPA and SDPNAL on the SDP relaxations of graph partition problems and max-cut problems, and the computation of Lovász theta functions via SDP formulation. The problem instances are drawn from SDPLIB (http://euler.math.nus.edu.sg/~mattohkc/SDPNAL.html).

We execute the Matlab implementations of the algorithms in Matlab version 7.13.0.564 on a machine with Intel® Q6600 CPU @ 2.40GHz, 3GB of RAM, and running Windows 7 Enterprise (64-bit). The code for SDPNAL is obtained from the authors’ website (http://www.math.nus.edu.sg/~mattohkc/SDPNAL.html).

It should be remarked that pre-processing in the implementation of SDPNAL scales the inputs $A$, $b$, and $C$, and generates initial primal-dual iterates. For a fairer comparison, we run our code on the same scaled inputs produced by the pre-processing in the SDPNAL code.

The results of the numerical tests are shown in Tables 1, 2 and 3, respectively. The column “$m|n$” gives the number of equality constraints and the order of the matrices involved. The column “M|Sub” gives the number of main and sub- iterations. The two columns under “Relative infeas.” give, respectively, the values

$$\frac{\|AX_k - b\|}{1 + \|b\|} \quad \text{and} \quad \frac{\|A^* y_k + S_k - C\|}{1 + \|C\|}$$

in the final iteration, and the column “Relative gap” gives the value

$$\frac{\|C, X_k\| - \|b^T y_k\|}{1 + \|C, X_k\| + \|b^T y_k\|}$$

in the final iteration. It can be observed from the tables that the SPPA is comparable with SDPNAL.

<table>
<thead>
<tr>
<th>Name of problem</th>
<th>Iter</th>
<th>Relative infeas.</th>
<th>Relative gap</th>
<th>Time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>S</td>
<td>Sub Primal Dual</td>
<td></td>
</tr>
<tr>
<td>gpp100</td>
<td>16</td>
<td>44</td>
<td>8.7e-07 9.7e-10</td>
<td>4.0e-07</td>
</tr>
<tr>
<td>gpp124-1</td>
<td>17</td>
<td>58</td>
<td>8.0e-07 4.3e-09</td>
<td>8.0e-07</td>
</tr>
<tr>
<td>gpp124-2</td>
<td>14</td>
<td>44</td>
<td>9.4e-07 2.5e-07</td>
<td>5.1e-07</td>
</tr>
<tr>
<td>gpp124-3</td>
<td>14</td>
<td>40</td>
<td>4.3e-07 3.0e-07</td>
<td>3.8e-07</td>
</tr>
<tr>
<td>gpp124-4</td>
<td>16</td>
<td>43</td>
<td>8.9e-07 6.8e-10</td>
<td>3.5e-07</td>
</tr>
<tr>
<td>gpp250-1</td>
<td>15</td>
<td>49</td>
<td>2.2e-07 9.6e-07</td>
<td>1.8e-06</td>
</tr>
<tr>
<td>gpp250-2</td>
<td>12</td>
<td>45</td>
<td>2.8e-07 3.6e-07</td>
<td>4.3e-07</td>
</tr>
<tr>
<td>gpp250-3</td>
<td>14</td>
<td>44</td>
<td>2.2e-07 1.4e-07</td>
<td>1.3e-07</td>
</tr>
<tr>
<td>gpp250-4</td>
<td>13</td>
<td>40</td>
<td>8.7e-07 8.3e-07</td>
<td>5.8e-07</td>
</tr>
<tr>
<td>gpp500-1</td>
<td>15</td>
<td>56</td>
<td>1.2e-08 1.6e-07</td>
<td>1.4e-07</td>
</tr>
<tr>
<td>gpp500-2</td>
<td>13</td>
<td>47</td>
<td>6.1e-07 4.2e-07</td>
<td>1.5e-07</td>
</tr>
<tr>
<td>gpp500-3</td>
<td>13</td>
<td>45</td>
<td>1.1e-07 2.4e-08</td>
<td>3.7e-09</td>
</tr>
<tr>
<td>gpp500-4</td>
<td>12</td>
<td>41</td>
<td>6.0e-07 1.0e-07</td>
<td>1.2e-08</td>
</tr>
<tr>
<td>equalG11</td>
<td>21</td>
<td>66</td>
<td>7.7e-07 7.5e-07</td>
<td>5.6e-06</td>
</tr>
<tr>
<td>equalG51</td>
<td>20</td>
<td>65</td>
<td>5.7e-07 4.5e-07</td>
<td>2.9e-06</td>
</tr>
</tbody>
</table>

Table 1. Graph partitioning problems. For gpp250-1 , SDPNAL stops after 26 iterations as it detects a lack of progress in the relative primal infeasibility. For gpp500-1, SDPNAL stops as the dual infeasibility is less than $8 \times 10^{-7}$. 
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A new barrier-based method of constructing smoothing approximations of Euclidean projectors onto closed convex cones is introduced. With these smoothing approximations, we propose a smoothing proximal point algorithm to solve monotone nonlinear complementarity problems over closed convex cones via their normal map equations.

The combination of smoothing approximations and proximal terms allow for the stable application of inexact global Newton’s methods. We demonstrate a sufficient condition for the convergence of the algorithm when the nonlinear complementarity problem has a solution. This sufficient condition is a condition on the barrier used in the construction of the smoothing approximation, and is satisfied by all logarithmically homogeneous barriers. Thus our method and its convergence analysis applies to all monotone nonlinear complementarity problems over closed convex cones.

Preliminary numerical tests show that in practice, our method is comparable with the Newton-CG augmented Lagrangian algorithm when it comes to solving semidefinite programs.

7. Conclusion

A new barrier-based method of constructing smoothing approximations of Euclidean projectors onto closed convex cones is introduced. With these smoothing approximations, we propose a smoothing proximal point algorithm to solve monotone nonlinear complementarity problems over closed convex cones via their normal map equations.

The combination of smoothing approximations and proximal terms allow for the stable application of inexact global Newton’s methods. We demonstrate a sufficient condition for the convergence of the algorithm when the nonlinear complementarity problem has a solution. This sufficient condition is a condition on the barrier used in the construction of the smoothing approximation, and is satisfied by all logarithmically homogeneous barriers. Thus our method and its convergence analysis applies to all monotone nonlinear complementarity problems over closed convex cones.

Preliminary numerical tests show that in practice, our method is comparable with the Newton-CG augmented Lagrangian algorithm when it comes to solving semidefinite programs.
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Appendix A. Proof of Theorem 2.3

For the simplicity of notation, we drop the subscripts in \(\langle \cdot, \cdot \rangle_{\mathbb{H}}\) and \(\|\cdot\|_{\mathbb{H}}\).

Proposition A.1 (Proposition 1 of [51]). If \(T : \mathbb{H} \Rightarrow \mathbb{H}\) is a maximal monotone operator and \(P = (I + T)^{-1}\) is the proximal mapping for \(T\), then for \(Q = I - P\), and all \(x, x' \in \mathbb{H}\),

1. \(Q(x) \in T(P(x))\),
2. \(\langle P(x) - P(x'), Q(x) - Q(x') \rangle \geq 0\),
3. \(\|P(x) - P(x')\|^2 + \|Q(x) - Q(x')\|^2 \leq \|x - x'\|^2\).

Proposition A.2 (cf. Proposition 3 of [51]). For any maximal monotone operator \(T : \mathbb{H} \Rightarrow \mathbb{H}\), any bijective linear map \(C : \mathbb{H} \to \mathbb{H}\), and any map \(R : \mathbb{H} \to \mathbb{H}\), if \(CTR^{-1}\) is maximal monotone, and \(P = (I + CTR^{-1})^{-1}\) is the proximal mapping for \(CTR^{-1}\), then

\[
\|P(x') - P(R(x))\| \leq \min\{\|Cw\| : w \in T(x') + C^{-1}(R(x') - R(x))\}.
\]

Proof. For any \(w \in T(x') + C^{-1}(R(x') - R(x))\), we have \(Cw + R(x) \in (I + CTR^{-1})(R(x'))\), and hence \(R(x') = P(Cw + R(x))\). Therefore

\[
\|P(x') - P(R(x))\| = \|P(Cw + R(x)) - P(R(x))\| \leq \|Cw\|
\]

by Theorem 2.2.

Proof of Theorem 2.3. Pick an arbitrary zero \(x_\ast\) of \(T\). For each \(k\), let \(P_k\) denote the proximal mapping \((I + C_kTR^{-1})^{-1}\) for \(C_kTR^{-1}\), and let \(Q_k\) denote \(I - P_k\). The image \(R(x_\ast)\) is a fixed point of \(P_k\) for each \(k\).

Denoting by \(\varepsilon_k\) each term \(\|C_kT(x_{k+1}) + R(x_{k+1}) - R(x_k)\|\) in (4), we deduce from Theorem 2.2 that for each \(k\),

\[
\|R(x_{k+1}) - R(x_\ast)\| \\
\quad \leq \|R(x_{k+1}) - P_k(R(x_k))\| + \|P_k(R(x_k)) - R(x_\ast)\| \\
\quad = \|P_k(C_kT(x_{k+1}) + R(x_{k+1}) - R(x_k))\| + \|P_k(R(x_k)) - P_k(R(x_\ast))\| \\
\quad \leq \|C_kT(x_{k+1}) + R(x_{k+1}) - R(x_k)\| + \|R(x_k) - R(x_\ast)\| \\
\quad = \varepsilon_k + \|R(x_k) - R(x_\ast)\|
\]

and subsequently for each \(l < k\), \(\|R(x_{k+1}) - R(x_\ast)\| - \|R(x_l) - R(x_\ast)\| \leq \sum_{i=l}^{k-1} \varepsilon_i\). This proves that

\[
\lim_{k \to \infty} \|R(x_k) - R(x_\ast)\| = \inf_{k=0,1,\ldots} \|R(x_k) - R(x_\ast)\|
\]

and thus \(\{R(x_k)\}\) is bounded and has a weak limit point. It remains to show that every weak limit point of \(\{R(x_k)\}\) is a zero of \(T\), and that the sequence has at most one weak limit point.

Pick an arbitrary weak limit point \(z_\infty\) of this sequence. Since, by Proposition A.2, \(0 \leq \|R(x_{k+1}) - P_k(R(x_k))\| \leq \varepsilon_k \to 0\), we have \(\lim_{k \to \infty} \|R(x_{k+1}) - P_k(R(x_k))\| = 0\), whence \(z_\infty\) is a weak limit point of \(\{P_k(R(x_k))\}\). By Proposition A.1, \(C_1C_k^{-1}Q_k(R(x_k)) \in C_1TR^{-1}(P_k(R(x_k)))\) for each \(k\). Hence by the monotonicity of \(C_1TR^{-1}\), we deduce that for any \((z, \tilde{z}) \in G(C_1TR^{-1})\) and any \(k\),

\[
\langle z - P_k(R(x_k)), \tilde{z} - C_1C_k^{-1}Q_k(R(x_k)) \rangle \geq 0. \tag{A.1}
\]
Since for each $k$, $R(x_*)$ is a fixed point of $P_k$, and hence a zero of $Q_k$, we deduce from Proposition A.1 that
\[
\|P_k(R(x_k)) - R(x_*)\|^2 + \|Q_k(R(x_k))\|^2
\]
\[
= \|P_k(R(x_k)) - P_k(R(x_*))\|^2 + \|Q_k(R(x_k)) - Q_k(R(x_*))\|^2
\]
\[
\leq \|R(x_k) - R(x_*)\|^2;
\]
and subsequently
\[
\|R(x_{k+1}) - R(x_*)\|^2 + \|Q_k(R(x_k))\|^2 - \|R(x_k) - R(x_*)\|^2
\]
\[
\leq \|R(x_{k+1}) - R(x_*)\|^2 - \|P_k(R(x_k)) - R(x_*)\|^2
\]
\[
= (R(x_{k+1}) - P_k(R(x_k)), R(x_{k+1}) - R(x_*) + P_k(R(x_k)) - R(x_*))
\]
\[
\leq \|R(x_{k+1}) - P_k(R(x_k))\| (\|R(x_{k+1}) - R(x_*)\| + \|P_k(R(x_k)) - P_k(R(x_*))\|)
\]
\[
\leq \|R(x_{k+1}) - P_k(R(x_k))\| (\|R(x_{k+1}) - R(x_*)\| + \|R(x_k) - R(x_*)\|)
\]
\[
\leq \epsilon_k (\|R(x_{k+1}) - R(x_*)\| + \|R(x_k) - R(x_*)\|).
\]
In the limit, we see that $Q_k(R(x_k)) \to 0$ strongly, whence $C^{-1}_k Q_k(R(x_k)) \to 0$ strongly as \{$C^{-1}_k$\} is assumed to be bounded. Thus, taking limit on a suitable subsequence of \(A.1\) gives \(\langle z - z_\infty, \tilde{z} \rangle \geq 0\). Since \((z, \tilde{z}) \in G(C_1 TR^{-1})\) is arbitrary, the maximal monotonicity of $C_1 TR^{-1}$ implies that $0 \in C_1 TR^{-1}(z_\infty)$. Hence, $z_\infty$ is a zero of $TR^{-1}$.

Finally, using the same argument as in the proof of Theorem 1 of [51], we conclude that \{$R(x_k)$\} has a unique weak limit point. \qed
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