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Abstract

We obtain sufficient and/or necessary conditions for global/local error bounds for the distances to some sets appeared in set optimization studied with both the set approach and vector approach (sublevel sets, constraint sets, sets of all Pareto efficient/Henig proper efficient/super efficient solutions, sets of solutions corresponding to one Pareto efficient/Henig proper efficient/super efficient value) and sufficient conditions for metric subregularity of a set-valued map at efficient solutions. All criteria except one are described in terms of the Mordukhovich coderivative and coderivative of convex analysis. Our techniques are based on scalarization by mean of the Hiriart-Urruty signed distance function, on exploiting criteria in terms of subdifferentials for error bounds of a lower semicontinuous function and estimates for subdifferentials of marginal functions. We also consider the single-valued case and provide illustrating examples.
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1 Introduction

During the last two decades, the problem of error bounds for a lower semicontinuous (l.s.c.) function has received a lot of attention of researchers. It can be stated as follows, see [3, 4, 10]. Let $X$ be a metric space and $f : X \to \mathbb{R} \cup \{+\infty\}$ be a l.s.c. function. Denote $\text{dom} f := \{x \in X \mid f(x) \neq \infty\}$. We say that $f$ has a global error bound at the level $\alpha$ if there exists a scalar $\tau > 0$ such that

$$\tau d(x; [f \leq \alpha]) \leq [f(x) - \alpha]^+ \quad \text{for all } x \in X$$

and that $f$ satisfies the error bound property at $\bar{x} \in \text{dom} f$ or the distance to the set $[f \leq f(\bar{x})]$ has a local error bound at $\bar{x}$ if there exists a scalar $\tau > 0$ such that

$$\tau d(x; [f \leq f(\bar{x})]) \leq [f(x) - f(\bar{x})]^+ \quad \text{for all } x \text{ near } \bar{x}.$$ 

Here, $[f \leq \alpha] := \{x \in X \mid f(x) \leq \alpha\}$, $[\alpha]^+ := \max\{0, \alpha\}$ and for a set $U \subset X$, $d(x; U)$ denotes the distance from $x$ to $U$. In the special case $\alpha = \min_X f$ with $\bar{x} \in \text{argmin} f := \{x \in X \mid f(x) = \min_X f\}$, one is concerned with the global/local error bounds of the distance to the set of minimizers of $f$

$$\tau d(x; \text{argmin } f) \leq f(x) - \min_X f.$$
Error bound properties have important applications in subdifferential calculus, optimality conditions, sensitivity analysis and convergence of numerical methods. A huge literature deals with criteria for them in terms of various derivative-like objects defined either in the primal space (directional derivatives, slopes, etc.) or in the dual space (different kinds of subdifferentials), see [3, 4, 6, 10, 39] for an overview.

Closely related to error bounds is the notion of metric subregularity of a set-valued map $F$ acting between normed spaces $X$ and $Y$. Following Dontchev and Rockafellar [8], $F$ is said to be metrically subregular at $\bar{x}$ for $\bar{y} \in F(\bar{x})$ if there exists $\kappa \in [0, \infty)$ such that
\[
d(x; F^{-1}(\bar{y})) \leq \kappa d(\bar{y}; F(x)) \quad \text{for all } x \text{ near } \bar{x}.
\]
The metric subregularity property for the set-valued map $F$ was introduced by Ioffe [23, 24] using the terminology “regularity at a point” and has been widely considered especially in connection with feasibility problems (constraint sets, generalized equations...) and their associated maps, see [9, 13, 20, 24, 25, 41, 42].

The aim of this paper is to study error bounds in relation to set-valued optimization problems with data being a set-valued map $F$ from a metric (or normed) space $X$ into a normed space $Y$ partially ordered by a closed convex cone $K$. We obtain criteria for error bounds for the distances to sublevel sets, constraint sets, different solutions sets and for metric subregularity of $F$ at some efficient solutions.

Our main results are the following (for the definitions, see Section 2):

1. We establish a sufficient condition for error bounds for the distance to a sublevel set
\[
\tau d(x; [F \preceq_l A]) \leq [\sup_{a \in A} \inf_{y \in F(x)} \Delta_{-K}(y - a)]^+ \quad \text{for all } x \in X,
\]
where $\preceq_l$ is an order relation induced by $K$ on $2^Y$ (this order relation has been considered in the set approach to set optimization in the first time by Kuroiwa [29]), $A \subset Y$ is a nonempty set, $[F \preceq_l A] := \{x \in X \mid F(x) \preceq_l A\}$ and $\Delta_{-K}$ is the Hiriart-Urruty signed distance associated to the cone $-K$.

2. We obtain sufficient and/or necessary conditions in terms of the Mordukhovich coderivatives and coderivative of convex analysis for global/local error bounds for the distances to some sets appeared in set optimization
\[
\tau d(x; S) \leq [\inf_{y \in F(x)} \Delta_{-K}(y - \bar{y})]^+ \quad \text{for all } x \in X \text{ or } x \text{ near } \bar{x},
\]
where $S$ is one of the sets: (i) a special sublevel set $[F \preceq_l \bar{y}]$; (ii) the constrain set of the form $\{x \in X \mid G(x) \cap C \neq \emptyset\}$ with $G$ being a set-valued map and $C$ being a closed convex cone; (iii) the set of of solutions of an unconstrained set-valued optimization problem ($\mathcal{P}$) corresponding to one Pareto efficient/Henig proper efficient/super efficient value $\bar{y}$ or the set of all Pareto efficient/Henig proper efficient/super efficient solutions of ($\mathcal{P}$).

3. We show, by the way, that some obtained sufficient conditions for local error bounds are in fact sufficient for the metric subregularity of the map $F$ at a Pareto efficient/Henig proper efficient/super efficient solution.

Our techniques are based on scalarization by mean of the Hiriart-Urruty signed distance function [22], on exploiting criteria in terms of subdifferentials for error bounds of a l.s.c. function [3, 4, 10] and estimates of subdifferentials of marginal functions [15, 36, 37].

Note that, to the best of our knowledge, there are quite a few attempts in considering error bounds for maps with values in partially ordered spaces even in the single-valued case: Bernar-czuk and Kruger [11] obtained some conditions in terms of various slopes and subdifferentials.
of the distance functions to several level sets corresponding to Pareto or weak Pareto efficiency while Liu, Ng and Yang [34] considered a linear vector-valued map. The cases with Henig properly efficient solutions and super efficient solutions have not been considered yet even for vector-single valued maps.

The paper is organized as follows. In Section 2 we present preliminaries from set optimization, variational analysis and some known results about error bounds of a l.s.c. function. In Section 3 we establish a sufficient condition for the error bound for distances to a sublevel set $[F \preceq_{\ell} A]$. In Section 4, we prove sufficient and/or necessary conditions for the error bound for distances to a special sublevel set $[F \preceq_{\ell} \tilde{y}]$ and provide examples in case with constraint sets. Section 5 is devoted to error bounds for the distances to different efficient solution sets and for metric subregularity at different efficient solutions.

2 Preliminaries

2.1 Set-valued Optimization Problems

Let $Y$ be a topological vector space (t.v.s.) with the dual $Y^*$. For a nonempty set $U$, by int$U$, cl$U$, cone$U$ and conv$U$ we mean the interior, the closure, the conic hull and the convex hull of $U$, respectively. A closed unit ball in a normed space $Y$ is denoted by $\mathbb{B}_Y$. Let $K \subseteq Y$ be a nonempty closed pointed convex cone with apex at zero (pointedness means $K \cap (-K) = \emptyset$). The cone $K$ induces a partial order $\preceq_K$ on $Y$: for $y_1, y_2 \in Y$, we write $y_1 \preceq_K y_2$ if $y_2 - y_1 \in K$. Denote $K^+ = \{y^* \in Y^* \mid y^*(k) \geq 0 \text{ for all } k \in K\}$ and $K^{+i} = \{y^* \in Y^* \mid y^*(k) > 0 \text{ for all } k \in K \setminus \{0\}\}$. A convex set $\Theta \subseteq Y$ is called a base for $K$ if $0 \notin \text{cl} \Theta$ and $K = \{t\theta \mid t \in \mathbb{R}^+, \theta \in \Theta\}$. When $\Theta$ is bounded, we say that $K$ has a bounded base. It is known that $K^{+i} \neq \emptyset$ iff $K$ has a base, the nonnegative orthants in $\mathbb{R}^n$, $C_{[0,1]}$, $L^p_{[0,1]}$, $l^p$ $(1 \leq p < \infty)$ have bases and the nonnegative orthants in $\mathbb{R}^n$, $L^1_{[0,1]}$, $l^1$ have bounded bases [28]. Assuming that $Y$ is a normed space and $\Theta$ is a base of $K$, denote

$$\delta := \inf\{\|\theta\| \mid \theta \in \Theta\} > 0 \quad (1)$$

and let $K_{\eta}$ (with $\eta \in [0, \delta]$) be a convex pointed closed cone defined by

$$K_{\eta} = \text{cl cone}(\Theta + \eta \mathbb{B}_Y). \quad (2)$$

We recall some concepts of efficient points of a set [12, 19, 27].

**Definition 2.1.** Let $A$ be a nonempty subset of $Y$ and $\tilde{a} \in A$. We say that

(i) $\tilde{a}$ is a Pareto efficient point of $A$ w.r.t. the cone $K$ if $a \nleq_K \tilde{a}$ for all $a \in A$, $a \neq \tilde{a}$ or, equivalently, $(A - \tilde{a}) \cap (-K \setminus \{0\}) = \emptyset$.

(ii) supposing that $Y$ is a normed space and $K$ has a base $\Theta$, $\tilde{a}$ is a Henig properly efficient point of $A$ w.r.t. the cone $K$ if there exists $\eta \in [0, \delta[$ such that $\text{cl cone}(A - \tilde{a}) \cap (-K_{\eta}) = \emptyset$.

(iii) supposing that $Y$ is a normed space, $\tilde{a}$ is a super efficient point of $A$ if there exists $\rho > 0$ such that $\text{cl cone}(A - \tilde{a}) \cap (\mathbb{B}_Y - K) \subset \rho \mathbb{B}_Y$.

Denote the sets of efficient points defined in Definition 2.1 by $\text{Min}(A, K)$, $\text{He}(A, K)$ and $\text{SE}(A, K)$, respectively. It is known that $\text{SE}(A, K) \subseteq \text{He}(A, K) \subseteq \text{Min}(A, K)$ and that if $K$ has a bounded base then $\text{SE}(A, K) = \text{He}(A, K)$. Moreover, $\tilde{a} \in \text{He}(A, K)$ iff $\tilde{a} \in \text{Min}(A, K_{\eta})$ for some $\eta \in [0, \delta]$ [17, Proposition 3.3].

Throughout the paper, $F$ is a set-valued map from a set $X$ into t.v.s. $Y$. In set optimization, one considers a unconstrained set-valued optimization problem $(P)$

$$\text{Minimize } F(x) \text{ subject to } x \in X$$
and a constrained set-valued optimization problem \((\mathcal{C} \mathcal{P})\) with \(X\) being replaced by a constraint set

\[
\text{Minimize } F(x) \text{ subject to } G(x) \cap C \neq \emptyset,
\]

where \(G\) is a set-valued map from a set \(X\) into a t.v.s. \(Z\), and \(C \subset Z\) is a closed convex cone \((C \neq \{0\})\).

In this paper, we will be concerned with sets of solutions of \((\mathcal{P})\) and sublevel sets defined by the set-valued map \(F\) as well as with the constraint set of \((\mathcal{C} \mathcal{P})\) defined above. Let us note that there are two approaches, the vector approach and the set approach, to defining main concepts in set optimization (efficient solutions, sublevel sets). In the vector approach, efficient solutions of \((\mathcal{P})\) are defined through the corresponding concepts of efficient points for a set given in Definition 2.1.

**Definition 2.2.** We say that \(\bar{x} \in X\) is an “\(N\)” efficient solution of \((\mathcal{P})\) if there exists \(\bar{y} \in F(\bar{x})\) called an “\(N\)” efficient value of \((\mathcal{S} \mathcal{P})\) such that \(\bar{y}\) is an \(N\)” efficient point of \(F(X) := \cup_{x \in X} F(x)\), where \(N\) may be Pareto, Henig properly, super.

The set approach proposed by Kuroiwa in [29] is based on an order relation \(\preceq_l\) induced by the cone \(K\) on the power set \(2^Y\) of all nonempty subsets of \(Y\): for two nonempty sets \(A\) and \(B\)

\[ A \preceq_l B \text{ if and only if } B \subseteq A + K \tag{3} \]

and \(\bar{x} \in X\) is said to be a minimal solution of \((\mathcal{P})\) w.r.t. the order \(\preceq_l\) if

\[
F(x) \preceq_l F(\bar{x}) \text{ for some } x \in X \text{ implies } F(\bar{x}) \preceq_l F(x).
\]

With this order relation in hand, one considers a sublevel set \([F \preceq_l A]\) of \(F\) at the level \(A \in 2^Y\) defined by

\[
[F \preceq_l A] := \{x \in X \mid F(x) \preceq_l A\}.
\]

Note that Kuroiwa’s set approach has been used by many authors and we mention several works [1, 16, 18, 21, 30, 31, 32] devoted to this approach.

### 2.2 Subdifferentials and coderivatives

In this subsection, we recall the notions of subdifferentials and coderivatives [2, 36, 38], some estimates of subdifferentials of a marginal function [15, 36, 37], the Hiriart-Urruty signed distance function [22] and prove some properties of this function.

In this subsection, let \(X\) and \(Y\) be normed spaces with the duals \(X^*\) and \(Y^*\). Let \(\Omega \subset X\) be a nonempty set. The Fréchet normal cone to \(\Omega\) at \(x\), denoted by \(N_F(x; \Omega)\), is given by

\[
N_F(x; \Omega) := \{x^* \in X^* \mid \limsup_{x' \to x, x' \in \Omega} \frac{\langle x^*, x' - x \rangle}{\|x' - x\|} \leq 0\}.
\]

The Mordukhovich normal cone to \(\Omega\) at \(x\), denoted by \(N_M(x; \Omega)\), is defined in Asplund space settings by

\[
N_M(x; \Omega) := \limsup_{x' \to x, x' \in \Omega} N_F(x'; \Omega),
\]

where the limit in the right-hand side means the sequential Kuratowski-Painlevé upper limit with respect to the norm topology in \(X\) and the weak-star \(\omega^*\) topology in \(X^*\). Recall that a Banach space is Asplund if every continuous convex function defined on it is Fréchet differentiable on a dense set of points. Examples of Asplund spaces are \(\mathbb{R}^n\), \(L^p_{[0,1]}\) and \(L^p\) \((1 < p < \infty)\).
Note that when $\Omega$ is convex, the Mordukhovich normal cone reduce to the normal cone of convex analysis, denoted by $N(x; \Omega)$

\[ N(x; \Omega) := \{ x^* \in X^* \mid \langle x^*, v \rangle \leq 0 \text{ for all } v \in \text{cl}(\cup_{t>0} \frac{1}{t} (\Omega - x)) \}. \]

Let $f : X \to \mathbb{R} \cup \{ +\infty \}$ be a l.s.c. function. The Mordukhovich subdifferential $\partial_M f(x)$ of $f$ at $x \in \text{dom} f$ is defined by mean of the Mordukhovich normal cone to its epigraph as follows

\[ \partial_M f(x) := \{ x^* \in X^* \mid \langle x^*, -1 \rangle \in N_M((x, f(x)); \text{epi} f) \}. \]

When $f$ is convex, the Mordukhovich subdifferential coincides with the subdifferential of convex analysis, denoted by $\partial f$, which can be defined either through the normal cone of convex analysis or by

\[ \partial f(x) := \{ x^* \in X^* \mid \langle x^*, x' - x \rangle \leq f(x') - f(x) \text{ for all } x' \in \text{dom} f \}. \]

We recall a version of chain rules to be used in our study.

**Proposition 2.3.** Assume that $X$ and $Y$ are Asplund spaces, $f : X \to Y$ is a strictly differentiable map and $\phi : Y \to \mathbb{R}$ is a convex Lipschitz function. Then

\[ \partial_M (\phi \circ f)(x) = \{ \nabla f(x)^*(y^*) \mid y^* \in \partial \phi(f(x)) \}. \]

Here, $\nabla f(x)$ and $[\nabla f(x)]^*$ are the strict derivative of $f$ at $x$ and its adjoint, and $(\phi \circ f)(x) := \phi(f(x))$. Proposition 2.3 is a consequence of [36, Theorem 3.41(iii)].

Let $F : X \rightrightarrows Y$ be as before a set-valued map. Denote by $\text{dom} F$ the domain of $F$, i.e. $\text{dom} F := \{ x \in X \mid F(x) \neq \emptyset \}$ and by $\text{gr} F$ its graph, i.e., $\text{gr} F := \{ (x, y) \mid y \in F(x) \}$. We say that $F$ is closed if its graph is closed and $F$ is convex if its graph is convex. We always assume that the set-valued map $F$ is closed. The Mordukhovich coderivative $D_M^* F(x, y)$ of $F$ at $(x, y) \in \text{gr} F$ is defined by mean of the Mordukhovich normal cone to its graph as follows: for $y^* \in Y^*$

\[ D_M^* F(x, y)(y^*) := \{ x^* \in X^* \mid \langle x^*, -y^* \rangle \in N_M((x, y); \text{gr} F) \}. \]

When $F$ is convex, the coderivative of convex analysis $D^* F(x, y)$ of $F$ at $(x, y) \in \text{gr} F$ is defined by mean of the normal cone of convex analysis to its graph in the similar way.

Note that in [35] Mordukhovich introduced the notion of coderivative of a set-valued map regardless of the normal cone used. After he suggested this approach to differentiability of maps, we may consider different specific coderivatives for set-valued maps generated by different normal cones to their graphs. We refer the reader to Mordukhovich’s book [36] for the history of coderivatives.

Next, we recall some estimates of subdifferentials of a marginal function which play an essential role in our study. Let be given a function $\varphi : Y \to \mathbb{R}$. We associate with $F$ and $\varphi$ the marginal function $m : X \to \mathbb{R} := \mathbb{R} \cup \{ \infty \}$

\[ m(x) := \inf \{ \varphi(y) \mid y \in F(x) \} \]

and the minimum set

\[ V(x) := \{ y \in F(x) \mid \varphi(y) = m(x) \} \]

with the convention that $\inf \emptyset = \infty$ and $V(x) = \emptyset$ when $x \notin \text{dom} F$. It is easy to see that if $F(x)$ is compact and $\varphi$ is l.s.c. at $x \in \text{dom} \varphi$, then $V(x) \neq \emptyset$. Moreover, it is well known that, under natural hypotheses, the function $m$ inherited continuity and convexity properties from $F$.
and $\varphi$. In the remaining of this subsection, unless otherwise specified, $X$ and $Y$ are Banach spaces. Recall that $V$ is lower semicompact at $x$ [37] if there exists a neighborhood $U$ of $x$ such that for any sequence $x_n \to x$ there is a sequence $y_n \in V(x_n)$ that contains a subsequence convergent in the norm topology of $Y$. Lower semicompactness is useful for dealing with the infinite-dimensional case and is often satisfied in finite-dimensional spaces.

The first estimate is a special Lipschitz case of [37, Theorem 6.1].

**Proposition 2.4.** Assume that $X$ and $Y$ are Asplund spaces, $F$ is u.s.c. compact-valued, $\varphi$ is Lipschitz and $V$ is lower semicompact at $x \in \text{dom } m$. Then for any $y_x \in V(x)$, we have

$$\partial m(x) \subseteq \cup_{y^* \in \partial \varphi(y_x)} D^*_M F(x,y_x)(y^*).$$

In the convex case, we have a stronger conclusion, see [15, Theorem 3.3].

**Proposition 2.5.** Assume that $F$ is convex u.s.c. compact-valued, $\varphi$ is convex and continuous at a point in $F(X)$. Assume further that either $X$ is separable or $\varphi$ is l.s.c. on its domains. Then for any $y_x \in V(x)$, we have $\partial m(x) = \cup_{y^* \in \partial \varphi(y_x)} D^* F(x,y_x)(y^*)$.

**Remark 2.6.** The assertion of Proposition 2.5 remains true if we relax the convexity assumption on $F$ while retaining convexity of the function $m$.

The reader is referred to [15] for examples and comments on the above estimates.

We conclude this subsection with some properties of the Hiriart-Urruty signed distance function [22]. To a nonempty set $U$ in a Banach space $Y$ we associate a function $\Delta_U$ given by

$$\Delta_U(y) := d(y; U) - d(y; Y \setminus U).$$

This function possesses nice properties, especially when $U$ has a nonempty interior, and has been used for scalarization in vector optimization in several works [7, 14, 15]. We list some known properties of this function [15, 22].

**Proposition 2.7.** Let $U$ be a nonempty subset of $Y$.

(a) The function $\Delta_U$ is Lipschitz of rank 1 on $Y$.

(b) If $U$ is closed then for any $y \in Y$, $y \notin U$ iff $\Delta_U(y) > 0$.

(c) If $U$ is convex then $\Delta_U$ is convex, if $U$ is a cone then $\Delta_U$ is positively homogeneous and if $U$ is a closed convex cone then $\Delta_U$ satisfies the triangle inequality, i.e., for any $y_1$, $y_2 \in Y$, one has $\Delta_U(y_1 + y_2) \leq \Delta_U(y_1) + \Delta_U(y_2)$.

We establish some useful properties of the subdifferential of the function $\Delta_{-K}$.

**Proposition 2.8.** Let $K$ be a closed convex cone in a Banach space $Y$. Then

(a) $\partial \Delta_{-K}(u) \subseteq K^+ \cap B_Y^*$ for any $u \in Y$.

(b) $0 \notin \partial \Delta_{-K}(u)$ if $u \notin -K$ or $\text{int } K \neq \emptyset$.

(c) $0 \in \partial \Delta_{-K}(u)$ for any $u \in -K$ iff $\text{int } K = \emptyset$.

**Proof.** (a) Let $y^* \in \partial \Delta_{-K}(u)$. The triangle property of the function $\Delta_{-K}$ (Proposition 2.7(c)) implies that for any $k \in K$ one has $(y^*, -k) \leq \Delta_{-K}(u-k) - \Delta_{-K}(u) \leq \Delta_{-K}(-k) = d(-k; -K) - d(-k; Y \setminus (-K)) \leq 0$. Thus, $(y^*, k) \geq 0$ for all $k \in K$. Since the cone $K$ is closed, we get $y^* \in K^*$. Further, Proposition 2.7(a) implies that $\partial \Delta_{-K}(u) \subseteq B_Y^*$. 
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(b) Let \( u \in Y \). If \( u \notin -K \) then \( \Delta_{-K}(u) > 0 = \Delta_{-K}(0) \) and if \( K \) has a nonempty interior with \( k \in \text{int}K \) then \( \Delta_{-K}(-k) < 0 \) and \( \Delta_{-K}(-tk) \) tends to \(-\infty \) as \( t \to \infty \). Thus, in both cases, the convex function \( \Delta_{-K} \) does not attain its minimum at \( u \) and hence, \( 0 \notin \partial \Delta_{-K}(u) \).

(c) By (b), we need only to prove the “if” part. Since \( \Delta_{-K}(u) > 0 \) for \( u \notin -K \) and \( \Delta_{-K}(u) = 0 \) for \( u \in -K \), the convex function \( \Delta_{-K} \) attains its minimum at \( u \) and hence, \( 0 \in \partial \Delta_{-K}(u) \). \( \square \)

**Example 2.9.** Let \( Y = \mathbb{R}^2 \), \( K = \mathbb{R}^2_+ \). Then

\[
\partial \Delta_{-K}(y, z) = \begin{cases}
\{(u, v) \in \mathbb{R}^2_+ \mid u^2 + v^2 \leq 1 \leq u + v\} & \text{if } y = z = 0 \\
\{(y/\sqrt{y^2 + z^2}, z/\sqrt{y^2 + z^2})\} & \text{if } y > 0, z > 0 \\
\{(0, 1)\} & \text{if } y \leq 0, y - z < 0 \\
\{(1, 0)\} & \text{if } z \leq 0, y - z > 0 \\
\text{conv}\{(0, 1), (1, 0)\} & \text{if } y = z < 0
\end{cases}
\]

To characterize the subdifferential of the function \( \Delta_{-K_Y} \), we need the following result about relations between the dual cones of \( K_\eta \) and \( K \).

**Proposition 2.10.** Let \( \delta \) be the scalar defined by (1) and \( K_\eta \ (\eta \in [0, \delta[) \) be the cone defined by (2). Then for the cone \( K_\eta^+ := (K_\eta)^+ \) one has

\[
K_\eta^+ \setminus \{0\} \subset \{y^* \in K^+ \mid \inf_{\theta \in \Theta} y^*(\theta) \geq \eta\|y^*\|\} \subset K^{+si}
\]

where \( K^{+si} := \{y^* \in K^+ \mid \inf_{\theta \in \Theta} y^*(\theta) > 0\} \) and if \( K \) has a bounded base then

\[
K_\eta^+ \setminus \{0\} \subset \text{int}K^+.
\]

**Proof.** Let \( y^* \in K_\eta^+ \setminus \{0\} \) and \( \theta \in \Theta \). By the definition of the cone \( K_\eta \), we have \( \theta - \eta \mathbb{B}_Y \subset K_\eta \). For all \( e \in \mathbb{B}_Y \) we have \( y^*(\theta - \eta e) \geq 0 \) or \( y^*(\theta) \geq \eta y^*(e) \) and hence, \( y^*(\theta) \geq \eta\|y^*\| \). It follows that \( \inf_{\theta \in \Theta} y^*(\theta) \geq \eta\|y^*\| > 0 \). Now assume that \( \Theta \) is bounded. Then \( \sup_{\theta \in \Theta} \|\theta\| = \rho > 0 \). Let \( y^* \in K_\eta^+ \setminus \{0\} \). We have to show that \( y^* + \rho \mathbb{B}_Y^* \subset K^+ \), where \( r = \eta\|y^*\|/(2\rho) \). Let \( e^* \in \mathbb{B}_Y^* \) be an arbitrary vector. For any \( \theta \in \Theta \), we have

\[
(y^* + \rho e^*)(\theta) \geq y^*(\theta) - \eta\|y^*\|/(2\rho) e^*(\theta) \geq \eta\|y^*\| - \eta\|y^*\|/(2\rho)\|e^*\|\|\theta\| \\
\geq \eta\|y^*\| - \eta\|y^*\|/(2\rho)\rho = \eta\|y^*\|/2 > 0.
\]

Since \( \Theta \) is a base of \( K \), it follows that \( y^* + \rho e^* \in K^+ \) and hence \( y^* + \rho \mathbb{B}_Y^* \subset K^+ \). \( \square \)

We are ready now to characterize the subdifferential of the function \( \Delta_{-K_Y} \).

**Corollary 2.11.** Let \( \delta \) and \( K_\eta \ (\eta \in [0, \delta[) \) be the scalar and the cone defined by (1) and (2), respectively. Then \( \partial \Delta_{-K_Y}(u) \subset K^{+si} \cap \mathbb{B}_Y^* \) and if \( K \) has a bounded base then \( \partial \Delta_{-K_Y}(u) \subset \text{int}K^+ \cap \mathbb{B}_Y^* \) for any \( u \in Y \).

**Proof.** Observe that the pointed convex cone \( K_\eta \) is closed and has a nonempty interior. The assertion follows from Propositions 2.10 and 2.8. \( \square \)

### 2.3 Existence of error bounds for a l.s.c. function

In this subsection, we recall some known criteria ensuring error bounds for a l.s.c. function that will be used to obtain similar ones for the case with a closed set-valued map.

Let \( X \) be a complete metric space and \( f : X \to \mathbb{R} \cup \{+\infty\} \) be a l.s.c. function.

...
Definition 2.12. [4, Definition 2.2] (case \( \beta = \infty \)) For \( \alpha \in \mathbb{R} \), we let \( \sigma_\alpha(f) \) denote the supremum of the \( \tau \)'s in \( [0, +\infty[ \) such that

\[
\tau_d(x; [f \leq \alpha]) \leq f(x) - \alpha \quad \text{for all } x \in [\alpha < f],
\]

with the convention \( \sigma_\alpha(f) = 0 \) if \( [f \leq \alpha] = \emptyset \) and \( \sigma_\alpha(f) = \infty \) if \( [f \leq \alpha] = X \).

Definition 2.13. [10, Definition 1] For \( \bar{x} \in \text{dom} f \), we let \( \text{Erf}(\bar{x}) \) denote the supremum of the \( \tau \)'s in \( [0, +\infty[ \) such that

\[
\tau_d(x; [f \leq f(\bar{x})]) \leq [f(x) - f(\bar{x})]^+ \quad \text{for all } x \text{ near } \bar{x}.
\]

In case of a l.s.c. function, the following conditions are known to provide sufficient and/or necessary criteria for the error bound property.

Theorem 2.14. Let \( X \) be a complete metric space, \( f : X \to \mathbb{R} \cup \{\infty\} \) be a proper l.s.c. function. Assume that for all \( x \in [\alpha < f] \) there exists \( x' \in [\alpha \leq f] \), \( x' \neq x \) such that \( f(x') + d(x; x') \leq f(x) \). Then \( [f \leq \alpha] \neq \emptyset \), and \( d(x; [f \leq \alpha]) \leq [f(x) - \alpha]^+ \) for all \( x \in \text{dom} f \).

Theorem 2.15. Let \( X \) be a Banach space and \( f : X \to \mathbb{R} \cup \{+\infty\} \) be a proper l.s.c. function.

(a) Suppose that \( X \) is an Asplund space. Then we have \( \sigma_\alpha(f) \geq \inf_{x \in [\alpha < f]} d_M(0; \partial f(x)) \).

(b) (convex case) Suppose that \( f \) is convex. Then we have \( \sigma_\alpha(f) = \inf_{x \in [\alpha < f]} d(0; \partial f(x)) \).

Theorem 2.16. Let \( X \) be a Banach space and \( f : X \to \mathbb{R} \cup \{+\infty\} \) be a proper l.s.c. function. Let \( \bar{x} \in \text{dom} f \).

(a) Suppose that \( X \) is an Asplund space. Then function \( f \) has an error bound at \( \bar{x} \) if \( \liminf_{(x,f(x)) \to (\bar{x},f(\bar{x}))} d_M(0; \partial f(x)) > 0 \).

(b) (finite-dimensional case) Suppose that \( X \) is a finite-dimensional space. Then the function \( f \) has an error bound at \( \bar{x} \) if \( 0 \notin \partial_M f(\bar{x}) \),

(c) (convex case) Suppose that, in addition, \( f \) is convex. The function \( f \) has an error bound at \( \bar{x} \) if \( 0 \notin \partial f(\bar{x}) \). Moreover, we have

\[
\liminf_{(x,f(x)) \to (\bar{x},f(\bar{x}))} d(0; \partial f(x)) > 0 \iff \text{Erf}(\bar{x}) > 0.
\]

Note that Theorem 2.14 is Theorem 1.3 of [3], the assertions (a) of Theorem 2.15 is a special case of [4, Proposition 4.1, Corollary 4.1 and Remark 4.1 (b)] \( (\beta = \infty, \gamma = \alpha) \) and the assertion (b) of Theorem 2.15 is immediate from [4, Theorems 3.1 and 3.2] while conclusions of Theorem 2.16 are the conditions C6, C9, C13 and C14 of [10].

3 A sufficient condition for a global error bound of the distance to a sublevel set

From now on, unless otherwise specified, \( Y \) is a normed space and \( K \subset Y \) is a closed convex cone inducing the order relation \( \preceq_\Gamma \) by (3). In this section, we assume that \( X \) is a complete metric space and \( A \subset Y \) is a nonempty set. A sufficient condition for the existence of a global error bound for the distance to the sublevel set \( [F \preceq_\Gamma A] \) reads as follows.

Theorem 3.1. Suppose that
(i) $K_0 \subset K$ is a set such that $\inf_{k_0 \in K_0} d(k_0; Y \setminus K) \geq 1$.

(ii) The set $A$ is bounded.

(iii) The set-valued map $F$ is $K$-upper semicontinuous and has compact values.

(iv) For any $x \notin [F \preceq_l A]$ there exists $x' \notin [F \preceq_l A]$, $x' \neq x$ such that

$$F(x') + d(x, x')K_0 \preceq_l F(x).$$

Then $[F \preceq_l A] \neq \emptyset$ and

$$d(x; [F \preceq_l A]) \leq \left[ \sup_{a \in A} \inf_{y \in F(x)} \Delta_{-K}(y - a) \right]^+ \text{ for all } x \in X. \quad (4)$$

Recall that $F$ is $K$-upper semicontinuous ($K$-u.s.c.) at $\bar{x} \in X$ [33] if for any open set $V$ such that $F(\bar{x}) \subset V$, there exists an open neighborhood $U$ of $\bar{x}$ such that $F(x) \subset V + K$ for any $x \in U$. It is clear that if $F$ is upper semicontinuous (u.s.c.) then it is $K$-u.s.c.

Note that (4) reduces to the classical scalar form

$$d(x; [f \preceq a]) \leq [f(x) - a]^+ \text{ for all } x \in X$$

when $Y = \mathbb{R}$, $K = \mathbb{R}^1_+$, $F$ is a (single-valued) function $f : X \to \mathbb{R}$ and $A = \{a\}$.

To prove Theorem 3.1, we will apply a scalarization technique and Theorem 2.14. We associate to the map $F$ and the set $A$ a function $g : X \to \mathbb{R}$ defined by

$$g(x) := \sup_{a \in A} \inf_{y \in F(x)} \Delta_{-K}(y - a). \quad (5)$$

Some properties of the function $g$ is formulated in the following.

**Proposition 3.2.** (a) Suppose that $F(x)$ and $A$ are bounded sets. Then $-\infty < g(x) < +\infty$.

(b) If $F$ is $K$-u.s.c. at $\bar{x}$ then $g$ is l.s.c. at $\bar{x}$.

**Proof.** As the function $\Delta_{-K}$ is Lipschitz of rank 1, the assertion (a) follows from the boundedness of the sets $F(x)$ and $A$. To prove (b), we show that $g_a(x) := \inf_{y \in F(x)} \Delta_{-K}(y - a)$ is l.s.c. at $\bar{x}$ for every $a \in A$. Since $F$ is $K$-u.s.c. at $\bar{x}$, for $\epsilon > 0$ there exists $\delta > 0$ such that

$$F(x) \subset F(\bar{x}) + \epsilon \mathcal{B}_Y + K \text{ for any } x \in X \text{ such that } d(x; \bar{x}) \leq \delta.$$

Fix $x \in X$ such that $d(x; \bar{x}) \leq \delta$. For any $y \in F(x)$ there exist $\epsilon \in \mathcal{B}_Y$, $\bar{y} \in F(\bar{x})$ and $k \in K$ such that $y = \bar{y} - \epsilon e + k$. Properties of the signed distance function (see Proposition 2.7) imply

$$\Delta_{-K}(y - a) = \Delta_{-K}(\bar{y} - \epsilon e + k - a) \geq \Delta_{-K}(\bar{y} - a) - \Delta_{-K}(\epsilon e - k) \geq \Delta_{-K}(\bar{y} - a) - \Delta_{-K}(\epsilon e - k) \geq \Delta_{-K}(\bar{y} - a) - \epsilon = g_a(\bar{x}) - \epsilon,$$

which gives $g_a(x) - g_a(\bar{x}) \geq -\epsilon$ for any $x \in X$ such that $d(x; \bar{x}) \leq \delta$. Therefore, $g_a$ is l.s.c. at $\bar{x}$ for every $a \in A$. Finally, since $g(x) = \sup_{a \in A} g_a(x)$, the lower semicontinuity of $g$ at $\bar{x}$ is immediate from the one of the functions $g_a$ at this point. \qed

**Proposition 3.3.** (a) $F(x) \preceq_l A$ implies $g(x) \leq 0$.

(b) Suppose that $F(x)$ is compact. Then $g(x) \leq 0$ implies $F(x) \preceq_l A$. 
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Proposition 3.5. Let \( k \in Y \) such that \( \inf_{y \in F(x)} \Delta_{-K}(y-a) \leq 0 \) and hence, \( g(x) = \sup_{a \in A} \inf_{y \in F(x)} \Delta_{-K}(y-a) \leq 0 \).

(b) Suppose to the contrary that \( g(x) \leq 0 \) but \( F(x) \not\subseteq A \) or \( A \not\subseteq F(x) + K \). Then there exists \( a \in A \) such that \( a \not\in F(x) + K \). For any \( y \in F(x) \) one has \( y-a \in Y \setminus (-K) \) and since \( K \) is closed, one gets that \( \Delta_{-K}(y-a) = d(y-a; -K) > 0 \). Since \( F(x) \) is compact, \( \inf_{y \in F(x)} \Delta_{-K}(y-a) > 0 \). Thus, we have \( g_a(x) > 0 \) for some \( a \in A \), and hence we obtain \( g(x) > 0 \), a contradiction. \( \Box \)

Corollary 3.4. If \( F \) has compact values then \( [F \preceq A] = [g \leq 0] \).

Proposition 3.5. Let \( K_0 \subset K \) be a set such that \( \inf_{k_0 \in K_0} d(k_0; Y \setminus K) \geq 1 \). Then

\[ F(x') + d(x; x')K_0 \preceq A \Leftrightarrow g(x') + d(x; x') \leq g(x). \]

Proof. Observe that for any \( k_0 \in K_0 \), we have \( \Delta_{-K}(-k_0) = -d(-k_0; Y \setminus K) = d(k_0; Y \setminus K) \leq -1 \). Now, suppose that \( F(x') + d(x; x')K_0 \preceq A \). By the definition, we have \( F(x) \subseteq F(x') + d(x; x')K_0 + K \). Fix \( a \in A \). For any \( y \in F(x) \), there exist \( y' \in F(x') \), \( k_0 \in K_0 \) and \( k \in K \) such that \( y = y' + d(x; x')k_0 + k \). The properties of the signed distance function (see Proposition 2.7) imply

\[
\Delta_{-K}(y-a) = \Delta_{-K}(y' + d(x; x')k_0 + k - a) \geq \Delta_{-K}(y-a) - \Delta_{-K}(d(x; x')k_0) - \Delta_{-K}(-k) \geq \Delta_{-K}(y-a) + d(x; x') \geq \inf_{u \in F(x')} \Delta_{-K}(u-a) + d(x; x').
\]

Since \( y \in F(x) \) and \( a \in A \) are arbitrarily chosen, we obtain

\[
\sup_{a \in A} \inf_{y \in F(x')} \Delta_{-K}(y-a) \geq \sup_{a \in A} \inf_{u \in F(x')} \Delta_{-K}(u-a) + d(x; x'),
\]

which means that \( g(x') + d(x; x') \leq g(x) \). \( \Box \)

Now we are ready to prove Theorem 3.1.

Proof. Observe that by Proposition 3.2, the function \( g \) is l.s.c. and by Proposition 3.5, the assumption (d) becomes

For any \( x \in [g > 0] \) there exists \( x' \in [g > 0] \), \( x' \neq x \) such that \( g(x') + d(x; x') \leq g(x) \).

Theorem 2.14 applied to the function \( g \) implies that \([g \leq 0] \neq \emptyset \) and \( d(x; [g \leq 0]) \leq [g(x)]^+ \) for all \( x \in X \). The assertion follows from Corollary 3.4 and (5). \( \Box \)

4 Error bounds for the distances to a special sublevel set and to a constraint set

Throughout the section, unless otherwise stated, we assume that \( X \) and \( Y \) are Banach spaces. The sublevel set under consideration is of the form (here, \( \preceq \) stands for \( \leq \{ \bar{y} \} \))

\[
[F \preceq \bar{y} ] := \{ x \in X \mid F(x) \preceq \bar{y} \}.
\]

The class of sublevel sets of the form (6) covers the constraint set

\[
\{ x \in X \mid G(x) \cap (-C) \neq \emptyset \}
\]

and, as it will be shown in Section 5, some efficient solution sets of (P). In this section, we formulate criteria for error bounds for the distance to the sublevel set and illustrate them by
Proposition 4.3. Suppose that

\[ g(x) := \inf_{y \in F(x)} \Delta_K(y - \bar{y}) \]

and by \( V(x) \) we mean the minimum set

\[ V(x) := \{ y \in F(x) \mid \Delta_K(y - \bar{y}) = g(x) \}. \]

4.1 Global error bounds

Following Definition 2.12, the global error bound \( \sigma(g) \) of the function \( g \) at the level \( \alpha = 0 \) can be defined as follows

\[ \sigma(g) := \sup \{ \tau > 0 \mid \tau d(x; [g \leq 0]) \leq [g(x)]^+ \text{ for all } x \in X \}. \]

We define a global error bound for the set-valued map \( F \) as follows.

**Definition 4.1.** The global error bound \( \sigma(F) \) for the set-valued map \( F \) at the level \( \bar{y} \) is the supremum of the \( \tau \)'s in \( [0, +\infty) \) such that

\[ \tau d(x; [F \preceq_t \bar{y}]) \leq \inf_{y \in F(x)} \Delta_K(y - \bar{y})^+ \text{ for all } x \in X, \]

with the convention \( \sigma(F) = 0 \) if \( [F \preceq_t \bar{y}] = \emptyset \) and \( \sigma(F) = \infty \) if \( [F \preceq_t \bar{y}] = X \).

**Remark 4.2.** Assume that \( F \) is compact-valued. If \( x \in [F \preceq_t \bar{y}] \) then Corollary 3.4 implies that \( g(x) \leq 0 \). If \( x \notin [F \preceq_t \bar{y}] \) then it is easy to see that \( g(y) = \inf_{y \in F(x)} \Delta_K(y - \bar{y}) > 0 \). Therefore, \( \sigma(F) \) can be equivalently defined as the supremum of the \( \tau \)'s in \( [0, +\infty) \) such that

\[ \tau d(x; [F \preceq_t \bar{y}]) \leq \inf_{y \in F(x)} \Delta_K(y - \bar{y}) \text{ for all } x \notin [F \preceq_t \bar{y}]. \]

Below is a simple but useful relation between the error bound of \( F \) and that of \( g \).

**Proposition 4.3.** Suppose that \( F \) has compact values. Then

\[ \sigma(F) = \sigma(g). \] (7)

**Proof.** Corollary 3.4 implies that \( [F \preceq_t \bar{y}] = [g \leq 0] \). The assertion follows from this equality and the definitions of \( g, \sigma(g) \) and \( \sigma(F) \). \( \square \)

The first estimate for \( \sigma(F) \) in terms of the Mordukhovich coderivative reads as follows.

**Theorem 4.4.** Suppose that \( X, Y \) are Asplund spaces, \( F \) is closed \( K\)-u.s.c. compact-valued and \( V \) is lower semicompact. Then

\[ \sigma(F) \geq \inf_{x \notin [F \preceq_t \bar{y}]} d(0; \cap_{y_\ast \in V(x)} \cup_{y \in \partial M} \Delta_K(y_\ast - \bar{y}) D_M^* F(x, y_\ast)(y_\ast)). \] (8)

**Proof.** Note that under the assumptions of the theorem, the function \( g \) is l.s.c. by Proposition 3.2. Applying Theorem 2.15 (a) to the function \( g \), we obtain

\[ \sigma(g) \geq \inf_{x \in [g > 0]} d(0; \partial M g(x)). \]
On the other hand, by Proposition 2.4, we have
\[ \partial_M g(x) \subseteq \cap_{y \in V(x)} \cup_{y^* \in \partial \Delta_{-K}(y_x - y)} D_M^* F(x, y_x)(y^*). \]
Therefore, by Corollary 3.4 we have
\[
\sigma(g) \geq \inf_{x \in \mathbb{R}_+} d(0; \cap_{y \in V(x)} \cup_{y^* \in \partial \Delta_{-K}(y_x - y)} D_M^* F(x, y_x)(y^*)) \\
= \inf_{x \notin [F \leq_0]} d(0; \cap_{y \in V(x)} \cup_{y^* \in \partial \Delta_{-K}(y_x - y)} D_M^* F(x, y_x)(y^*))
\]
which together with (7) yield (8).

We will illustrate the results obtained in this section by examples with the constraint set \( \{ x \in X \mid G(x) \cap (-C) \neq \emptyset \} = [G \leq_0 0] \), where \( \leq_0 \) is induced by the cone \( C \) in \( 2^Z \) in the way similar to (3). For the reader’s convenience, we do not change either \( F \) by \( G \) or \( K \) by \( C \).

**Example 4.5.** Let \( X = \mathbb{R}, Y = \mathbb{R}^2, K = \mathbb{R}^2_+ \). Consider a set-valued map
\[
F(x) = \begin{cases} \{(u, v) \mid (u - x - 1)^2 + v^2 \leq 1\} & \text{if } x \geq 0 \\ \{(u, v) \mid (u - 1)^2 + v^2 \leq 1\} & \text{otherwise} \end{cases}
\]
One can check that \( F \) is u.s.c. and compact-valued. The graph of \( F \) is a cylinder “broken” at the “height” \( x = 0 \), i.e. it is not convex but is locally convex around \( (x, y) \in \text{gr} F \) for any \( x > 0 \) and \( y = (x, 0) \in F(x) \). Consider the constraint set
\[
A := \{ x \in X \mid F(x) \cap (-\mathbb{R}_+^2) \neq \emptyset \} = \{ x \in X \mid F(x) \leq_0 (0, 0) \}
\]
(here, \( \bar{y} = (0, 0) \)). Observe that \( A = [-\infty, 0] \). Assume that \( x \notin A \). One can check that \( V(x) = \{(x, 0)\}, y_x = (x, 0), \partial \Delta_{-K_x^*}(y_x) = \{(1, 0)\} \) (see Example 2.9) and the normal cone of convex analysis to the graph of \( F \) at \((x, y_x)\) is given by \( N((x, y_x); \text{gr} F) = \{ t(1, -1, 0) \mid t \in \mathbb{R}_+ \} \). Recall that the Mordukhovich coderivative \( D_M^* F(x, y_x)(y^*) \) coincides with the codervative \( D^* F(x, y_x)(y^*) \) of convex analysis. Hence,
\[
\cup_{y^* \in \partial \Delta_{-K_x^*}(y_x - y)} D^* F(x, y_x)(y^*) = \{1\}
\]
and Theorem 4.4 implies that \( \sigma(F) \geq 1 \).

Let us go to the convex case. Recall that the set-valued map \( F \) is convex if its graph is convex and is \( K \)-convex if for any \( x_1, x_2 \in X \) and \( \lambda \in [0, 1] \) one has
\[
\lambda F(x_1) + (1 - \lambda)F(x_2) \subseteq F(\lambda x_1 + (1 - \lambda) x_2) + K.
\]
\((F(\lambda x_1 + (1 - \lambda) x_2) \leq_K \lambda F(x_1) + (1 - \lambda) F(x_2) \) when \( F \) is single-valued).

The following proposition shows that \( g \) inherits the convexity property of \( F \).

**Proposition 4.6.** Suppose that \( F \) is either convex or \( K \)-convex. Then the function \( g \) is convex.

**Proof.** Let \( x_1, x_2 \in X \) and \( \lambda \in [0, 1] \) be given. Denote \( x_\lambda = \lambda x_1 + (1 - \lambda) x_2 \). Suppose first that \( F \) is convex. Let \( \epsilon > 0 \) be an arbitrary scalar. Let \( y_1 \in F(x_1) \) and \( y_2 \in F(x_2) \) be such that \( g(x_1) + \epsilon/2 \geq \Delta_{-K}(y_1 - \bar{y}) \) and \( g(x_2) + \epsilon/2 \geq \Delta_{-K}(y_2 - \bar{y}) \). Denote \( y_\lambda = \lambda y_1 + (1 - \lambda) y_2 \). As \( F \) is convex, we have \( y_\lambda \in F(x_\lambda) \). Since the function \( \Delta_{-K} \) is convex (see Proposition 2.7(c)), we obtain
\[
g(x_\lambda) = \inf_{y' \in F(x_\lambda)} \Delta_{-K}(y' - \bar{y}) \leq \Delta_{-K}(y_\lambda - \bar{y}) = \Delta_{-K}(\lambda y_1 + (1 - \lambda)y_2 - \bar{y}) \\
\leq \lambda \Delta_{-K}(y_1 - \bar{y}) + (1 - \lambda) \Delta_{-K}(y_2 - \bar{y}) \leq \lambda [g(x_1) + \epsilon/2] + (1 - \lambda) [g(x_2) + \epsilon/2] \\
\leq \lambda g(x_1) + (1 - \lambda) g(x_2) + \epsilon.
\]
Since $\epsilon > 0$ is arbitrarily chosen, we deduce that $g(\lambda x_1 + (1 - \lambda)x_2) = g(x_\lambda) \leq \lambda g(x_1) + (1 - \lambda)g(x_2)$, which means that the function $g$ is convex. Now, suppose that $F$ is $K$-convex. By the definition, for any $y_1 \in F(x_1)$ and $y_2 \in F(x_2)$ there exist $y_\lambda \in F(x_\lambda)$ and $k \in K$ such that $\lambda y_1 + (1 - \lambda)y_2 = y_\lambda + k$. The convexity and the triangle inequality of the function $\Delta_K$ imply

$$\Delta_K(y_\lambda - \bar{y}) = \Delta_K(\lambda y_1 + (1 - \lambda)y_2 - \bar{y}) \leq \lambda \Delta_K(y_1 - \bar{y}) + (1 - \lambda)\Delta_K(y_2 - \bar{y}).$$

Since $y_1 \in F(x_1)$ and $y_2 \in F(x_2)$ are arbitrarily chosen, we deduce that $g(\lambda x_1 + (1 - \lambda)x_2) = g(x_\lambda) \leq \lambda g(x_1) + (1 - \lambda)g(x_2)$, which means that the function $g$ is convex.

Let us formulate an estimate in terms of coderivative of convex analysis for the global error bound $\sigma(F)$ in the convex case.

**Theorem 4.7.** Suppose that one of the following conditions is satisfied.

(i) The set-valued map $F$ is u.s.c. convex/$K$-convex and compact-valued.

(ii) $X$ is reflexive and the set-valued map $F$ is $K$-u.s.c. closed convex/$K$-convex and compact-valued.

Then for any $y_x \in V(x)$ we have

$$\sigma(F) = \inf_{x \in [F \preceq \bar{y}]} d(0; \cup_{y^* \in \partial \Delta_{-K}(y_x - \bar{y})} D^*F(x, y_x)(y^*)).$$

(9)

**Proof.** Note that under the assumptions of the theorem, the function $g$ is l.s.c. by Proposition 3.2 and is convex by Proposition 4.6. Applying Theorem 2.15(b) to the function $g$, we obtain $\sigma(g) = \inf_{x \in [g \geq 0]} d(0; \partial g(x))$. On the other hand, by Proposition 2.5, for any $y_x \in V(x)$ we have $\partial g(x) = \cup_{y^* \in \partial \Delta_{-K}(y_x - \bar{y})} D^*F(x, y_x)(y^*)$. Corollary 3.4 implies

$$\sigma(g) = \inf_{x \in [g \geq 0]} d(0; \cup_{y^* \in \partial \Delta_{-K}(y_x - \bar{y})} D^*F(x, y_x)(y^*)) = \inf_{x \in [F \preceq \bar{y}]} d(0; \cup_{y^* \in \partial \Delta_{-K}(y_x - \bar{y})} D^*F(x, y_x)(y^*)),$$

which together with (7) yield (9).

**Remark 4.8.** Note that for any $y^*$ in the right-hand side of (8) and (9) one has

$$y^* \in (K^* \setminus \{0\}) \cap \mathbb{B}_{Y^*}.$$  

(10)

Indeed, when $x \notin [F \preceq \bar{y}]$, Corollary 3.4 implies that $g(x) > 0$ and, therefore, $\Delta_{-K}(y_x - \bar{y}) = g(x) > 0$ as $y_x \in V(x)$. Proposition 2.7(b) yields that $y_x - \bar{y} \notin -K$ and the desired relation (10) follows from Proposition 2.8.

**Example 4.9.** Let $X = \mathbb{R}$, $Y = \mathbb{R}^2$, $K = \mathbb{R}^2_+$. Consider a set-valued map

$$F(x) = \{(u, v) \mid (u - x - 1)^2 + v^2 \leq 1\}.$$

One can check that $F$ is u.s.c. and compact-valued. The graph of $F$ is a “leaning” cylinder, i.e. $F$ is convex. Consider the constraint set

$$\mathcal{A} := \{x \in X \mid F(x) \cap (-\mathbb{R}^2_+) \neq \emptyset\} = \{x \in X \mid F(x) \preceq t (0, 0)\}$$

(here, $\bar{y} = (0, 0)$). Observe that $\mathcal{A} = [\infty, 0]$. For $x \notin \mathcal{A}$ one has $V(x) = \{(x, 0)\}$, $y_x = (x, 0)$, $\Delta_{-K}(y_x) = \{(1, 0)\}$ (see Example 2.9) and $N((x, y_x); \text{gr} F) = \{(t, -1, 0) \mid t \in \mathbb{R}_+\}$. Hence, $\cup_{y^* \in \partial \Delta_{-K}(y_x - \bar{y})} D^*F(x, y_x)(y^*) = \{1\}$. Theorem 4.7 implies that $\sigma(F) = 1$.  
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Next, we consider the case with a single-vector-valued map \( f : X \to Y \). Denote
\[
[f \leq K \, \bar{y}] := \{ x \in X \mid f(x) \leq K \, \bar{y} \}.
\]

**Definition 4.10.** For \( \bar{y} \in Y \), we let \( \sigma_{\bar{y}}(f) \) denote the supremum of the \( \tau \)'s in \( [0, +\infty[ \) such that
\[
\tau d(x; [f \leq K \, \bar{y}]) \leq [\Delta_{-K}(f(x) - \bar{y})]^+ \quad \text{for all } x \in X
\]
with the convention \( \sigma_{\bar{y}}(f) = 0 \) if \( [f \leq K \, \bar{y}] = \emptyset \) and \( \sigma_{\bar{y}}(f) = \infty \) if \( [f \leq K \, \bar{y}] = X \).

In such a case, the scalarizing function \( g \) has the form \( g(x) = \Delta_{-K}(f(x) - \bar{y}) \). Applying the chain rule recalled in Theorem 2.3 and using the same techniques as above, one can easily derive from Theorems 2.15 the following result.

**Theorem 4.11.** Assume that \( f \) is strictly differentiable. If \( X, Y \) are Asplund spaces, then
\[
\sigma_{\bar{y}}(f) \geq \inf_{x \notin [f \leq K \, \bar{y}]} d_M(0; \{[\nabla f(x)]^*(y^*) \mid y^* \in \partial \Delta_{-K}(f(x) - \bar{y})\})
\]
and if \( f \) is \( K \)-convex, then
\[
\sigma_{\bar{y}}(f) = \inf_{x \notin [f \leq K \, \bar{y}]} d(0; \{[\nabla f(x)]^*(y^*) \mid y^* \in \partial \Delta_{-K}(f(x) - \bar{y})\})
\]

**Example 4.12.** Let \( X = \mathbb{R}, \ Y = \mathbb{R}^2, \ K = \mathbb{R}^2_+ \).

(a) Consider a function \( f(x) = (x^3, x) \). It is easy to see that \( f \) is strictly differentiable (but it is not \( \mathbb{R}^2_+ \)-convex), \( \nabla f(x) = (3x^2, 1) \) and \( A := [f \leq \mathbb{R}^2_+ (0, 0)] = [-\infty, 0] \). Assume that \( x \notin A \), i.e. \( x > 0 \). Then \( f(x) - (0, 0) = (x^3, x) \) and
\[
\partial \Delta_{-\mathbb{R}^2_+} (f(x)) = \{(x^3/\sqrt{x^6 + x^2}, x/\sqrt{x^6 + x^2})\} = \{(x^2/\sqrt{x^4 + 1}, 1/\sqrt{x^4 + 1})\}
\]
(see Example 2.9). One can check that \( U := \{[\nabla f(x)]^*(y^*) \mid y^* \in \partial \Delta_{-\mathbb{R}^2_+} (f(x))\} = \{(3x^4 + 1)/\sqrt{x^4 + 1}\} \) and \( d(0; U) = (3x^4 + 1)/\sqrt{x^4 + 1} \geq 1 \) for all \( x \notin A \). Theorem 4.11 (a) implies the existence of \( \tau \in ]0, 1[ \) such that
\[
\tau d(x; [f \leq K \, 0]) \leq [\Delta_{-\mathbb{R}^2_+} (f(x))]^+ \quad \text{for all } x \in \mathbb{R}.
\]

(b) Consider a function
\[
f(x) = \begin{cases} (e^x - 5, -\ln x) & \text{if } x \geq 1 \\ (e^x - 5, 1 - x) & \text{otherwise} \end{cases}
\]
It is easy to see that \( f \) is \( \mathbb{R}^2_+ \)-convex strictly differentiable and \( A := [f \leq \mathbb{R}^2_+ (0, 0)] = [1, \ln 5] \); moreover, \( \nabla f(x) = (e^x, -1/x) \) if \( x \geq 1 \) and \( \nabla f(x) = (e^x, -1) \), otherwise. Assume that \( x \notin A \). If \( x < 1 \), then \( \partial \Delta_{-\mathbb{R}^2_+} (f(x)) = \{(0, 1)\} \) (see Example 2.9) and \( U := \{[\nabla f(x)]^*(y^*) \mid y^* \in \partial \Delta_{-\mathbb{R}^2_+} (f(x))\} = \{(-1, 0)\} \); \( d(0; U) = (e^x, -1/\sqrt{x^4 + 1}) \geq 1 \). If \( x > \ln 5 \), then \( \partial \Delta_{-\mathbb{R}^2_+} (f(x)) = \{(1, 0)\} \) (see Example 2.9) and \( U = \{(-1, 0)\} \); \( d(0; U) = e^x \). It follows from Theorem 4.11 (b) that \( \sigma_{(0, 0)}(f) = \inf_{x \notin [f \leq \mathbb{R}^2_+ (0, 0)]} d(0; U) = 1 \).
4.2 Local error bounds

We introduce a concept of a local error bound for the set-valued map $F$ as follows.

**Definition 4.13.** Let $\bar{y} \in F(\bar{x})$. We say that $F$ satisfies the (local) error bound property at $\bar{x} \in \text{dom}F$ w.r.t. $\bar{y}$ if there exists a positive real number $\tau$ such that

$$\tau d(x; [F \leq_\tau \bar{y}]) \leq [\inf_{y \in F(x)} \Delta_{-K}(y - \bar{y})]^{+}$$

for all $x$ near $\bar{x}$

and the local error bound $\text{Er}F(\bar{x}, \bar{y})$ of $F$ near $\bar{x}$ w.r.t. $\bar{y}$ is the supremum of such scalars $\tau$.

Recall that the function $g$ with $g(\bar{x}) = 0$ is said to satisfy the (local) error bound property at $\bar{x}$ if there exists a positive real number $\tau$ such that

$$\tau d(x; [g \leq 0]) \leq [g(x)]^{+}$$

for all $x$ near $\bar{x}$

and its local error bound $\text{Erg}(\bar{x})$ near $\bar{x}$ is the supremum of such scalars $\tau$, see Definition 2.13. Let us formulate a simple but important fact.

**Proposition 4.14.** Suppose that $F$ has compact values and $\bar{y} \in V(\bar{x})$. Then

$$\text{Er}F(\bar{x}, \bar{y}) = \text{Erg}(\bar{x}).$$

(11)

**Proof.** Observe that $\bar{y} \in V(\bar{x})$ implies $g(\bar{x}) = 0$. Corollary 3.4 yields that $[F \leq_\tau \bar{y}] = [g \leq 0] = [g \leq g(\bar{x})]$. The assertion is immediate from the definitions of $g$, $\text{Er}F(\bar{x}, \bar{y})$ and $\text{Erg}(\bar{x})$. \(\square\)

First criterion in terms of the Mordukhovich coderivative for the local error bound property reads as follows.

**Theorem 4.15.** Suppose that $X$ and $Y$ are Asplund spaces, the set-valued map $F$ is closed $K$-u.s.c. compact-valued and $V$ is lower semicompact. Suppose further that $\bar{y} \in V(\bar{x})$. Then

(a) The set-valued map $F$ satisfies the local error bound property at $\bar{x}$ w.r.t. $\bar{y}$ if

$$\liminf_{x \to \bar{x}, y_x \in V(x), \Delta_{-K}(y_x - \bar{y}) \to 0} d(0; \cup y^* \in \partial \Delta_{-K}(y_x - \bar{y}) \mathcal{D}_M^s F(x, y_x)(y^*)) > 0.$$  

(12)

(b) If in addition, $X$ is a finite-dimensional space, then the set-valued map $F$ satisfies the local error bound property at $\bar{x}$ w.r.t. $\bar{y}$ if

$$0 \notin \cap_{y_x \in V(x)} \cup y^* \in \partial \Delta_{-K}(y_x - \bar{y}) \mathcal{D}_M^s F(\bar{x}, y_x)(y^*).$$  

(13)

**Proof.** Note that under the assumptions of the theorem, the map $F$ is closed and the function $g$ is l.s.c. by Proposition 3.2. Proposition 2.4 implies that

$$\partial_M g(x) \subseteq \cup y^* \in \partial \Delta_{-K}(y_x - \bar{y}) \mathcal{D}_M^s F(x, y_x)(y^*)$$

for any $y_x \in V(x)$ in the case (a) and

$$\partial_M g(\bar{x}) \subseteq \cap y_x \in \bar{V}(\bar{x}) \cup y^* \in \partial \Delta_{-K}(y_x - \bar{y}) \mathcal{D}_M^s F(\bar{x}, y_x)(y^*)$$

in the case (b). The relation (12) and (13) yield $\liminf_{x \to \bar{x}, g(x) \to 0} d(0; \partial_M g(x)) > 0$. in the first case and $0 \notin \partial_M g(\bar{x})$ in the second case. In both cases, $g$ satisfies the local error bound property at $\bar{x}$ by Theorem 2.16 and hence, the relation (11) implies that $F$ satisfies the local error bound property at $\bar{x}$ w.r.t. $\bar{y}$. \(\square\)
Remark 4.16. It should be noted that the relation (13) holds only when the cone $K$ has a nonempty interior (for instance, when $K$ is the nonnegative orthant in $\mathbb{R}^n$). Indeed, suppose that $\text{int}K = \emptyset$. For any $y \in V(\bar{x})$, one has $\Delta_{-K}(y - \bar{y}) = g(\bar{x}) = 0$ and Proposition 2.7 (b) yields that $y - \bar{y} \in -K$. Proposition 2.8 (c) then implies that $0 \in \partial \Delta_{-K}(y - \bar{y})$. Since $0 \in D_M^*F(\bar{x}, y)(0)$, we have $0 \in \cup_{y \in \partial \Delta_{-K}(y - \bar{y})} D_M^*F(\bar{x}, y)(y)$ and (13) cannot hold.

Below is an example illustrating Theorem 4.15 in case of the constraint set.

Example 4.17. (a) Let $X = \mathbb{R}$, $Y = \mathbb{R}^2$, $K = \mathbb{R}^2_+$ and $F$ be the map

\[
F(x) = \begin{cases} 
\{(u, v) \mid (u - x - 1)^2 + v^2 \leq 1\} & \text{if } x \in [0, \infty[ \\
\{(u, v) \mid (u - x - 1)^2 + v^2 \leq 1\} & \text{if } x \in [-1, 0[ \\
\{(u, v) \mid (u - x - 3)^2 + v^2 \leq 1\} & \text{if } x \in [-2, -1[ \\
\{(u, v) \mid (u - 1)^2 + v^2 \leq 1\} & \text{if } x \in ]-\infty, -2[ 
\end{cases}
\]

One can check that $F$ is u.s.c. and compact-valued. Consider the constraint set

\[
\mathcal{A} := \{x \in X \mid F(x) \cap (-\mathbb{R}^2_+) \neq \emptyset\} = \{x \in X \mid F(x) \preceq_l (0, 0)\}
\]

(here, $\bar{y} = (0, 0)$). Observe that $x = 0 \in \mathcal{A} = \{0\} \cup [-2, \infty[.

We show first that (12) holds. Observe that for $x > 0$, one has $g(x) = x$, $V(x) = \{(x, 0)\}$, $y_x = (x, 0)$, $\partial \Delta_{-\mathbb{R}^2_+}(y_x - \bar{y}) = \partial \Delta_{-\mathbb{R}^2_+}(x, 0) = \{(1, 0)\}$ (see Example 2.9), the graph of $F$ is locally convex near $(x, y_x)$ and $D^*F(\bar{x}, \bar{y})(1, 0) = \{1\}$. Further, for $x \in ]0, -1[$, one has $g(x) = -x$, $V(x) = \{(-x, 0)\}$, $y_x = (-x, 0)$, $\partial \Delta_{-\mathbb{R}^2_+}(y_x - \bar{y}) = \partial \Delta_{-\mathbb{R}^2_+}(-x, 0) = \{(1, 0)\}$ (see Example 2.9), the graph of $F$ is locally convex near $(x, y_x)$ and $D^*F(\bar{x}, \bar{y})(1, 0) = \{-1\}$. Hence,

\[
\lim \inf_{x \to \bar{x}, y_x \in V(x), \Delta_{-K}(y_x - \bar{y}) \to 0} d(0; \cup_{y^* \in \partial \Delta_{-K}(y_x - \bar{y})} D_M^*F(x, y_x)(y^*)) = 1.
\]

Theorem 4.15 yields that $F$ satisfies the local error bound property at $\bar{x} = 0$ w.r.t. $\bar{y} = (0, 0)$.

Next, we show that (13) does not hold. Indeed, one can check that $V(\bar{x}) = \{(0, 0)\}$, $y_x = (0, 0)$ and $N((\bar{x}, \bar{y}); \text{gr}F) = \{t_1(1, -1, 0) - t_2(1, 1, 0) \mid t_1, t_2 \in \mathbb{R}_+\}$. Recall that $D_M^*F(\bar{x}, \bar{y})(y^*) = D^*F(\bar{x}, \bar{y})(y^*)$. Since $(0, -1, 0) \in N((\bar{x}, \bar{y}); \text{gr}F)$ and $(1, 0) \in \partial \Delta_{-\mathbb{R}^2_+}(y_x - \bar{y}) = \partial \Delta_{-\mathbb{R}^2_+}(0, 0)$ (see Example 2.9), we have $0 \in D^*F(\bar{x}, \bar{y})(1, 0)$. (b) Let $F$ be the set-valued map of Example 4.5. We are interested in the local error bound property of $F$ at $\bar{x} = 0$ w.r.t. $\bar{y} = (0, 0)$ or, in other words, in the existence of a local error bound for the distance to the constraint set

\[
\mathcal{A} := \{x \in X \mid F(x) \cap (-\mathbb{R}^2_+) \neq \emptyset\} = [F \preceq_l (0, 0)]
\]

at $\bar{x} = 0$. We have $\bar{y} = (0, 0) \in V(\bar{x}) = \{(0, 0)\}$ and $\Delta_{-\mathbb{R}^2_+}(\bar{y} - \bar{y}) = \{(u, v) \mid u^2 + v^2 \leq 1 \leq u + v\}$ (see Example 2.9). Observe that the graph of $F$ is locally convex near $(\bar{x}, \bar{y}) = (0, 0)$ and the Mordukhovich normal cone at that point coincides with the normal cone of convex analysis $N((0, 0, 0); \text{gr}F) = \{t(1, -1, 0) \mid t \in \mathbb{R}^+\}$. Hence, $0 \notin \cup_{y^* \in \partial \Delta_{-\mathbb{R}^2_+}(0, 0)} D^*F(0, 0, 0)(y^*)$. Thus, the relation (13) holds and Theorem 4.15 implies that $F$ satisfies the local error bound property at $\bar{x} = 0$ w.r.t. $\bar{y} = (0, 0)$.

Next, we consider the convex case.

Theorem 4.18. Suppose that one of the following conditions is satisfied.

(i) The set-valued map $F$ is u.s.c., convex/K-convex and has compact values.

(ii) $X$ is reflexive and the set-valued map $F$ is closed K-u.s.c. convex/K-convex and compact-valued.
Suppose further that \( \bar{y} \in V(\bar{x}) \). Then the set-valued map \( F \) satisfies the local error bound property at \( \bar{x} \) w.r.t. \( \bar{y} \) if
\[
0 \notin \bigcup_{y^* \in \partial \Delta_{-K}(y_\bar{x} - \bar{y})} D^*F(\bar{x}, y_\bar{x})(y^*),
\]
for some \( y_\bar{x} \in V(\bar{x}) \). Moreover, we have
\[
\liminf_{y_\bar{x} \in V(x), x \to \bar{x}, \Delta_{-K}(y_\bar{x} - \bar{y}) \to 0} d(0, \bigcup_{y^* \in \partial \Delta_{-K}(y_\bar{x} - \bar{y})} D^*F(x, y_\bar{x})(y^*)) > 0 \iff \text{Er} F(\bar{x}, \bar{y}) > 0.
\]

**Proof.** Note that under the assumptions of the theorem, the function \( g \) is l.s.c. by Proposition 3.2 and is convex by Proposition 4.6. Observe that by Proposition 2.5, we have
\[
\partial g(\bar{x}) = \bigcup_{y^* \in \partial \Delta_{-K}(y_\bar{x} - \bar{y})} D^*F(\bar{x}, y_\bar{x})(y^*),
\]
for any \( y_\bar{x} \in V(\bar{x}) \). Therefore, the relation (14) implies \( 0 \notin \partial g(\bar{x}) \). We also have
\[
\liminf_{x \to \bar{x}, g(x) \to 0} d(0; \partial g(x)) = \liminf_{x \to \bar{x}, y_\bar{x} \in V(x), \Delta_{-K}(y_\bar{x} - \bar{y}) \to 0} d(0; \bigcup_{y^* \in \partial \Delta_{-K}(y_\bar{x} - \bar{y})} D^*F(x, y_\bar{x})(y^*)).
\]
The assertions follow from Theorem 2.16 (c) applied to the function \( g \) and the relation (11). \( \square \)

**Remark 4.19.** By the reasons mentioned in Remark 4.16, the relation (14) holds only when the interior of \( K \) is nonempty, for instance, when \( K \) is the nonnegative orthant in \( \mathbb{R}^n \) or \( C[0,1] \) [28]. Another examples of cones with a nonempty interior are Bishop-Phelps cones in Banach spaces, which are representable in the form \( K = \{ y \in Y \mid \phi(y) \geq t\|y\| \} \) for some functional \( \phi \in Y^* \) with \( \|\phi\| > 1 \) and some scalar \( t > 0 \) [26].

Let us illustrate Theorem 4.18 by an example.

**Example 4.20.** Let us return to the set-valued map \( F \) in Example 4.5. We are interested in the local error bound property of \( F \) at \( \bar{x} = 0 \) w.r.t. \( \bar{y} = (0,0) \) or, in other words, in the existence of a local error bound for the distance to the constraint set
\[
\mathcal{A} := \{ x \in X \mid F(x) \cap (-\mathbb{R}^2_+) \neq \emptyset \} = [F \preceq_{\mathcal{I}} (0,0)]
\]
at \( \bar{x} = 0 \) (the order relation \( \preceq_{\mathcal{I}} \) is induced by the cone \( \mathbb{R}^2_+ \)). In this case we have \( \bar{y} = (0,0) \in V(\bar{x}) = \{(0,0)\} \) and \( \Delta_{-\mathbb{R}^2_+}(\bar{y} - \bar{y}) = \{(u,v) \mid u^2 + v^2 \leq 1 \leq u + v\} \) (see Example 2.9). One can check that \( \mathcal{N}((0,0,0); \text{gr} F) = \{t(1,-1,0) \mid t \in \mathbb{R}^+\} \). Hence, \( 0 \notin \bigcup_{y^* \in \partial \Delta_{-\mathbb{R}^2_+}(0,0)} D^*F(0,0,0)(y^*) \).

Theorem 4.18 implies that \( F \) satisfies the local error bound property at \( \bar{x} \) w.r.t. \( \bar{y} \).

We consider now the case with a single-vector-valued map \( f : X \to Y \).

**Definition 4.21.** \( f \) is said to satisfy the local error bound property at \( \bar{x} \) if there exists a positive scalar \( \tau \) such that
\[
\tau d(x; [f \leq K f(\bar{x})]) \leq [\Delta_{-K}(f(x) - f(\bar{x}))]^+ \text{ for all } x \text{ near } \bar{x}
\]
and its local error bound \( \text{Er} f(\bar{x}) \) near \( \bar{x} \) is the supremum of such scalars \( \tau \).

In this case, the scalarizing function \( g \) has the form \( g(x) := \Delta_{-K}(f(x) - f(\bar{x})) \). Applying the chain rule recalled in Theorem 2.3 and the arguments used above, one can easily derive from Theorem 2.16 the following result.

**Theorem 4.22.** Assume that \( f \) is strictly differentiable.
(a) Assume that $X,Y$ are Asplund spaces. Then $f$ satisfies the local error bound property at $\bar{x}$ if
\[
\liminf_{x \to \bar{x}} d_M(0; \{[\nabla f(x)]^*(y^*) \mid y^* \in \partial \Delta_{-K}(f(x) - f(\bar{x}))\}) > 0.
\]

(b) Assuming that $K$ has a nonempty interior, if $X$ is a finite-dimensional space or if $f$ is $K$-convex, then $f$ satisfies the local error bound property at $\bar{x}$ if
\[
0 \notin \{[\nabla f(\bar{x})]^*(y^*) \mid y^* \in \partial \Delta_{-K}(0)\}.
\]

(c) If $f$ is $K$-convex, we have
\[
\liminf_{x \to \bar{x}} d(0; \{[\nabla f(x)]^*(y^*) \mid y^* \in \partial \Delta_{-K}(f(x) - f(\bar{x}))\}) > 0 \iff \text{Erf}(\bar{x}) > 0.
\]

We assuming that $K$ has a nonempty interior in the assertion (b) of Theorem 4.22 in order to ensure that $0 \notin \partial \Delta_{-K}(0)$. Below we present an example illustrating this theorem.

**Example 4.23.** Let $X = \mathbb{R}$, $Y = \mathbb{R}^2$, $K = \mathbb{R}^2_+$. 

(a) Consider a function
\[
f(x) = \begin{cases} 
2\sqrt{x + 1} - 2, x & \text{if } x \geq 0 \\
(x, x) & \text{otherwise}
\end{cases}
\]
We are interested in the local error bound property of $f$ at $\bar{x} = 0$. It is easy to see that $f$ is strictly differentiable (but it is not $\mathbb{R}^2_+$-convex) and $0 \notin \{[\nabla f(0)]^*(y^*) \mid y^* \in \partial \Delta_{-\mathbb{R}^2_+}(0,0)\}$. Theorem 4.22 (b) implies that $f$ satisfies the error bound property of $f$ at $\bar{x} = 0$.

(b) Let us return to the function $f$ in Example 4.12(b). We are interested in the error bound property of $f$ at $\bar{x} = 1$. One can check that
\[
\{[\nabla f(1)]^*(y^*) \mid y^* \in \partial \Delta_{-\mathbb{R}^2_+}(0,0)\} = \{(e, -1), (u, v) \} \mid u^2 + v^2 \leq 1 \leq u + v\).
\]
Since $0 = \{(e, -1), (u, v)\}$ with $u = 1/2[1/(1+e)+1/\sqrt{1+e^2}]$, $v = e/2[1/(1+e)+1/\sqrt{1+e^2}]$ and $(u,v) \in \partial \Delta_{-\mathbb{R}^2_+}(0,0)$, one has $0 \in \{[\nabla f(1)]^*(y^*) \mid y^* \in \partial \Delta_{-\mathbb{R}^2_+}(0,0)\}$. Therefore, the assertion (b) of Theorem 4.22 can not be applied. However, we have
\[
\liminf_{x \to \bar{x}} d(0; \{[\nabla f(x)]^*(y^*) \mid y^* \in \partial \Delta_{-K}(f(x) - f(\bar{x}))\}) = 1 > 0.
\]
Indeed, for $x > 1$ we have $f(x) - f(1) = (e^x - e, -\ln x)$, $\nabla f(x) = (e^x, 1/x)$, $\partial \Delta_{-\mathbb{R}^2_+}(f(x) - f(1)) = \{(1,0), \langle \nabla f(x) \rangle^*(y^*) \mid y^* \in \partial \Delta_{-\mathbb{R}^2_+}(f(x) - f(1))\} = \{e^x\}$ and for $x < 1$ we have $f(x) - f(1) = (e^x - e, 1-x)$, $\nabla f(x) = (e^x, -1)$, $\partial \Delta_{-\mathbb{R}^2_+}(f(x) - f(1)) = \{(0,1), \langle \nabla f(x) \rangle^*(y^*) \mid y^* \in \partial \Delta_{-\mathbb{R}^2_+}(f(x) - f(1))\} = \{-1\}$. The assertion (c) of Theorem 4.22 implies that $f$ satisfies the error bound property of $f$ at $\bar{x} = 1$.

5 Error bounds for the distances to sets of efficient solutions and metric subregularity at efficient solutions

In this section, sufficient and/or necessary conditions ensuring error bounds for the distance to different solution sets of $(\mathcal{P})$ are formulated from the ones in Section 4 or are obtained by similar arguments. Some sufficient conditions are shown to be sufficient for metric subregularity at an efficient solution. In the remaining of the paper, we will use the same notations as in Section 4.
5.1 Error bounds for the distance to the set of Pareto efficient/Henig properly efficient/superefficient solutions

Firstly, we consider the case \( \bar{y} \) is one known Pareto efficient value of \((P)\), i.e. \( \bar{y} \in \text{Min}(F(X), K) \). Denote by \( S^\text{Pareto}_\bar{y} \) the set of Pareto efficient solutions corresponding to the Pareto efficient value \( \bar{y} \), i.e.,
\[
S^\text{Pareto}_\bar{y} := \{ x \in X \mid \bar{y} \in F(x) \}
\]
and by \( S^\text{Pareto} \) the set of all Pareto efficient solutions of \((P)\), i.e.,
\[
S^\text{Pareto} := \{ x \in X \mid \text{there exists } y \in \text{Min}(F(X), K) \text{ such that } y \in F(x) \}.
\]

Let us introduce the notions of error bounds. In the definitions below, \( S \) stands for \( S^\text{Pareto}_\bar{y} \) or \( S^\text{Pareto} \).

**Definition 5.1.** We define the global error bound \( \sigma(S) \) for the distance \( d(x; S) \) by
\[
\sigma(S) := \sup \{ \tau > 0 \mid \tau d(x; S) \leq [\inf_{y \in F(x)} \Delta_{-K}(y - \bar{y})]^+ \text{ for all } x \in X \}
\]
with the convention that \( \sigma(S) = \infty \) if \( S = X \).

**Definition 5.2.** Assume that \( \bar{x} \in S \). We say that the distance \( d(x; S) \) has the (local) error bound property at \( \bar{x} \) if there exists a positive scalar \( \tau \) such that
\[
\tau d(x; S) \leq [\inf_{y \in F(x)} \Delta_{-K}(y - \bar{y})]^+ \text{ for all } x \text{ near } \bar{x}
\]
and denote by \( \text{Er}S(\bar{x}) \) the supremum of these \( \tau \).

It turns out that \( S^\text{Pareto}_\bar{y} \) can be represented as a sublevel set considered in Section 4.

**Proposition 5.3.** We have
\[
S^\text{Pareto}_\bar{y} = [F \preceq_{l} \bar{y}].
\]
Moreover, for any \( x \in S^\text{Pareto}_\bar{y} \) we have \( V(x) = \{ \bar{y} \} \) and \( g(x) = 0 \); in particular, we have
\[
V(\bar{x}) = \{ \bar{y} \}.
\]

**Proof.** If \( x \in S^\text{Pareto}_\bar{y} \) then \( \bar{y} \in F(x) \subset F(x) + K \) and \( x \in [F \preceq_{l} \bar{y}] \). Suppose that \( x \in [F \preceq_{l} \bar{y}] \). Then \( \bar{y} \in F(x) + K \) and one can find \( y \in F(x) \) and \( k \in K \) such that \( \bar{y} = y + k \). As \( \bar{y} \in \text{Min}(F(X), K) \), we deduce that \( k = 0 \). Therefore, \( \bar{y} \in F(x) \) and \( x \in S^\text{Pareto}_\bar{y} \). Further, if \( x \in S^\text{Pareto}_\bar{y} \), then \( \bar{y} \in \text{Min}(F(x), K) \). Hence, \( y - \bar{y} \notin -K, \Delta_{-K}(y - \bar{y}) > 0 = \Delta_{-K}(\bar{y} - \bar{y}) \) for all \( y \in F(x) \) and the desired relations follow. \( \square \)

Proposition 5.3 and (16) imply that the results of Section 4 can be applied for obtaining sufficient and/or necessary conditions ensuring error bounds for the distance \( d(x; S^\text{Pareto}_\bar{y}) \). It suffices to replace \( [F \preceq_{l} \bar{y}] \) by \( S^\text{Pareto}_\bar{y} \), \( \sigma(F) \) by \( \sigma(S^\text{Pareto}_\bar{y}) \) and \( \text{Er}F(\bar{x}) \) by \( \text{Er}S^\text{Pareto}_\bar{y}(\bar{x}) \) everywhere in Theorems 4.4, 4.7, 4.15 and 4.18. In case \( F \) is a strictly differentiable single-valued map, criteria for error bounds of the distance \( d(x; S^\text{Pareto}_\bar{y}) \) can be derived from Theorems 4.11 and 4.22. Note that by (16), the relation (13) of Theorem 4.15 becomes
\[
0 \notin \cup_{y^* \in \partial \Delta_{-K}(0)} D^*_M F(\bar{x}, \bar{y})(y^*)
\]
and the relation (14) of Theorem 4.18 becomes
\[
0 \notin \cup_{y^* \in \partial \Delta_{-K}(0)} D^* F(\bar{x}, \bar{y})(y^*).
It should be noted, however, that these relations may not be satisfied due to the fact that the Fermat rule for Pareto efficient solutions holds (under some assumptions), i.e.,

\[ 0 \in D^*_M F(\bar{x}, \bar{y})(y^*) \quad or \quad 0 \in D^* F(\bar{x}, \bar{y})(y^*) \]

for some \( y^* \in K^+ \) when \( \bar{y} \in \text{Min}(F(X), K) \) and \( \bar{y} \in F(\bar{x}) \) \([5, 40]\). In such a situation, criteria involving information around the point \( \bar{x} \) such as (12) and (15) are more useful.

Now let us return to the set of all Pareto efficient solutions \( S^\text{Pareto} \). Since \( S^\text{Pareto}_y \subset S^\text{Pareto} \), we have

\[ \sigma(S^\text{Pareto}_y) \leq \sigma(S^\text{Pareto}) \]

and

\[ \text{Er} S^\text{Pareto}(\bar{x}) \leq \text{Er} S^\text{Pareto}(\bar{x}). \]

Therefore, any sufficient conditions for error bounds for the distance to the set \( S^\text{Pareto}_y \) is sufficient for the error bounds for the distance to the set \( S^\text{Pareto} \) as well. Below, we formulate two consequences of Theorems 4.4, 4.15 and illustrate them by examples.

**Theorem 5.4.** Suppose that \( X, Y \) are Asplund spaces, \( F \) is closed \( K\text{-u.s.c. compact-valued} \) and \( V \) is lower semicompact. Then

\[ \sigma(S^\text{Pareto}) \geq \sigma(S^\text{Pareto}_y) \geq \inf_{x \in S^\text{Pareto}_y} d(0; \cap_{y^* \in V(x)} \cup_{y^* \in \partial_M \Delta_{-K}(y-x)} D^*_M F(x, y)(y^*)) \geq 1. \]

**Example 5.5.** Let \( F \) be the set-valued map of Example 4.5. It is easy to see that \( \bar{y} = (0, 0) \) is a Pareto efficient point of \( F(X) \) and that \( S^\text{Pareto}_y = S^\text{Pareto} = [-\infty, 0] \). Observe that \( S^\text{Pareto}_y \) and \( S^\text{Pareto} \) coincide with the set \( A \) considered in Example 4.5. Results obtained in this example yield that

\[ \sigma(S^\text{Pareto}) \geq \sigma(S^\text{Pareto}_y) \geq \inf_{x \in S^\text{Pareto}_y} d(0; \cap_{y^* \in V(x)} \cup_{y^* \in \partial_M \Delta_{-K}(y-x)} D^*_M F(x, y)(y^*)) \geq 1. \]

**Theorem 5.6.** Suppose that \( X \) and \( Y \) are Asplund spaces, the set-valued map \( F \) is closed \( K\text{-u.s.c. compact-valued} \) and \( V \) is lower semicompact. Then the distances \( d(x; S^\text{Pareto}_y) \) and \( d(x; S^\text{Pareto}) \) have the error bound property at \( \bar{x} \) if

\[ \lim inf_{x \rightarrow \bar{x}, y \in V(x)} d(0; \cup_{y^* \in \partial_{\Delta_{-K}(y-x)}} D^*_M F(x, y)(y^*)) > 0. \]

**Example 5.7.** Let \( F \) be the set-valued map of Example 4.17(a). It is easy to see that \( \bar{y} = (0, 0) \) is a Pareto efficient point of \( F(X) \) and that \( S^\text{Pareto}_y = S^\text{Pareto} = \{0\} \cup [-\infty, -2] \). Observe that \( S^\text{Pareto}_y \) and \( S^\text{Pareto} \) coincide with the set \( A \) considered in Example 4.17(a). Results obtained in this example yield that the distances \( d(x; S^\text{Pareto}_y) \) and \( d(x; S^\text{Pareto}) \) have the error bound property at \( \bar{x} = 0 \).

Now let us go to the cases \( \bar{y} \) is one known Henig properly efficient value or a super efficient value of \( (P) \). In the first case, one can define the set \( S^\text{He}_y \) of Henig properly efficient solutions of \( (P) \) corresponding to the Henig proper efficient value \( \bar{y} \), i.e.,

\[ S^\text{He}_y := \{ x \in X \mid \bar{y} \in F(x) \} \]

and the set \( S^\text{He} \) of all Henig properly efficient solutions of \( (P) \). Since \( \bar{y} \in He(F(X), K) \) iff \( \bar{y} \in \text{Min}(F(X), K) \) \([17, \text{Proposition 3.3}] \) for some scalar \( \delta \) defined by (1) and some cone \( K_\eta \) \((\eta \in [0, \delta]) \) defined by (2), the global/local error bounds for the distance \( d(x; S^\text{He}_y) \) and \( d(x; S^\text{He}) \) as well as criteria ensuring these bounds can be defined and formulated in a similar way as for
the distance $d(x; S^{\text{Pareto}}_{\bar{y}})$, $d(x; S^{\text{Pareto}})$. In the second case, under the assumption that the base of $K$ is bounded, Henig efficiency and super efficiency coincide, and we can also consider error bounds for the set of super efficient solutions. The formulation of the corresponding results in these cases is left to the reader.

**Remark 5.8.** In case of Henig properly efficient/super efficient solutions, we can simply assume $F$ to be $K$-u.s.c. or $K$-convex instead of assuming $F$ to be $K_\eta$-u.s.c. or $K_\eta$-convex. Moreover, in contrast to Remarks 4.8 and 4.16, in this case by Corollary 2.11 we have estimates $y^* \in K^{+\text{sf}} \cap B_{Y^*}$ and $y^* \in \text{int} K^{+} \cap B_{Y^*}$ which are stronger than the relation (10); moreover, the cone $K_\eta$ has a nonempty interior.

### 5.2 Metric subregularity at efficient solutions

Observe that the set $S^{\text{Pareto}}_{\bar{y}}$ coincides with set $F^{-1}(\bar{y})$ appeared in the definition of metric subregularity. The simple relation formulated below allows us to connect the error bound property of the distance to this set at $\bar{x}$ and the metric subregularity of the map $F$ at $\bar{x}$ for $\bar{y}$.

**Proposition 5.9.** The following inequality holds:

$$\left[ \inf_{y \in F(x)} \Delta_{-K}(y - \bar{y}) \right]^+ \leq d(\bar{y}; F(x)) \quad \text{for all } x \in X.$$  

**Proof.** The inequality follows from the fact that the function $\Delta_{-K}$ is Lipschitz of rank 1. \hfill \Box

It follows from the definition of the error bound property, Definition 5.2, and the definition of metric subregularity, recalled in Introduction, and Proposition 5.9 that sufficient conditions in terms of coderivatives of $F$ for the error bound property of the distance to the set $S^{\text{Pareto}}_{\bar{y}}$ at the Pareto solution $\bar{x}$ also are sufficient for the metric subregularity of the set-valued map $F$ near $\bar{x}$ to $\bar{y}$. This conclusion holds true also for case with Henig proper efficiency and, under the assumption that $K$ has a bounded base, for case with superefficiency.

As noted in [9], a major drawback of metric subregularity is the lack of a norm characterization in terms of coderivatives of the considered map except some sufficient conditions in terms of derivative/coderivative of the inverse map characterizing the calmness of the latter (metric subregularity has been shown to be equivalent to the calmness of the inverse map $F^{-1}$ [8]), see [9, 20, 24, 25, 41, 42]. Recently, some first- and second-order characterization for the metric subregularity of of $F$ in terms of its derivatives and coderivatives have been obtained in [13].
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