In this paper, we propose and study a unified mixed-integer programming model that simultaneously optimizes fluence weights and multi-leaf collimator (MLC) apertures in the treatment planning optimization of VMAT, Tomotherapy, and CyberKnife. The contribution of our model is threefold: i. Our model optimizes the fluence and MLC apertures simultaneously for a given set of control points. ii. Our model can incorporate all volume limits or dose upper bounds for organs at risk (OAR) and dose lower bound limits for planning target volumes (PTV) as hard constraints, but it can also relax either of these constraint sets in a Lagrangian fashion and keep the other set as hard constraints. iii. For faster solutions, we propose several heuristic methods based on the MIP model, as well as a meta-heuristic approach. The meta-heuristic is very efficient in practice, being able to generate dose- and machinery-feasible solutions for problem instances of clinical scale, e.g., obtaining feasible treatment plans to cases with 180 control points, 6,750 sample voxels and 18,000 beamlets in 470 seconds, or cases with 72 control points, 8,000 sample voxels and 28,800 beamlets in 352 seconds. With discretization and down-sampling of voxels, our method is capable of tackling a treatment field of 8000 cm$^3 \sim 64000$ cm$^3$, depending on the ratio of critical structure versus unspecified tissues.
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1. Introduction

Radiation therapy or radiotherapy has become one of the most common treatment methods for cancer, besides chemotherapy and surgery, with almost two-thirds of all cancer patients expected to have radiotherapy at some stage in their treatment plan [11]. In this treatment, high-energy radiation is used to shrink tumors and kill cancer cells, where radiation damages the DNA of cancer cells [17]. The radiation can be delivered either by radioactive source(s) placed in or near the tumour, called *brachytherapy*; or by a machine outside the body, called *external radiation therapy*, the most common form of radiotherapy. Since our focus is external radiotherapy, we will refer to that simply as radiotherapy in the remainder of the paper.

![Gantry that can rotate by 360 degrees.](image)

**Figure 1:** Gantry that can rotate by 360 degrees.

In radiotherapy, radiation beams are produced by a Linear Accelerator (LINAC), aimed towards the tumour and its surrounding tissues where cancer may have spread. The LINAC is mounted on a gantry, and the gantry rotates the source of radiation beams around the body of a patient. Volumetric-modulated arc therapy (VMAT), Tomotherapy and CyberKnife are recent major advances in external beam radiotherapy.

In VMAT, the gantry can rotate around a patient’s body by 360° in a co-planar manner (see Figure 1). Co-planar treatments are possible through rotation of the LINAC couch.
Radiation is continuously delivered through one or multiple arcs (see, e.g., Elekta Infinity [9] or Varian’s RapidArc [31]). An “arc” does not necessarily have to be a full 360° rotation. In Tomotherapy, the source of radiation will continuously rotate around the body of a patient in a helical manner (see [2]), hence it is capable of delivering non-coplanar beams. In CyberKnife, the source of radiation is mounted on a robotic arm, and therefore it can deliver radiation beam from almost any point in space (see [1]). In addition to cancer treatment, VMAT and Tomotherapy have also been used for Total Marrow Irradiation (TMI) in reducing Leukemia relapse ratio (see [10] and [35]).

The modulation of the radiation beams is carried out using collimators. For VMAT, a multi-leaf collimator (MLC) is mounted in the LINAC head. The MLC is made up of leaves, which will block the radiation and are arranged parallel to each other in two sets of opposing banks. These leaves can move independent from each other and can create customised beam shape by positioning themselves in a planned position. The radiation field formed by the MLCs are known as aperture (see Figure 2). For example, if an aperture is formed by 20 leaves, each 1cm thick, then we have 20 leaf positions, and the MLC is said to have 400 bixels (or beamlets).

![Figure 2: An MLC can form a shape that resembles the shape of the tumor.](image)

On the other hand, TomoTherapy uses simply binary MLCs, i.e., each leaf has only two
positions, open or close. The equipment often uses 32 leaves, seen as rows in a beam’s eye view as per Figure 2. CyberKnife has various collimators, e.g., the M6 FI model uses multiple circular collimators of different sizes (called IRIS collimators), whereas the M6 FM model uses an MLC called InCise.

Since MLCs are common in all three machines, we focus our model on optimizing the radiation intensity or fluence weight as well as the MLC aperture simultaneously. Some MLCs do not allow interdigitisation, that is, the left leaf of a row cannot collide with the right leaf of the neighbouring rows, and vice versa. This is also known as the interleaf constraints in the literature. Some MLCs allow full interdigitisation, while some allow no interdigitisation or no interdigitisation with a gap. There are also other machinery constraints for VMAT, such as a limit to the speed a leaf can move in consecutive control points. Such a restriction can be translated to the number of positions, or columns, a leaf is allowed to move between control points before the MLC carriage shifts to enable further proximal/distal positions.

1.1 Recent developments in treatment planning optimization

To plan a radiotherapy treatment that involves the use of an MLC, one must decide from where the radiation beams should be delivered, the intensity of radiation that should be delivered from each location, and what apertures the MLC should form at those locations. The general goals of a treatment is: i. for tumours to receive enough radiation so that they can be eliminated, ii. for organs at risk (OARs) to be spared from radiation as much as possible for minimal damage to healthy tissue, and iii. for the overall treatment time to be as short as possible for patient’s comfort. The tumour area is usually given a margin that will cover some surrounding tissues where cancer may have spread to and to compensate for motion and setup. This area is called the Planning Target Volume (PTV). Before the treatment planning optimization takes place, a radiation oncologist prescribes the dose limits to the different structures: a lower bound on the dose to the PTVs (or a volume constraint such as “at least 95% of the PTV must receive a dose of 73.7 Gray (Gy) or above”); and an upper bound on the OARs (or volume limits such as “no more than 35% of the bladder can receive more than 40 Gy of radiation”).

The question of where will be answered by a set of locations, commonly referred to as the control points (CPs). The question of intensity at CP $k$ is determined by the dose rate ($r_k$, in Monitor Unit (MU) per second), and the gantry speed ($s_k$, also in MUsec). In recent literature, e.g., [24] and [28, 29], a value called fluence weight that equals to $r_k/s_k$ is used for
simplicity, and we also use this concept in this paper for consistency. Finally the answer to what aperture the MLC should form is where combinatorial optimization comes in. Further, there is a limit in the maximum fluence weight that can be delivered from each control point. For VMAT, the change in fluence weight is also limited in consecutive control points.

Notice that for all three treatment modalities, only one MLC aperture is considered at each control point. On the other hand, in intensity-modulated radiotherapy (IMRT), a widely used form of radiotherapy with machinery similar to VMAT, there are very few control points (usually only 5-7) in each treatment, but multiple MLC apertures are used at each control point.

Traditionally, fluence weights and MLC apertures are optimized separately. In IMRT, three separate optimization problems are solved (see, e.g., [13], [8], and [7]). First, a beam-angle optimization problem is decided. These angles are either predetermined by an experienced treatment planner or calculated by solving some optimization problems (see, e.g., [22, 33, 36]). The output is a number of angles (usually 5-7, at most around 10 for the most complex cancer cases, i.e., head and neck) from where radiation is delivered. After that, a fluence map optimization problem is solved [25], which will provide us with one intensity matrix for each beam-angle (control point). Finally, a realization problem is solved to find the right MLC apertures that will decompose the intensity matrices, and to find the most time-efficient way to do so ([18]). The field of minimizing treatment times for the step-and-shoot MLC radiotherapy practically began with the work of [34]. The most recent advances in the minimizing of total treatment time can be found in [5, 18, 30].

Since the underlying mathematical problem for the VMAT is very different, methods developed for the IMRT cannot be directly applied to the VMAT. To our knowledge, the treatment planning optimization of the VMAT has rarely been studied in the field of mathematical programming. The most recent treatment planning optimization algorithms can be found in [24] (a greedy heuristic) and [28, 29] (a hybrid nested partitioning heuristic). Other publications can be found in medical physics journals, e.g., [6, 23, 20], where various heuristics are proposed with handling dose limits as soft constraints.

In [24], a mixed integer nonlinear programming model is presented. The method iterates between two optimization problems: First, given a set of control points and their respective MLC apertures, the fluence weights for all control points are optimized. Then, a column generation approach is used to find the most promising control point and its associated MLC aperture. The objective function used therein is to minimize the deviation of the calculated...
dose from the prescribed dose. Hence, if the objective value of a solution is not zero, then it means that there exist violations in dose limits. A down-sampled voxel grid is implemented—one in every two voxels is sampled along each of the three dimensions in critical structures and one in every four in unspecified tissues. The voxels are of size $4 \times 4 \times 2.5 \text{ mm}^3$. Real clinical cases were tested using GPU computing and solution times are shown to be very fast. Computational results indicated that the dose constraints for most structures could be reasonably satisfied except for the case with the bladder.

The methods of [28, 29], on the other hand, present a mixed-integer programming model similar to the model presented in this paper. The variable sets are adopted from [16] for the IMRT, allowing interdigitisation and only enforcing the dose lower bound for PTV as hard constraints. When solving the MIP problem, however, these constraints are relaxed in a Lagrangian fashion in the solution methodology, and a generalized Benders decomposition and hybrid nested partition method is used as the solution methodology. The authors present the consecutive control point leaf movement constraint in their model, however, for a problem instance we have tested, there seems to be violations of these constraints present. Their algorithm is tested on 10 randomly generated non-clinical instances.

In CyberKnife, [26] presents a multi-criteria optimization approach to optimize the fluence weights, solving linear programming problems in each step of the multi-criteria optimization procedure, with dose constraints dualized in the objective function and solved by a one-step Lagrangian relaxation with pre-determined dual multipliers.

In TomoTherapy, while there are publications in the optimization of treatment planning parameters such as field width, pitch factor, and modulation factor (see, e.g., [27] and [12]), to the best of our knowledge, there is no integer programming/combinatorial optimization methods specifically designed for TomoTherapy treatment planning. It is, however, possible to apply a VMAT treatment planning optimization method to helical tomotherapy. There will be many more control points to consider, however, the MLC apertures are much easier, as each leaf has only two possible positions, open and close.

1.2 Contributions of our paper

Our paper makes the following contributions to the radiotherapy treatment optimization literature.

1. Both our exact model and the meta-heuristic method optimizes the fluence weights
and the MLC apertures simultaneously. Most methods in the present literature either optimize only the fluence weights (using beam-eye-view as MLC apertures) or optimize the two iteratively. Furthermore, our models involve the no-interdigitisation (interleaf) constraints, which can simply be removed if the MLC considered allows interdigitisation. With a simple modification of the interleaf constraints, our model can also accommodate the case of no interdigitisation with a gap.

2. Our exact model can be used as a quality analysis tool for existing heuristic algorithms, as well as to confirm infeasibility of a specific patient’s case. Most of the existing algorithms dualize the dose limits, reducing the problem to minimizing deviation from prescribed dose limits. With a heuristic solution, even though computation times are typically short (e.g., [24]), when the objective value does not return a zero, one can never know whether the dose prescription is simply infeasible, or that the heuristic method failed to find a solution that is dose-feasible. Our exact method, on the other hand, indicates clearly when a given dose prescription is simply infeasible.

3. Although our exact model can currently solve problems of moderate size, advances in optimization software, computer hardware, and parallel computing are taking place rapidly, increasing the size of problems that can be tackled every day. Moreover, treatment planning often happens 2-3 weeks before the actual treatment is carried out, allowing time to extensively search for a solution that is dose-feasible, rather than to provide a quick solution in a few seconds that does not necessarily comply all dose requirements. As noted by Dr. Robert D. Timmerman, vice chair of radiation oncology at the University of Texas Southwestern Medical Center, radiotherapy plans will be significantly improved in the future, “simply because current outcomes are unsatisfactory to patients” [11]. Therefore our primary focus in this paper is on ensuring dose-feasible solutions whenever possible.

4. For faster solutions, we also provide several heuristic methods based on the exact MIP model, as well as a meta-heuristic approach. With the meta-heuristic, we were able to solve problems with up to 180 control points for a treatment field with 6,750 sample voxels and 18,000 beamlets; and, in another instance, 72 control points with 8,000 voxels and 28,800 beamlets, for which the first dose- and machinery-feasible solutions were returned after 470 seconds and 352 second, respectively. Note that the sizes of
problems we have tackled are comparable to those found in the literature, see, e.g., [24]. Using the same discretization and down-sampling of voxels used by [24], our method is capable of optimizing a treatment field of $8000 \text{ cm}^3 \sim 64000 \text{ cm}^3$, depending on the ratio of critical structure versus unspecified tissues. Finally, any solution returned by the heuristic will have neither violations to the prescribed dose nor violations to the machinery restrictions.

1.3 Organization of the Paper

In Section 2, we will present an integer programming formulation of the problem, which initially has non-linear terms but can be linearized with additional variables and constraints. We will also discuss some valid inequalities that strengthen this formulation. In Section 3, we will discuss the polyhedral properties of some key subproblems, and also the strength of the inequalities presented in the previous section. We will present all proposed solution methodologies in detail in Section 4, where we will also briefly discuss possible Lagrangian relaxations of the problem. The empirical strength of these solution methods will be investigated extensively in Section 5. Finally, we will summarize our conclusions and address potential future research areas in Section 6.

2. A Mixed Integer Programming Formulation

In this section, we present a mixed integer programming formulation for the treatment planning optimization of the VMAT.

2.1 Notation and Problem Description

In what follows, we consider a set of given control points. In the case of VMAT, one can consider equally spaced partitions of the $360^\circ$ coplanar space. For example, a 180 control point problem instance will represent a $2^\circ$ partition. In the case of TomoTherapy, the control points can also be taken as equal partitions from the helical rotation. Even though there will be more control points than VMAT if we are to consider fine partitions, there will be significantly less leaf position combinations to consider. In the case of CyberKnife, one can consider a given set of “promising” control points. In theory, one can have a large number of such control points, but impose a limit in the number of control points with a non-zero
fluence weight. In this paper, we will consider only the case when a set of control points is given. We now define some notation. Let:

- $I = \{1, \ldots, m\}$ be the index set of the MLC rows;
- $J = \{1, \ldots, n\}$ be the index set of the MLC columns;
- $K = \{1, \ldots, \mathcal{K}\}$ be the index set of control points;
- $I \times J$ be set of beamlets (or bixels), each cell $(i,j)$ being a beamlet/bixel;
- $J' = \{0, n + 1\} \cup J$, with 0 and $n + 1$ being the home positions of the MLC left and right-leaves, respectively;
- $\delta$ be the maximum number of columns a MLC leaf is allowed to move in consecutive control points;
- $\Delta$ be the maximum amount of change in fluence weights that is allowed in consecutive control points;
- $V$ be the index set of all voxels;
- $V_t$ be the set of voxels in the target volumes, i.e., tumor volumes;
- $V_o$ be the set of voxels in the organs at risk (one can even define a set each for the critical structures, e.g., $V_B$ for the set of voxels in the bladder(s));
- $\mathcal{L} = \{(\ell, r) \mid \ell, r \in J', \ell < r\}$ be the feasible left- and right-leaf pairs;
- $D_{ijv}^k$ be the beamlet-based dose deposition coefficient, i.e., the dose, at unit fluence weight, received by voxel $v$ from beamlet $(i,j)$ in the interval defined by control point $k$ (this value can be pre-calculated in the manner as described in [24]);
- $L_v$ be the prescription dose for tumor voxel $v \in V_t$;
- $\bar{d} > L_v$, for $v \in V_t$ be a desired dose for voxels in a PTV (e.g., we may have 73.7 Gy as $L_v$ and 79.2 as $\bar{d}$);
- $U_v$ be the maximum dose allowed for any given voxel $v \in V$;
- $y^k_{i(\ell,r)} \in \{0,1\}$ be a decision variable with $y^k_{i(\ell,r)} = 1$ representing the bixels between, but not including, columns $\ell$ and $r$ in row $i$ in control point $k$ are open;

- $x_v \in \{0,1\}$ be a decision variable with $x_v = 1$ if voxel $v \in V_t$ receives a desired dose of $\bar{d}$ or above, and $x_v = 0$ otherwise;

- $d_v$ the dose that voxel $v$ receives;

- $z^k$ be a continuous decision variable representing the fluence weight for control point $k$; and

- $\bar{M}$ the maximum fluence weight that can be delivered from any control point.

### 2.2 The Formulation

There are some machinery constraints that are common among VMAT, TomoTherapy, and CyberKnife, and some constraints that vary among the three treatment modalities. For VMAT and CyberKnife, some MLCs allow inter-digitisation, whereas others do not. With TomoTherapy, since there are only two leaf positions for each leaf, inter-digitisation is not an issue. With VMAT, there will be a maximum travel distance for the leaves in consecutive control points. Moreover, a maximum fluence weight change is also limited. There are also dose lower limit and upper (or volume) limit constraints. Hence, we propose the following formulation that will capture most of the machinery constraints. We emphasise here that a feasible solution to our model is dose- and machinery-feasible, and is therefore an overall feasible treatment plan.
We first discuss three possible objective functions. The first objective function is suitable for cases where the dose prescription is feasible to be carried out—cases that a solution that satisfy all lower and upper dose limits dose indeed exist. In real-life cases, this is of course not known in advance, in which case the exact model can be used to prove that no feasible solution exists.

1. With all dose restrictions as hard constraints, we consider \( f(x, y, z) = \max \sum_{v \in V_t} x_v \).

We maximize the number of voxels in the PTV that receives a desired radiation of \( \bar{d} > L_v \) by using the objective function (1), with the help of constraint (52). By
maximizing this counter, we are able to provide an equal weight for each voxel in the target area to receive a good dose, which will favor dose homogeneity as advised in [15].

Another way to use the $x_v$ variables is to model volume requirements such as “no more than 17% of the bladder can receive 65 Gy or above”, in which case, we will use the following constraints. Recall that $V_B$ is the set of voxels in a bladder.

$$
d_v \geq 65x_v, \forall v \in V_B
$$

$$
\sum_{v \in V_B} x_v \leq 0.17|V_B|.
$$

Or, a requirement such as “at least 95% of PTV must receive a minimum dose of 79.2 Gy” can be written as:

$$
d_v \geq 79.2x_v, \forall v \in V_B
$$

$$
\sum_{v \in V_B} x_v \geq 0.95|V_t|.
$$

The next two objective functions are suitable for difficult cancer sites where prescribed doses are known to be typically very hard to be satisfied.

2. Keeping only the PTV dose lower limit constraints (50) as hard constraint, we can minimize the dose delivered to the OARs in the objective function, i.e., $\min \sum_{v \in V_o} d_v$.

Alternatively, we can minimize the dose upper limit violations for voxels in OARs, either $\min \{\max_{v \in V_o} \{(d_v - U_v)^+\}\}$ (total violations) or $\min \sum_{v \in V_o} (d_v - U_v)^+$ (highest violation). Note that a simple dose lower limit feasibility check can be performed prior to solving the optimization problem, where if there exists any $v \in V_t$ such that $L_v > \bar{M} \sum_k \sum_{i \in I} \sum_{j \in J} D^k_{ijv}$, then the dose prescription does not have a feasible solution.

3. Keeping only the OAR dose upper limit constraints (51) as hard constraint, we can maximize the dose delivered to the PTV in the objective function, i.e. $\max \sum_{v \in V_t} d_v$.

Alternatively, we can minimize the dose lower limit violations for voxels in PTVs, i.e. $\min \{\max_{v \in V_t} \{(L_v - d_v)^+\}\}$ (total violations) or $\min \sum_{v \in V_t} (L_v - d_v)^+$ (highest violation).

We now explain the rest of the constraints. Constraint (2) ensures that only one shape is used for each beam angle. This applies to all three treatment methods. Constraints (3) and (4) are the inter-leaf (no inter-digitisation) constraints that ensure the right (left) leaf in Row $i + 1$ cannot overlap with the left (right) leaf in Row $i$. Here we note that although
some MLCs allow interdigitisation (i.e., no interleaf constraints needed), the interleaf constraints in general make the problem computationally harder and they cover a more general set of problems; hence we keep them in the formulation. We can easily remove them for TomoTherapy and for MLCs that do allow inter-digitisation.

Constraints (5) and (6) require that MLC leaves do not move faster than $\delta$ columns between successive control points. This applies to VMAT only. Similarly, for VMAT (and potentially for TomoTherapy too), we have the constraints (48) and (49) that limit the difference between fluence weights for consecutive control points to be at most $\Delta$.

The dose calculation is presented in (13). Constraints (50) and (51) ensure that the dose lower and upper bounds be satisfied, and (52) determines whether the binary variable $x_v$ can take a value of 1, i.e., the dose applied on voxel $v$ is at least the desired minimum of $\bar{d}$. Finally, (53) indicates bounds and integrality requirements of the variables.

The dose that a voxel receives, denoted by $d_v$ for each $v \in V$ and calculated as below, depends on both the MU delivered and the shape of the MLC at each control point:

$$d_v = \sum_{k \in K} \sum_{i \in I} \sum_{j \in J} \left( z^k \times D^k_{ijv} \times \sum_{(\ell, r) \in L, \ell < j < r} y^k_{i(\ell, r)} \right)$$

(13)

In this form, the dose expression is nonlinear and not convex; therefore it would complicate the problem significantly. Although some MINLP techniques could be used, it would be more beneficial if an efficient linearization can be established. We first note that all the nonlinear terms above are bilinear. Moreover, the $z^k \times D^k_{ijv} \times \sum_{(\ell, r) \in L, \ell < j < r} y^k_{i(\ell, r)}$ terms are special that exactly one of the components is a binary variable and the other a continuous variable. Therefore, we can define a new variable $\bar{z}_{ij}^k$ to indicate the MU amount for control point $k$ and beamlet $(i, j)$ of the MLC, and hence redefine $d_v$ for each $v \in V$ linearly as

$$d_v = \sum_{k \in K} \sum_{i \in I} \sum_{j \in J} \bar{z}_{ij}^k \times D^k_{ijv}$$

(14)

Recall that $\bar{M}$ is the maximum fluence weight that can be delivered from each control point. To finalize the linearization, we add to the formulation the following four constraints for each
(k, i, j) combination, that is, for all $k \in K, i \in I, j \in J$:

\begin{align*}
    z_{ij}^k &\leq \bar{M} \sum_{(\ell, r) \in \mathcal{L}, \ell < j < r} y_{i(\ell, r)}^k \quad (15) \\
    \tilde{z}_{ij}^k &\leq z^k \quad (16) \\
    \tilde{z}_{ij}^k &\geq \bar{M} \left( -1 + \sum_{(\ell, r) \in \mathcal{L}, \ell < j < r} y_{i(\ell, r)}^k \right) + z^k \quad (17) \\
    \tilde{z}_{ij}^k &\geq 0 \quad (18)
\end{align*}

Since $\sum_{(\ell, r) \in \mathcal{L}, \ell < j < r} y_{i(\ell, r)}^k \in \{0, 1\}$, the variable $\tilde{z}_{ij}^k$ will be forced to zero when $\sum_{(\ell, r) \in \mathcal{L}, \ell < j < r} y_{i(\ell, r)}^k = 0$, and to $z^k$ when $\sum_{(\ell, r) \in \mathcal{L}, \ell < j < r} y_{i(\ell, r)}^k = 1$. Note that this linearization corresponds to McCormick’s envelope [19] and is known to give the convex envelope for general bilinear terms. Substituting the linear dose definition (54) into the constraints (50)-(52) and adding the above constraints, the problem is defined as: $z_{VMAT} = \max \{(1) | (x, y, z, \bar{z}) \in X_{VMAT}\}$, where $X_{VMAT} = \{(2) - (53), (55) - (58)\}$.

Given the variety of objective functions and constraints one can study, in this paper, we have chosen to study the combinatorial optimization problem precisely as stated in Formulation 2.1.

Note that we have also developed and performed preliminary test on a formulation adopted from the model of [16] for IMRT, wherein for each control point and each row, three sets of variables, $(t_{ij}^k, \ell_{ij}^k, r_{ij}^k \in \{0, 1\}^n)$, are used to represent the aperture, with $t_{ij}^k = 1$ if bixel $(i, j)$ of control point $k$ is open, $\ell_{ij}^k = 1$ if bixel $(i, j)$ is occupied by the left leaf, and $r_{ij}^k = 1$ if bixel $(i, j)$ is occupied by the right leaf. (In our model, we need $(n + 2)(n + 1)$ y-variables to do the same job). The leaf logic constraints and the interleaf constraints are presented in [16]. We derived our own consecutive snapshot leaf movement constraints. From our preliminary experiments on the MIP-based heuristics, however, the performance of the Langer-type model is faster in some cases, but slower in others. It finds better objective values ($\sum_v x_v$) in some cases, but worse objective values in others. A table will be presented in the numerical results section with further discussion. Based on these preliminary results, we decide to use our own model presented earlier in this section for further analysis and experiments. The full alternative formulation is presented in detail in the appendices.
2.3 Improving the Formulation: Valid Inequalities

In this subsection, we improve the above formulation by considering stronger inequalities that would replace some of the original constraints, and present numerical results to show the strengths of these inequalities. The number of tightened inequalities is equal to the number of original constraints and therefore we will benefit from these inequalities without any obvious additional computational cost. Moreover, as discussed in the upcoming sections, these inequalities are facet-defining for some subproblems while providing computational improvements.

**Proposition 2.1** The following inequality is valid and dominates (52).

\[ d_v - L_v \geq (\bar{d} - L_v)x_v \] (19)

Note that if \( L_v = 0 \) holds for any \( v \in V \), (19) becomes equivalent to (52). The effect of these strengthened inequalities can be seen in Figure 3 with respect to original constraints (52), when \( L_v > 0 \). The proof of this proposition is straightforward and is hence omitted here. The following notation is used frequently in the rest of this section.

**Definition 2.1** The cumulative demand from column \( \ell \) to column \( r \) is given by:

\[ D_{k,i,\ell,r,v} = \sum_{j=\ell}^{r} D_{k,ij,v} \]

**Proposition 2.2** For all \( k \in K \), \( i \in I \), \( j \in J \), the inequality

\[ z^k - z_{ij}^k \leq \sum \min \{ \bar{M}, \min_{v \in V} \frac{U_v}{D_{k,i,\ell+1,r-1,v}} \} b_{ij}^k \] (20)

is valid for the VMAT problem and dominates (57).
Proof. First of all, note that due to constraint (2), we have:

$$\sum_{(\ell, r) \in L_{\ell \geq j}} y_{i(\ell, r)}^k = 1 - \sum_{(\ell, r) \in L_{\ell < j < r}} y_{i(\ell, r)}^k, \quad \forall k \in K, i \in I, j \in J.$$ 

If, for any given \((\ell, r) \in L\) such that \(\ell \geq j\) or \(r \leq j\), \(y_{i(\ell, r)}^k = 1\), then \(\bar{z}_{ij}^k = 0\), and \(z^k \leq \frac{U_v}{D_{i, \ell + 1, \ell + 1 \in V}}\) has to be satisfied due to (51). On the other hand, if for any given \((\ell, r) \in L\) such that \(\ell < j < r\), \(y_{i(\ell, r)}^k = 1\), then \(\bar{z}_{ij}^k = z^k\). Therefore, (20) is valid. As \(\min \{\bar{M}, \frac{U_v}{D_{i, \ell + 1, \ell + 1 \in V}}\} \leq \bar{M}\), (20) dominates (57).

Corollary 2.1 For all \(k \in K, i \in I, j \in J\), the inequality

$$\bar{z}_{ij}^k \leq \sum_{(\ell, r) \in L_{\ell < j < r}} \min_{v \in V} \{\bar{M}, \min_{v \in V} \frac{U_v}{D_{i, \ell + 1, \ell + 1 \in V}}\} y_{i(\ell, r)}^k$$

is valid for the VMAT problem and dominates (55).

The corollary can be proven similar to Proposition 2.2 and hence we omit the proof.

Proposition 2.3 The following are valid inequalities for the VMAT problem:

(a) For \(i \in I, j, j' \in J, k \in K\):

$$z_{ij}^k - z_{ij'}^k \leq \sum_{(\ell, r) \in L_{\ell < j < r}} \min_{v \in V} \{\bar{M}, \min_{v \in V} \frac{U_v}{D_{i, \ell + 1, \ell + 1 \in V}}\} y_{i(\ell, r)}^k$$

(b) For \(i, i' \in I, j, j' \in J, k \in K\):

$$z_{ij}^k - z_{ij'}^k \geq \left(\sum_{(\ell, r) \in L_{\ell < j < r}} \min_{v \in V} \{\bar{M}, \min_{v \in V} \frac{U_v}{D_{i, \ell + 1, \ell + 1 \in V}}\} y_{i(\ell, r)}^k\right) - \bar{M}$$

The proof of the second inequality is similar to the proof presented on p.82 of [32] and hence omitted here. The proof of the first inequality is straightforward due to the fact that \(\bar{z}_{ij}^k \leq \min \{\bar{M}, \min_{v \in V} \frac{U_v}{D_{i, \ell + 1, \ell + 1 \in V}}\}\) and hence omitted here. Note that the first set of inequalities are facet-defining in some of the subproblems we will discuss in the next section.
We conclude this section with a remark: we run preliminary computational tests to see if and how the inequalities discussed in this section would make a difference. We tested the strengths of the inequalities (19)- (23) individually added to the LP relaxation of the original formulation, as well as the effect of adding all these inequalities together. These results indicated that constraints (19) provide by far the most significant improvement to the LP relaxation bound. The improvements made by (21) and (22) were observed to be mild, and ones made by constraint (20) and (23) very insignificant. Therefore, we simply replaced (52) with (19) and will use this formulation in the remainder of the paper for all the methods that are based on MIP.

3. Assumptions and Polyhedral Analysis

In this section, we study the polyhedral structure of the MIP. First, we list our assumptions for the model that ensure the model to be both realistic and also non-trivial for the studied cases:

- \[ \sum_{k \in K, i \in I, j \in J} \bar{M}D_{ijv}^k \geq U_v, \forall v \in V. \] Otherwise, we can set \( U_v = \sum_{k \in K, i \in I, j \in J} \bar{M}D_{ijv}^k. \)
  Note also that from the practical point of view (with realistic number of control points and size of MLC discretization matrix) \( \sum_{k \in K, i \in I, j \in J} \bar{M}D_{ijv}^k \gg U_v. \)

- \( \bar{d} \leq U_v, \forall v \in V. \) Otherwise, \( x_v = 0 \) and the variable can be eliminated from the problem. To keep problem instances more interesting, we further assume \( \bar{d} < U_v. \)

- \( L_v < \bar{d}, \forall v \in V. \) Otherwise, with the current objective function, \( x_v = 1 \) will hold in any feasible solution.

- \( L_v > 0 \) and \( D_{ijv}^k > 0, \forall k \in K, i \in I, j \in J. \)

Note that the last assumption is only necessary for the following discussion, in order to ensure that the studied polytopes are non-trivial (e.g., when \( D_{ijv}^k = 0, \) one can simply eliminate this bixel \((i,j)\) from the problem; on the other hand, having \( L_v = 0 \) would allow the trivial solution of “origin”).

Next, we will look at subproblems that can be analytically studied but can also be extended to other crucial subproblems and hence provide important insight. We use the notation \( P_{i \times j \times k \times v} \) to indicate the convex hull of a problem with \( i \) rows, \( j \) columns, \( k \) angles, and \( v \) voxels.
3.1 A Study of the $P_{1 \times n \times |K| \times 1}$ Polytope

Using our notation, $P_{1 \times n \times |K| \times 1}$ represents the convex hull of the model with a single row, $n$ columns, $|K|$ control points, and a single voxel. For MLCs that allows inter-digitisation, the interleaf constraints can be removed, resulting in single row subproblems. From an analytical point of view, a model with a single voxel captures the basic settings for the optimization problem, where one is to make decisions on MLC apertures and fluence weights for each control point. Hence, our polyhedral study of the $P_{1 \times n \times |K| \times 1}$ polytope will provide us with insights on inequalities that are promising for the general model with multiple voxels. The notation $D_{\ell,r}^k = \sum_{j=\ell}^{r} D_j^k$ for $k \in K$ will be used throughout this section. Also, note that $|\mathcal{L}| = \frac{(n+1)(n+2)}{2}$.

**Proposition 3.1** $\dim(P_{1 \times n \times |K| \times 1}) = |K||\mathcal{L}| + n|K| + 1$, when $\bar{M}D_{1,n}^k \geq L$ for each angle $k \in K$, and $|K| \geq 4$.

**Proof.** First, note that there are $|K||\mathcal{L}| + n|K| + |K| + 1$ variables (the $y/z/x$ variables, respectively) and $|K|$ equations, hence $\dim(P_{1 \times n \times |K| \times 1}) \leq |K||\mathcal{L}| + n|K| + 1$. In order to show $\dim(P_{1 \times n \times |K| \times 1}) \geq |K||\mathcal{L}| + n|K| + 1$, we list the following $|K||\mathcal{L}| + n|K| + 2$ affinely independent points, where $\epsilon > 0$ is a sufficiently small number and $\exists \hat{k} : \bar{k} \in K$ with $\bar{k} \neq \hat{k}$.

We choose an arbitrary $\tau \in \{0, \ldots, n\}$. We have the following three cases.

**Case 1** We have altogether $|K| + 2$ points with: $y_{(\tau+1)}^{k} = 1$, for all $k \in K \setminus \{\hat{k}\}$; and $y_{(0,n+1)}^{k} = 1$;

- **Case 1a** 1 solution with: $z_j^{k} = z_j^{\bar{k}} = \frac{L}{D_{(1,n)}^{k}}$, for all $j = 1, \ldots, n$; and 0 otherwise;
- **Case 1b** 1 solution with: $z_j^{k} = z_j^{\bar{k}} = \frac{U}{D_{(1,n)}^{k}}$, for all $j = 1, \ldots, n$; $x = 1$, and 0 otherwise;
- **Case 1c** 1 solution with: $z_j^{k} = z_j^{\bar{k}} = \frac{L+\epsilon}{D_{(1,n)}^{k}}$, for all $j = 1, \ldots, n$ and 0 otherwise;
- **Case 1d** $|K| - 1$ solutions, one for each $k \in K \setminus \{\hat{k}\}$, with: $z_j^{k} = z_j^{\bar{k}} = \frac{L}{D_{(1,n)}^{k}}$, for all $j = 1, \ldots, n$; $z_k = \kappa$, for some $0 < \kappa \leq \bar{M}$, and 0 otherwise.

**Case 2** There are $|K|(|\mathcal{L}| - 1)$ points, one for each $k \in K$ and for each $(\ell, r) \in \mathcal{L}_k$

\[
\mathcal{L}_k = \begin{cases} \\
\mathcal{L} \setminus \{(0, n+1)\} & \text{if } k = \hat{k}; \text{ and} \\
\mathcal{L} \setminus \{(\tau, \tau+1)\} & \text{otherwise},
\end{cases}
\]

$y_{(\ell,r)}^{k} = 1$ holds for $(\ell, r) \in \mathcal{L}_k$; $y_{(\tau+1)}^{k} = 1$, for all $k \in K \setminus \{k, \beta\}$, for $\beta = \bar{k}$ if $k = \hat{k}$, otherwise $\beta = \bar{k}$; $y_{(0,n+1)}^{\beta} = 1$, $z_j^{\beta} = \frac{L}{D_{(1,n)}^{\beta}}$, for all $j = 1, \ldots, n$; $z_k^{\beta} = \frac{L}{D_{(1,n)}^{\beta}}$, where $\beta = \bar{k}$ if $k = \hat{k}$, otherwise $\beta = \bar{k}$; and all other variables equal zero.
Case 3 We have $n|K|$ points, one for each $k \in K$ and each $j = 1, \ldots, n$, given as:
\[
y_{(j-1,j+1)}^k = 1, \quad z^k_j = \frac{k}{nD_j}; \quad y_{(0,n+1)}^\beta = 1, \quad \text{for } \beta = \hat{k} \text{ if } k = \hat{k}, \text{ and } \beta = \hat{k} \text{ otherwise};
\]
\[
y_{(\tau,\tau+1)}^\beta = 1, \quad \text{for all } \beta \notin \{k, \beta\} \text{ for } \beta = \bar{k} \text{ if } k = \hat{k}, \text{ and } \beta = \hat{k} \text{ otherwise};
\]
\[
z^\beta_{j'} = \frac{(n-1)L}{nD^\beta_{(1,n)}}, \quad \text{for all } j' = 1, \ldots, n; \quad z^\beta_{j'} = \frac{(n-1)L}{nD^\beta_{(1,n)}}, \quad \text{for } \beta = \hat{k} \text{ if } k = \hat{k}, \text{ and } \beta = \bar{k} \text{ otherwise},
\]
and all other variables equal zero.

For $k = \bar{k}$, as we have $z^k_j > 0$, the only way to obtain this is through some linear combination of other vectors with $z^k_j > 0$. However, the only vectors with $z^k_j > 0$ have $y_{(0,n+1)}^k = 0$, which will not give us $y_{(0,n+1)}^k = 1$ as needed. Hence these vectors are affinely independent to all of the previously introduced vectors. A similar justification can also be made for the case of $k = \hat{k}$. □

**Proposition 3.2** The following are the trivial facets of $P_{1 \times n \times |K| \times 1}$, under the condition that $|K| \geq 4$ and other necessary conditions as indicated next to the constraints:

(a) $x \geq 0$;

(b) $x \leq 1$ when $MD^k_{(1,n)} > \bar{d}$, $\forall k \in K$ and $\bar{d} < U$;

(c) $y_{(\ell,r)}^k \geq 0$, for all $k \in K$, and all $(\ell, r) \in L$;

(d) $z^k_j \geq 0$, for all $k \in K$ and all $j \in \{1, \ldots, n\}$;

(e) $\bar{z}^k_j \leq z^k_j$, for all $k \in K$ and all $j \in \{1, \ldots, n\}$.

The proof for Proposition 3.2 is provided in the appendices for the sake of readability. Next, we present key results regarding the inequalities presented in Section 2.3.

**Proposition 3.3** The following are non-trivial facets of $P_{1 \times n \times |K| \times 1}$:

(a) $d_v - L_v \geq (\bar{d} - L_v)x_v$; and

(b) $z^k - z^k_j \leq \sum_{(\ell,r) \in L} \min \{M, \frac{U_v}{D_{\ell+1,r-1}}\} y_{(\ell,r)}^k$.

**Proof.**

(a) As we need to satisfy that $d_v = L_v$ when $x_v = 0$, and $d_v = \bar{d}$ when $x = 1$, we can reuse the vectors presented in the proof of Proposition 3.1 with the following modifications: We remove the vector presented in Case 1(c), and in Case 1(b), we replace $U$ by $\bar{d}$.
(b) We use again the vectors presented in the proof of Proposition 3.1 as a starting point. First, note that we need to construct vectors that satisfy:

$$z^k - \bar{z}_j^k = \sum_{(\ell, r) \in \mathcal{L}} \min\{\bar{M}, \frac{U}{D_{\ell+1, r-1}^k}\} y^k_{\ell, r}. \quad (24)$$

Most of the vectors presented in Proposition 3.1 satisfies (24), unless noted in the list of modifications presented below. Equation (24) is satisfied under three cases, which we call as Case ($\alpha$), Case ($\beta$), and Case ($\gamma$).

Case ($\alpha$): We have $y^k_{(\ell, r)} = 1$, for $\ell < j < r$, in which case the right hand side of (24) equals zero. This means that either we have $z^k = \bar{z}_j^k = 0$ (which appear in Case 2 of the proof of Proposition 3.1); or $z^k = \bar{z}_j^k = \lambda$, for $\lambda \neq 0$, (which only happens in Case 3 of Proposition 3.1 with $y^k_{j-1, j+1} = 1$, and we have $z^k = \bar{z}_j^k = \frac{L}{nD_{j+1}^r}$).

Case ($\beta$): We have $y^k_{(\ell, r)} = 1$, for $j \leq \ell$ or $j \geq r$, and $r = \ell + 1$. In this case, $\bar{z}_j^k = 0$, and the right hand side also equals zero. In all but one case presented in the proof of Proposition 3.1 that concern such $y^k_{(\ell, r)}$, we have $z^k = \bar{z}_j^k = 0$. The only vector with such $y^k_{(\ell, r)}$ and with $z^k \neq \bar{z}_j^k$ appears in Case (1d) of the proof, where $(\ell, r) = (\tau, \tau + 1)$, $z^k \neq 0$, but $\bar{z}_j^k = 0$. We simply remove this vector.

Case ($\gamma$): We have $y^k_{(\ell, r)} = 1$, for $j \leq \ell$ or $j \geq r$, and $r > \ell + 1$. Again, $\bar{z}_j^k = 0$. In the proof of Proposition 3.1, these cases appeared twice, once in Case 2, and once in Case 3 in the proof of Proposition 3.1. The vectors all have $\bar{z}_j^k = 0$. We simply change the value of $z^k$ from their original value assigned in the respective cases in the proof of Proposition 3.1 to $z^k = \min\{\bar{M}, \frac{U}{D_{\ell+1, r-1}^k}\}$. □

3.2 The Special Case of $P_{1 \times n \times 1 \times 1}$

We now present our results on a number of non-trivial facet-defining constraints for the special case of single row, a single angle and a single voxel. This very special case is unlikely to be an insightful subproblem for VMAT, but it is more insightful for IMRT, and is therefore included in the paper. For ensuring feasibility, we simply exclude closed leaf positions from the following discussion, i.e., $\mathcal{L} := \mathcal{L}\setminus\{(j, j + 1)|j = 0, \ldots, n\}$. Let $D_{\ell, r} = \sum_{j=\ell}^{r} D_j$. Note that the results presented in the previous section are still valid and hence not repeated here.

**Proposition 3.4** The inequality

$$z - \bar{z}_j \geq \sum_{(\ell, r) \in \mathcal{L}} \frac{L}{D_{\ell+1, r-1}^r} y_{\ell, r} \quad (25)$$
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is valid for \( P_{1 \times n \times 1 \times 1} \) and dominates (56). Moreover, it is facet-defining for \( P_{1 \times n \times 1 \times 1} \) under the general condition of \( \tilde{M}D_{j''} > L, \forall j'' \in J \).

The following proposition concerns constraints that involve two columns, any arbitrary distinct columns).

**Proposition 3.5** The 2-column inequalities for \( P_{1 \times n \times 1 \times 1} \):

1. The 2-column inequality with \( j < \hat{j} \),

\[
\bar{z}_j + \bar{z}_{\hat{j}} - z \leq \sum_{(\ell, r) \in L} \min\{M, \frac{U}{D_{\ell+1, r-1}}\} y_{\ell, r} - \sum_{(\ell, r) \in L} \frac{L}{D_{\ell+1, r-1}} y_{\ell, r} \tag{26}
\]

is valid for \( P_{1 \times n \times 1 \times 1} \), and is facet-defining under the general condition \( \tilde{M}D_{j''} > L, \forall j'' \in J \).

2. The 2-column inequality with \( j < \hat{j} \),

\[
\bar{z}_j + \bar{z}_{\hat{j}} - z \geq \sum_{(\ell, r) \in L} \frac{L}{D_{\ell+1, r-1}} y_{\ell, r} - \sum_{(\ell, r) \in L} \min\{M, \frac{U}{D_{\ell+1, r-1}}\} y_{\ell, r} \tag{27}
\]

is valid for \( P_{1 \times n \times 1 \times 1} \), and is facet-defining under the conditions that \( \tilde{M}D_{j''} > L, \forall j'' \in J \) and \( \exists (\ell, r) \in L \setminus \{0, n+1\} \) such that \( \ell \geq j \) or \( \hat{j} \geq r \) and \( \tilde{M}D_{\ell+1, r-1} \geq U \).

For the proofs, we refer the interested reader to the appendices.

### 4. Solution Methodologies

In this section, we introduce four heuristic solution methods. We first discuss three natural ways to obtain Lagrangian relaxations to the original MIP. We then explain why only two of them are implemented in Sections 4.2 and 4.3. The third heuristic is based on a different IP-formulation of the model, and the last heuristic is based on the metaheuristic idea of Variable Neighborhood Search, where we derive some problem-specific features to guide the search.
4.1 Lagrangian Relaxation (LR) for Upper Bounds

Here, we consider three variants:

1. **Relax constraints (3),(4), (50)-(51), (55)-(58):** As proven by Proposition 4.1, the subproblem is guaranteed to be solved in polynomial time.

2. **Relax constraints (5)-(52):** This creates $K$ separate subproblems, one for each control point $k$ (each subproblem being an IP problem).

3. **Relax constraints (55) and (57):** This relaxation generates two subproblems, one for $y$ variables and one for $z$ and $x$ variables.

Let $LR_i$ indicate the Lagrangian Relaxation and $LD_i$ be the optimal solution of the Lagrangian dual for $i = 1, 2, 3$, i.e.,

$$LD_i = \min_u \max_{x,y,z,\bar{z}} LR_i(u, x, y, z, \bar{z}),$$

where $u$ is the vector of Lagrangian multipliers.

**Proposition 4.1** $LD_1 = \max\{(1)(2) - (52), (55) - (58), 0 \leq x \leq 1^{|V_t|}, 0 \leq y \leq 1^{|I|\times|L|}\}.$

In words, optimizing the Lagrangian dual for the first relaxation will generate a bound equal to LP relaxation of the original problem.

**Proof.** For this subproblem, consider the following network: For each $i \in I$, draw a network with $K + 2$ levels as follows: Level 0 has a single, dummy source node with supply of 1, level $K + 1$ has a single dummy sink node with demand 1, and each of the other $K$ levels have $L$ nodes (representing all $(\ell, r) \in L$) with a demand of zero. First, from the dummy source node, draw arcs to all $L$ nodes in level 1. From level 1, draw arcs to level 2 in the way that MLC shape $(\ell, r)$ in level 1 can be changed to $(\ell', r')$ in level 2. Repeat this for all levels until level $K$ is reached. Then, connect all the nodes in that level to the dummy sink node. It is easy to observe that solving a shortest path problem through this network, where arc costs will be defined as a combination of original objective function coefficients and Lagrangian multipliers, will generate integral solutions to $y$ variables that satisfy the constraints (2),(5),(6). Finally, note that constraints (52) are independent from previous constraints and there is only a single binary variable on each constraint related to linear variables; therefore all extreme point solutions will be integral. Therefore, $conv(\{(x, y, z)| (2), (5), (6), (48), (49), (52), x \in \{0, 1\}^{|V_t|}, y \in \{0, 1\}^{|I|\times|L|}\}) = conv(\{(x, y, z)| (2), (5), (6), (48), (49), (52), 0 \leq x \leq 1^{|V_t|}, 0 \leq y \leq 1^{|I|\times|L|}\}).$
Since the Lagrangian dual for this relaxation does not provide a bound better than the LP relaxation bound of the original problem, we do not investigate this further. However, we make this technical comment for the sake of completeness.

**Corollary 4.1** \( LD_3 \leq LD_1 \).

On the other hand, for \( LD_2 \) and \( LD_3 \), the subproblems do not in general produce naturally integer solutions, hence the Lagrangian dual bounds they generate will be at least as strong as (or probably lower than) the LP relaxation bounds. Although, this may involve more computational effort. As we will see in numerical results, \( LR_2 \) is computationally cheap, whereas \( LR_3 \) requires significant effort.

### 4.2 LR-Based Heuristic I

Our first heuristic is based on the control point independence feature of \( LR_2 \). We relax machinery constraints that link the adjacent control points, i.e., (5) - (52), and are thus able to solve each control point subproblem independently. Instead of penalizing all the violated constraints in the objective function like the usual LR methods do, we penalize only the dose violations, but “fix” the neighboring control point machinery constraints as follows. Once a single-control point subproblem is solved and its MLC shape is determined, i.e., \( y \)-variables are fixed, we can impose the machinery constraints for the neighboring control points. This is done iteratively until all MLC shapes for all control points are obtained. Then, the problem reduces to a simple IP without machinery constraints (it would have been simply an LP if constraint (52) was not included). Algorithm 1 provides an overview of the heuristic, where \((a)^+ = \max(a, 0)\).

**Algorithm 1** A heuristic that exploits control points consecutively, generating \(|K|\) candidate solutions.

1: \textbf{for} \( k \in K \) \textbf{do}
2: \hspace{1em} Solve the problem P1: \( \min \{ \sum_{v \in V_i} (L_v - d_v)^+ + \sum_{v \in V} (d_v - U_v)^+ | (y, z, \bar{z}) \in X_{rel} \} \)
3: \hspace{1em} where \( X_{rel} = \{(2) - (4), (53), (55) - (58)\} \), for only \( k \);
4: \hspace{1em} Solutions are fixed \( y \)-variables \( \implies \) MLC-shape for control point \( k \);
5: \hspace{1em} \textbf{for} \( k' = k + 1 \ldots |K| \) \textbf{and} \( k' = k - 1 \ldots 1 \) \textbf{do}
6: \hspace{2em} Solve the problem P1': \( \min \{ \sum_{v \in V_i} (L_v - d_v)^+ + \sum_{v \in V} (d_v - U_v)^+ | (y, z, \bar{z}) \in X'_{rel} \} \)
7: \hspace{2em} where \( X'_{rel} = \{(2) - (49), (53), (55) - (58)\} \), for only \( k' \);
8: \hspace{2em} Fix shapes for \( k' \);
9: \hspace{1em} \textbf{end for}
10: \hspace{1em} Now all shapes fixed, solve the original problem;
11: \textbf{end for}
When we minimize the objective function in the inner loop, we involve all control points that are fixed so far, in addition to \( k' \), in order to minimize the error function 
\[
\sum_{v \in V_t} (L_v - d_v)^+ + \sum_{v \in V} (d_v - U_v)^+
\]
more accurately and to obtain more involved fixing decisions. Also note that one can replace this objective function with a discrete function that counts infeasibilities, i.e., 
\[
\min \sum_{v \in V_t} w_v^- + \sum_{v \in V} w_v^+ 
\]
such that \( w_v^-, w_v^+ \in \{0, 1\} \) and 
\[
L_v w_v^- \geq L_v - d_v; \quad (\bar{M} \sum_{k \in K} \sum_{i \in I} \sum_{j \in J} D_{ij}^K) w_v^+ \geq d_v - U_v.
\]
This will simply provide an equal weight for each voxel to satisfy their dosage lower and upper bound constraints; rather than the “error”. We believe that in theory, such a counting objective is appropriate, at least mathematically, and is based on a similar logic like the objective function of our problem. However, in a number of preliminary tests we ran, we have observed that this discrete counting function does not behave well computationally possibly due to symmetry, and therefore we use the original error function in the final algorithm.

In the current implementation, once the problem P1 is solved for \( k \), first the forward (i.e., for \( k' = k + 1 \) to \( k' = |K| \)) and then the backward (i.e., for \( k' = k - 1 \) to \( k' = 1 \)) subproblems are solved. Forward and backward subproblems can be solved separately in parallel at the same time if needed for a faster result, although we consider in this paper the sequential time for fair comparison purposes and leave parallelization to future research. We also note that one can apply different running orders of subproblems in the inner loop to obtain different solutions, e.g., in the alternating order (i.e., \( k' = k + 1, k' = k - 1, \ldots, k' = K, k' = 1 \)) or in a randomized order (i.e., pick with probability \( p \) forward or probability \( 1 - p \) backward subproblem). We ran some limited experiments on this aspect and did not observe any significant difference. Hence we implemented the simple sequential order in this paper, although we plan more extensive computational tests as part of future research. The computational performance of Algorithm 1 (in particular how often feasible solutions can be found, solution qualities, and computation times) will be discussed in Section 5.

### 4.3 LR-Based Heuristic II

Our second LR-based heuristic is a combination of subgradient optimization and an IP-heuristic applied to the third Lagrangian relaxation (\( LR_3 \)). If we relax constraints (55) and (57) and assign multipliers \( \alpha_{ij}^k \) and \( \beta_{ij}^k \) respectively to these two sets of constraints, we obtain
two separate subproblems as follows:

$$\text{(Pr.1)}: \max_{x, z, \bar{z}} \sum_{v \in V} x_v + \sum_{k \in K} \sum_{i \in I} \sum_{j \in J} (\beta_{ij} - \alpha_{ij}) \bar{z}_{ij}^k - \beta_{ij}^k z^k$$

s.t. (48) – (53), (56), (58); and

$$\text{(Pr.2)}: \max_y \sum_{k \in K} \sum_{i \in I} \sum_{j \in J} \bar{M} (\alpha_{ij} - \beta_{ij}^k) \sum_{(\ell, r) \in L} y_{\ell, r}^k$$

s.t. (2) – (6).

Once these subproblems are solved individually, we perform subgradient optimization by updating the multipliers using a stepsize $\theta$ described as follows:

$$\alpha_{ij}^k \leftarrow \alpha_{ij}^k + \theta \left( \bar{z}_{ij}^k - \bar{M} \sum_{(\ell, r) \in L} y_{\ell, r}^k \right), \text{ and}$$

$$\beta_{ij}^k \leftarrow \beta_{ij}^k + \theta \left( \bar{M} (-1 + \sum_{(\ell, r) \in L} y_{\ell, r}^k) + z^k) - \bar{z}_{ij}^k \right).$$

Every time the multipliers are updated, the solution to (Pr.2) is used to fix all $y$-variables and then a simplified version of the original problem is optimized to obtain a heuristic solution. The computational performance (in particular how often feasible solutions can be found, solution qualities, and computation times) will be discussed in Section 5.

### 4.4 A Centering-Based Heuristic

The challenge with the original formulation is the vast number of the $y$ variables, as these are defined for any possible left-right leaves combinations. If one knew in advance where the “center” of an opening in a row lies, then one could simply define $n$ binary variables for this row instead of $n^2$ binary variables (hence a significant reduction of problem dimension and computational complexity), where these binary variables either indicate the left-leaf position (if column position is smaller than center) or the right-leaf position (if column position is bigger than center). In a heuristic fashion, one can extend this idea to the “center of an opening” for a given snapshot, i.e., a column being a center column for all rows, and then, solve this (probably easy) problem iteratively multiple times, e.g., by using different centering schemes. The pseudocode for the proposed heuristic is presented in Algorithm 2.
First, we define our notation and reformulate the problem for snapshot $k$. Let $y^\ell_{ij}$ ($y^r_{ij}$) be binary variables for row $i$ and column $j$, where $y^\ell_{ij} = 1$ ($y^r_{ij} = 1$) holds when the left (right) leaf position is on column $j$. Let $\hat{c}^k$ represent the predefined center column, and $\hat{\ell}_i$ ($\hat{r}_i$) indicate the left (right) leaf position fixed for row $i$ of the neighboring snapshot (if $k$ is not the first processed snapshot). The reformulation is then as follows:

$$\sum_{j=0}^{c^k} y^\ell_{ij} = 1 \quad \forall i \in I \quad (28)$$

$$\sum_{j=c^k+1}^{n+1} y^r_{ij} = 1 \quad \forall i \in I \quad (29)$$

$$d_v = \sum_{i \in I} \sum_{j \in J} \left( z^k_{ij} \times D_{ijv}^k \right) \quad \forall v \in V \quad (30)$$

$$\bar{z}^k_{ij} \leq \bar{M} \sum_{j'=0}^{j-1} y^\ell_{ij'} \quad \forall i \in I, \forall j \in [1, \hat{c}^k] \quad (31)$$

$$\bar{z}^k_{ij} \leq \bar{M} \sum_{j'=j+1}^{n+1} y^r_{ij'} \quad \forall i \in I, \forall j \in [\hat{c}^k + 1, n] \quad (32)$$

$$\bar{z}^k_{ij} \leq z^k \quad \forall k \in K, \forall i \in I, \forall j \in J \quad (33)$$

$$\bar{z}^k_{ij} \geq \bar{M} \left( -1 + \sum_{j'=0}^{j-1} y^\ell_{ij'} \right) + z^k \quad \forall i \in I, \forall j \in [1, \hat{c}^k] \quad (34)$$

$$\bar{z}^k_{ij} \geq \bar{M} \left( -1 + \sum_{j'=j+1}^{n+1} y^r_{ij'} \right) + z^k \quad \forall i \in I, \forall j \in [\hat{c}^k + 1, n] \quad (35)$$

$$\bar{z}^k_{ij} \geq 0 \quad \forall i \in I, \forall j \in J \quad (36)$$

$$y^\ell_{ij} = 0 \quad \forall i \in I, \forall j \in J'\setminus{\hat{\ell}_i - \delta, \hat{\ell}_i + \delta} \quad (37)$$

$$y^r_{ij} = 0 \quad \forall i \in I, \forall j \in J'\setminus{\hat{r}_i - \delta, \hat{r}_i + \delta} \quad (38)$$

One important aspect that needs further elaboration is the selection of $\hat{c}^k$. We propose the following intuitive possibilities:

$$\hat{c}^k_1 = \frac{\sum_{v \in V_t} L_v \left( \sum_{i \in I} \sum_{j \in J} (j - 0.5) D_{ijv}^k \right)}{\sum_{v \in V_t} L_v}$$
Algorithm 2 A centering-based heuristic, generating $|K|$ candidate solutions.

1: Pre-solve to obtain $\hat{c}^k$ for each snapshot $k \in K$
2: for $k \in K$ do
3: Using $\hat{c}^k$, solve the problem: $\min \{ \sum_{v \in V} (L_v - d_v)^+ + \sum_{v \in V} (d_v - U_v)^+ \} \{(y^l, y^r, z, \bar{z}) \in X_{ref}\}$
4: where $X_{ref} = \{(28) - (36)\}$, for only Snapshot $k$
5: Fix shapes for $k$, set $\hat{\ell}_i$ and $\hat{r}_i$ values;
6: for $k' = k + 1 \ldots |K|$ and $k' = k - 1 \ldots 1$ do
7: Using $\hat{c}^{k'}$, solve the problem: $\min \{ \sum_{v \in V} (L_v - d_v)^+ + \sum_{v \in V} (d_v - U_v)^+ \} \{(y^l, y^r, z, \bar{z}) \in X_{ref}'\}$
8: where $X_{ref}' = \{(28) - (38)\}$, for only $k'$
9: Fix shapes for $k'$, set $\hat{\ell}_i$ and $\hat{r}_i$ values;
10: end for
11: Now all shapes fixed, solve the original problem;
12: end for

$$\hat{c}_2^k = \sum_{v \in V_0} \frac{1}{U_v} \left( \frac{\sum_{i \in I} \sum_{j \in J} (j - 0.5) (1/D_{ijv}^k)}{\sum_{i \in I} \sum_{j \in J} (1/D_{ijv}^k)} \right)$$

$$\hat{c}_3^k = w_1 \hat{c}_1^k + w_2 \hat{c}_2^k$$

The value $\hat{c}_1^k$ emphasizes higher dose and lower $L_v$, and depends on only tumor voxel parameters whereas the value $\hat{c}_2^k$ emphasizes lower dose and higher $U_v$, and depends only on sensitive tissue parameters. $\hat{c}_3^k$ simply combines these two with weights $w_1, w_2$. We observed minimal differences on some preliminary computational tests using different weights, hence we use $\hat{c}_3^k$ with $w_1 = 0.5 = w_2$ in the final algorithm.

The main advantage of this framework is not only a significant reduction in the number of variables but also in the elimination of inter-leaf constraints. On the other hand, this method has the disadvantage that it limits the candidate opening patterns for a control point to only “centered” patterns (e.g., the pattern cannot be diagonally-shaped) and infeasibilities are more probable. We will discuss these aspects in detail in Section 5. We also note that this heuristic is related to the first LR-based heuristic, where single-control point-problems are solved consecutively for each control point, after the MLC apertures for the previous control points are fixed. The main difference here is that the subproblem is even further simplified,
since allowing only one center for a whole snapshot reduces the solution space significantly. We will compare computational results for both of these methods in the next section.

Finally, we also note that one might use this approach in an exact fashion, where the parameters $c_k$ will need to be redefined as variables. This will require a sophisticated approach using a specialized branch-and-bound and column generation scheme, which is discussed in detail in a companion paper [4].

4.5 A Guided Variable Neighborhood Scheme (GVNS)

Our Guided Variable Neighborhood Scheme (GVNS) aims to tackle problems of large scale, and therefore, feasibility is the primary objective; the first attempt is to obtain solutions that satisfy all machinery and dose constraints. When such a feasible solution is found, a pre-determined number of attempts to improve the original objective function will be triggered. This is done by keeping track of the current best feasible solution with the highest original objective value. If there are no improvements to the original objective value after a predetermined number of dose and machinery-feasible solutions are found, we return the current feasible solution with the best original objective value as an output.

The method randomly generates fluence weights and MLC shapes that satisfy the machinery constraints for each snapshot. We define two main neighborhoods:

- $N^\mu$ is the neighborhood of solutions obtained by modifying the fluence weights. This is further divided into $N^\mu_+$ (increase MU by $\Delta_\mu$) and $N^\mu_-$ (decrease MU by $\Delta_\mu$).

- $N^s$ is the neighborhood of solutions obtained by modifying the MLC shapes.

For the former, we further define $N^\mu_{\pm 1} \subset N^\mu_{\pm 2} \subset \cdots \subset N^\mu_{\pm VNS_{\max}}$, i.e., $N^\mu_{\pm i}$ is the neighborhood defined by having $i$ MUs increased (or decreased) while satisfying the machinery constraints. (In our experiments, we used $\Delta_\mu = 1$). $VNS_{\max}$ denotes the maximum number of MUs that are allowed to be changed, calculated as a fraction of $|K|$.

Similarly, we also have $N^s_1 \subset N^s_2 \subset \cdots \subset N^s_{VNS_{\max}}$, with $N^s_p$ representing the random selection of $p$ snapshots and modifying the associated MLC shapes by moving each leaf by a random selection from the feasible moves of the leaves. Our preliminary experiments indicated that the result of implementing two different shape change schemes (enlarge_shape and reduce_shape) does not differ significantly from that of the random shape change. With the former, while fixing violations in underdosed voxels, overdose is often induced in other voxels, and vice versa. We implemented four variations of our heuristic method:
• **Method 1 - Random Descent Local Search**

In this method, the neighbour search alternates between MU change \((N^\mu)\) and shape change \((N^s)\). The method randomly selects a snapshot and modifies its MU or shape.

• **Method 2 - A Guided Search**

This is done in a way that the neighborhood search is “guided” by the current solution to improve machinery constraint satisfaction. Let \(oCNT\) be the number of voxels overdosed and \(uCNT\) be the number of voxels under-dosed. Then:

1. \(\frac{oCNT - uCNT}{oCNT} \geq 0.1\), we search the neighborhood of \(N^\mu_{-1}\) to decrease the MU;
2. \(\frac{uCNT - oCNT}{uCNT} \geq 0.1\), we search the neighborhood of \(N^\mu_{+1}\) to increase the MU;
3. otherwise we search \(N^S\) to change the shape.

• **Method 3 - A Variable Neighborhood Search**

In this method, we also alternate between MU change and shape change. First, we calculate \(VNS_{\text{max}} = \lceil \gamma |K| \rceil\), for \(0 < \gamma < 1\) a user-determined value (we used \(\gamma = 0.3\) in our experiments). Initially, we set \(size_{VNS} = \lceil \frac{|oCNT - uCNT|}{|V|} \times (VNS_{\text{max}} - 1) \rceil\). If there is no improvement to the objective value, we increase \(size_{VNS}\) by 1, until \(VNS_{\text{max}}\) is reached.

Method 3 is executed in two different ways. In Method 3a, shape change is carried out when the iteration count is even with \(size_{VNS}\) snapshots changed at a time, and MU change is carried out otherwise. In Method 3b, in each iteration of the neighborhood search, MU change and shape change are executed iteratively.

• **Method 4 - A Guided Variable Neighborhood Search**

Our preliminary results showed that Method 4 outperformed Methods 1–3, hence we will describe only this method in details. The VNS and its variations have been around for many years (for general literature overview, see [14, 21]). In our problem-specific implementation, we modified the VNS by integrating the “guided search” idea of Method 2.
Algorithm 3 GVNS for VMAT, finding feasible solutions (or a solution with least violations).

1: Set \( \text{ItCNT} = \kappa = \omega^* = 0; \) Randomly generate a machinery feasible initial solution \( x' \);
2: Set objective cost \( z' = oCNT + uCNT; \) Set best soln \( x^* \leftarrow x' \), best cost \( z^* \leftarrow z' \);
3: if \( z' = 0 \) then set \( \omega^* = \omega(x') \); \( \kappa \leftarrow \kappa + 1 \);
4: end if
5: while \((\kappa < \kappa_{\text{max}}) \wedge (\text{ItCNT} < \text{ItMAX})\) do
6: if \((\text{ItCNT} \mod \text{ItNEW}) = 0\) then Generate a new \( x' \);
7: end if
8: if \((oCNT > uCNT) \lor (uCNT > oCNT)\) then
9: Set \( \text{sizeVNS} = \lceil \frac{|oCNT-uCNT|}{|V|} \rceil (VNS_{\text{max}} - 1) \);
10: if \( oCNT > uCNT \) then
11: Reduce MUs;
12: Obtain \( x'' \) by random \( N_{\text{sizeVNS}}^\mu(x') \), calculate \( oCNT, uCNT \); set \( z'' \leftarrow oCNT + uCNT \);
13: if \( z'' = 0 \) then
14: if \( \omega(x'') \geq \omega^* \) then
15: Set \( \omega^* \leftarrow \omega(x'') \) and Set \( \kappa = 0 \);
16: else
17: Set \( \kappa \leftarrow \kappa + 1 \);
18: end if
19: else if \( z'' > z^* \) then
20: Set \( \text{sizeVNS} \leftarrow \min\{VNS_{\text{max}}, \text{sizeVNS} + 1\} \);
21: else if \( z'' < z^* \) then
22: Set \( z^* \leftarrow z'' \) and \( x^* \leftarrow x'' \);
23: Set \( \text{sizeVNS} \leftarrow \max\{1, \text{sizeVNS} - 1\} \);
24: end if
25: else if \( uCNT > oCNT \) then
26: Increase MUs;
27: Obtain \( x'' \) by random \( x'' \in N_{\text{sizeVNS}}\mu(x), \) calculate \( oCNT, uCNT \); set \( z'' \leftarrow oCNT + uCNT \);
28: if \( z'' = 0 \) then
29: if \( \omega(x'') \geq \omega^* \) then
30: Set \( \omega^* \leftarrow \omega(x'') \) and Set \( \kappa = 0 \);
31: else
32: Set \( \kappa \leftarrow \kappa + 1 \);
33: end if
34: else if \( z'' > z^* \) then
35: Set \( \text{sizeVNS} \leftarrow \min\{VNS_{\text{max}}, \text{sizeVNS} + 1\} \);
36: else if \( z'' < z^* \) then
37: Set \( z^* \leftarrow z'' \) and \( x^* \leftarrow x'' \);
38: Set \( \text{sizeVNS} \leftarrow \max\{1, \text{sizeVNS} - 1\} \);
39: end if
40: else if No feasible MU change can be made then
41: Perform Change Shape routine;
42: Obtain \( x'' \) by random \( x'' \in N_{\text{sizeVNS}}\mu(x), \) calculate \( oCNT, uCNT \); set \( z'' \leftarrow oCNT + uCNT \);
43: if \( z'' = 0 \) then
44: if \( \omega(x'') \geq \omega^* \) then
45: Set \( \omega^* \leftarrow \omega(x'') \) and Set \( \kappa = 0 \);
46: else
47: Set \( \kappa \leftarrow \kappa + 1 \);
48: end if
49: else if \( z'' > z^* \) then
50: Set \( \text{sizeVNS} \leftarrow \min\{VNS_{\text{max}}, \text{sizeVNS} + 1\} \);
51: else if \( z'' < z^* \) then
52: Set \( z^* \leftarrow z'' \) and \( x^* \leftarrow x'' \); and \( \text{sizeVNS} \leftarrow \max\{1, \text{sizeVNS} - 1\} \);
53: end if
54: end if
55: else
56: Perform Change Shape routine (as described above);
57: end if
58: \( \text{ItCNT} \leftarrow \text{ItCNT} + 1 \);
59: end while
We begin with a randomly generated machinery feasible solution with leaf positions and fluence weights that satisfy the machinery constraints. We then calculate the dose delivered to each voxel to find out the dose violations, and perform a search guided in the manner of promoting dose satisfaction.

The objective function is given by $vCNT = aCNT + uCNT$. If $vCNT > 0$, the GVNS will proceed to search for “neighboring” solutions by using one of the two neighborhood search schemes $N^\mu$ and $N^s$. Our method attempts to increase or decrease MUs in the first instance. We also perform MLC shape change on a regular basis, or if no consecutive-snapshot-feasible MU change is possible. Should there be no machinery feasible leaf movements available, we modify our shape change procedure by first selecting $i$ snapshots randomly, select the left- and right-leaf positions for the first row of the MLC of each of these $i$ snapshots, and generate leaf positions for subsequent rows that satisfy the inter-leaf constraints. It is possible that some consecutive snapshot leaf restrictions are violated, and these violations are added into the cost function. Once in a while, a new MLC-feasible solution will be generated for all $|K|$ snapshots, allowing random starts for the search. See Algorithm 3 for the pseudocode. We note the key notation, as follows:

- $ItCNT$ a counter for number of iterations the GVNS has been performed.
- $ItMAX$ a predetermined maximum number of iterations to be performed.
- $ItNEW$ a new machinery feasible solution is generated every $ItNEW$ iterations.
- $\kappa$ a counter for the number of occurrences when a feasible solution is found and it does not improve the current best original objective function value.
- $\kappa_{\text{max}}$ the maximum value for $\kappa$ allowed in the GVNS (in our experiments, $\kappa_{\text{max}} = 5$).
- $\omega(x')$ the value of the original objective function given by solution $x'$.
- $\omega^*$ best value of original objective function out of all feasible solutions found.

5. Numerical Results

In this section, we present our numerical results for the various heuristic methods, starting with a discussion of some preliminary aspects. It would be ideal if we were able to test the
methods we developed on real clinical data. Unfortunately, we currently do not have access to an in-house dose deposition coefficient \(D_{ijv}^k\) calculation software such as the one used in [24]. Moreover, while we do have some DICOM images available, converting these images into indexed voxels with associated structure label and dose requirement labels would involve a substantial amount of work without any in-house tools. In spite of these difficulties, we designed a problem generator that generates problem instances as close to the reality as possible. For our experiments, we first used randomly generated problem instances that are feasible (30 instances with sizes from small to large, plus 3 very large instances) for the testing of all our solution methods. This is described in detail in [3], where documentation and the entire data set are available for the benefit of the research community, potentially providing a common platform for researchers to experiment and benchmark different algorithms and methods. We also generated seven extra large problem instances with the number of non-zero \(D_{ijv}^k\) values comparable (in some instances larger) to those clinical instances reported in the recent work of [24]. In this respect, we believe that the extra large problem instances can represent realistic clinical cases. We tested these extra large problem instances only with the GVNS, as the IP-based heuristics were not able to solve problems of this size. Due to the size of data, this extra large data set are available upon request.

In Table 1, we provide an overview of the parameters used in the problem generator. This notation is used to name instances in the format of MLC-Voxels/\(|K|\)-\(\rho\)-\(z_{\text{max}}\)-\(\Delta\)-\(\delta\)-\(d_{\text{max}}\), e.g., 6-6-6-6-6/16-0.1-5-2-2-3 is an instance with a 6 \(\times\) 6 MLC bixels and 6 \(\times\) 6 \(\times\) 6 voxels, 16 snapshots, and so on.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(m/n)</td>
<td>number of rows/columns in MLC</td>
</tr>
<tr>
<td>(w/h/d)</td>
<td>width/height/depth of treatment field (# voxels)</td>
</tr>
<tr>
<td>(</td>
<td>K</td>
</tr>
<tr>
<td>(\rho)</td>
<td>for generating (U_v) and (L_v) by using (d_v(1 \pm \rho)); tested values (\rho = 0.08, 0.1, 0.2)</td>
</tr>
<tr>
<td>(z_{\text{max}})</td>
<td>max. value for MU allowed from any snapshot</td>
</tr>
<tr>
<td>(\Delta)</td>
<td>max. MU change in consecutive snapshots</td>
</tr>
<tr>
<td>(\delta)</td>
<td>max. leaf traveling in consecutive snapshots</td>
</tr>
<tr>
<td>(d_{\text{max}})</td>
<td>max. possible value for (D_{ijv}^k)</td>
</tr>
</tbody>
</table>

All computations reported in this section are executed on a PC with i7-2600 processor (3.40 GHz) and 8GB allocated memory. The optimization models, Lagrangian relaxations
(Section 4.1), and all the IP-based heuristics (Sections 4.2-4.4) are implemented in OPL modeling language and tested using IBM ILOG Cplex 12.2, whereas the GVNS heuristic (Section 4.5) is implemented in C++. Before discussing results comparing the efficiency of the proposed heuristic methods, we discuss some key preliminary tests.

With the alternative formulation mentioned at the end of Section 1.2 and included in the appendices, we have tested a number of problem instances, and the results are presented in Table 2. The problem instances are named with the MLC size and number of control points \((m \times n \times |K|)\). The columns labelled “Time” are the total computation time in seconds, and the columns labelled “Obj” are the values of the original objective function value \(\max \sum_v x_v\).

**Table 2** Langer-type model (LANG) versus our model (AMT) for HEUR 1 and HEUR 2. Time in seconds.

<table>
<thead>
<tr>
<th>Problem</th>
<th>HEUR1</th>
<th>HEUR2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LANG</td>
<td>AMT</td>
</tr>
<tr>
<td>((m \times n \times</td>
<td>K</td>
<td>))</td>
</tr>
<tr>
<td>6 \times 6 \times 16</td>
<td>67.39</td>
<td>7</td>
</tr>
<tr>
<td>7 \times 7 \times 8</td>
<td>22.20</td>
<td>1</td>
</tr>
<tr>
<td>8 \times 8 \times 8</td>
<td>520.65</td>
<td>9</td>
</tr>
<tr>
<td>12 \times 12 \times 10</td>
<td>349.64</td>
<td>4</td>
</tr>
<tr>
<td>6 \times 6 \times 16</td>
<td>2545.92</td>
<td>17</td>
</tr>
<tr>
<td>7 \times 7 \times 8</td>
<td>2918.89</td>
<td>60</td>
</tr>
<tr>
<td>8 \times 8 \times 8</td>
<td>28.38</td>
<td>0</td>
</tr>
<tr>
<td>12 \times 12 \times 10</td>
<td>20.97</td>
<td>0</td>
</tr>
</tbody>
</table>

We can see that in some cases, the Langer-type model is computationally more efficient, but the solution produced is of poorer quality. In other cases, our model is computationally more efficient, but the solution produced is not as good as those from the Langer-type model. In general, the longer the computation time, the higher the chance a better solution is found. Since neither model seemed to be clearly superior to the other, we decided to use the model we described in detail for all HEUR1 and HEUR2 experiments.

Our first set of experiments is the computational complexity of the test instances. Out of 33 problems, ILOG Cplex with default settings and 1hour/1% relative gap limitation could find feasible solutions for only 8 problems, proving optimality for only 2 of these. (We emphasise again that a feasible solution is both dose and machinery feasible, and is therefore
a feasible treatment plan). These results are presented in Table 3, where the t/gap column indicates time if \( < 3600 \) sec. and otherwise \( \text{gap} = \frac{(UB-LB)}{LB} \). For instances with 15x15 MLC arrays and above (except 15-15-15-15-15/8-0.1-5-2-3-3), Cplex could not even find an upper bound in this time (see appendices for details).

Table 3 Default Cplex runs with solutions found.

<table>
<thead>
<tr>
<th>Problem instance</th>
<th>LB</th>
<th>UB</th>
<th>t/gap</th>
</tr>
</thead>
<tbody>
<tr>
<td>6-6-6-6/16-0.1-5-2-2-3</td>
<td>17</td>
<td>86</td>
<td>405.88%</td>
</tr>
<tr>
<td>7-7-7-7/8-0.08-5-1-1-3</td>
<td>273</td>
<td>274</td>
<td>801</td>
</tr>
<tr>
<td>7-7-7-7/8-0.1-5-1-1-3</td>
<td>103</td>
<td>118</td>
<td>14.56%</td>
</tr>
<tr>
<td>7-7-7-7/8-0.2-5-1-1-3</td>
<td>6</td>
<td>33</td>
<td>450.00%</td>
</tr>
<tr>
<td>7-7-7-7/12-0.2-5-1-1-3</td>
<td>0</td>
<td>92</td>
<td>∞</td>
</tr>
<tr>
<td>8-8-8-8/16-0.1-5-2-2-3</td>
<td>27</td>
<td>426</td>
<td>1477%</td>
</tr>
<tr>
<td>12-12-12-12/16-0.1-3-2-3-2</td>
<td>1728</td>
<td>1728</td>
<td>993</td>
</tr>
<tr>
<td>12-12-12-12/16-0.1-5-3-4-3</td>
<td>312</td>
<td>1710</td>
<td>448.08%</td>
</tr>
</tbody>
</table>

Next, we discuss the computational complexity of the Lagrangian relaxations presented in Section 4.1. For 3 groups of test instances with MLC sizes \( 7 \times 7, 12 \times 12 \) and \( 15 \times 15 \), we ran 100 iterations of each Lagrangian relaxation on each test instance with the Lagrangian multipliers initialized using randomly selected values and updated as described in Section 4.3. The average computational time over all test instances for a single iteration of each relaxation is given in Table 4, where * indicates that there were iterations that were not finished before a pre-set time limit of 900 seconds. As these results show, \( LR_3 \) is significantly harder to solve (not even finishing for many iterations of bigger problems when \texttt{cplex.tilim} = 900 is used), and as we will see later, this affects the efficiency of the second LR-based heuristic. On the other hand, \( LR_2 \) can be solved very efficiently, even faster than \( LR_1 \). Note that one might improve the computational times of \( LR_1 \) by implementing the network idea discussed in the proof of Proposition 4.1.

Table 4 Average times (in sec.) for Lagrangian relaxations.

<table>
<thead>
<tr>
<th>MLC size</th>
<th>( LR_1 )</th>
<th>( LR_2 )</th>
<th>( LR_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>7 \times 7</td>
<td>0.81</td>
<td>0.51</td>
<td>23.64</td>
</tr>
<tr>
<td>12 \times 12</td>
<td>15.48</td>
<td>6.05</td>
<td>511.21*</td>
</tr>
<tr>
<td>15 \times 15</td>
<td>64.56</td>
<td>17.04</td>
<td>628.50*</td>
</tr>
</tbody>
</table>

Finally, we present and discuss the computational results for the four proposed methods. We use the abbreviations \( LR\text{Heur}_1 \), \( LR\text{Heur}_2 \) and \( Cent\text{Heur} \) to refer to the LR-based
Heuristics (Sections 4.2 and 4.3) and Centering-based Heuristic (Section 4.4), respectively. To ensure reasonable efficiency, pre-set time limits were used for different routines of all the IP-based heuristics, for which we run extensive preliminary tests to determine these parameters. In order to avoid fine tuning and obtain fair comparisons, we used the same time limit of *cplex.tilim* = 90 for all different subroutines except the “fixed heuristic” executed at the end of each iteration (i.e., the heuristic that uses the fixed y variables to solve the original problem). The fixed heuristic uses a time limit of *cplex.tilim* = 120 to increase the probability of finding feasible solutions. We note that increasing these time limits does not necessarily improve solution quality, as results in the appendices show for the case of *cplex.tilim* = 900 (and *cplex.tilim* = 1200 for the fixed heuristic). Finally, we note that for LRHeur2, we set the step size $\theta = 0.01$ (based on preliminary testing with a range of values) and limit the number of subgradient optimization iterations to 20 (based on the fact that LR$^3$ is computationally hard to solve).

Table 5 Comparing four heuristic methods.

<table>
<thead>
<tr>
<th>Problem Set (max MLC size)</th>
<th>LRHeur1</th>
<th>LRHeur2</th>
<th>CentHeur</th>
<th>GVNS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small (8 × 8)</td>
<td>4</td>
<td>8</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>Medium (12 × 12)</td>
<td>6</td>
<td>-</td>
<td>4</td>
<td>-</td>
</tr>
<tr>
<td>Large (15 × 15)</td>
<td>7</td>
<td>-</td>
<td>6</td>
<td>-</td>
</tr>
<tr>
<td>Very Large</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Problem Set (max MLC size)</th>
<th>LRHeur1</th>
<th>LRHeur2</th>
<th>CentHeur</th>
<th>GVNS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small (8 × 8)</td>
<td>-</td>
<td>1</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>Medium (12 × 12)</td>
<td>-</td>
<td>8</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Large (15 × 15)</td>
<td>-</td>
<td>9</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Very Large</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>-</td>
</tr>
</tbody>
</table>

Detailed computational results can be seen in Tables 6 and 7. Table 6 is organized in the following column order: objective values of the 1st and best solutions, computation time (in seconds) to the 1st solution, best solution, and total time. Note that since GVNS heuristic has an element of randomness in it and that it is much faster than the other methods, 5 runs are executed for each instance, and details for each of these runs are presented for the sake of completeness. Table 7 presents the results for the IP-based heuristics, where for each heuristic, number of iterations (to the 1st solution, to the best solution, and total number), number of feasible solutions obtained, objective values of the 1st and best solutions, and computation time (in seconds if < 3600, otherwise in the hour/minute format) are presented,
in this order. As summarized in Table 5, LRHeur2 is very efficient for small problems but fails to find feasible solution even for most of the medium problems. It is also important to note that CentHeur and GVNS are quite inefficient for small problems (they either fail or find poor solutions), which is an expected result as these methods are prone to infeasibility when the search space is limited. LRHeur1 and CentHeur seem to be similarly efficient for medium and large problems (especially the difference between their best solutions is less than 10% for all large instances). Finally, we emphasize that the GVNS is the method of choice when the problem sizes become very large that IP-based heuristics mostly fail or cannot generate good solutions.

As the results indicate, LRHeur1 seems to be the most successful method overall for the aspect of consistency in finding solutions, having failed to find a feasible solution only in 12 iterations from overall 452 iterations executed (note this excludes the very large instances). A similar comment can be made for GVNS, unless the problem is small. The method finds a solution in every run for all instances with MLC size $8 \times 8$ or above, although the best solution qualities might vary significantly from one run to another. This variation is encompassed by a very crucial advantage of GVNS, however: The method runs very fast for the majority of instances. No medium or large instance takes more than one hour for 5 runs (indeed, 14 of these instances take 10 minutes or less), and this is even true for 2 of the 3 very large instances. We also note that the variation in solution time is in general acceptable. IP-based heuristics are far slower, with the fastest one (CentHeur) achieving computational times of around 1 hour for the majority of medium and large instances (with occasional variation), and around 2 hours for very large instances. However, we note that in case of limited time, one can run these heuristics for a few iterations only, possibly focusing on snapshots/iterations that seem to be most successful. For example, CentHeur seems more successful for later snapshots and LRHeur1 is more successful for earlier snapshots (although it is also important to note for these two heuristics that like in any other heuristics, there is a factor of chance in this as well as the effect of control parameters used such as time and memory limits). Finally, we also note that only LRHeur2 and GVNS are methods with a user-defined number of iterations, as it is not dependent on the number of snapshots (hence more iterations can be added if computational resources are available) to possibly improve solutions.
Table 6: GVNS results detailing all 5 runs for each instance.

<table>
<thead>
<tr>
<th>Problem Instance</th>
<th>Objective Value 1st sol</th>
<th>Objective Value Best 1st sol</th>
<th>Time Total</th>
<th>Problem Instance</th>
<th>Objective Value 1st sol</th>
<th>Objective Value Best 1st sol</th>
<th>Time Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>6-6-6-6/16-0.1-5-2-2-3</td>
<td>1 1 80 80 251</td>
<td>12-12-12/</td>
<td>1 43 2 13 33</td>
<td>16-0.1-5-2-3-3</td>
<td>245 72 5 17 36</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7-7-7-7-8-0.08-5-1-1-3</td>
<td>13 28 1 95 166</td>
<td>274 274 7 7 27</td>
<td>15-15-15-15-15-1-3</td>
<td>3 150 1 4 22</td>
<td>1 563 8 34 56</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7-7-7-7-8-0.1-5-1-1-3</td>
<td>1 1 42 42 170</td>
<td>20-20-20-20-20-20-20-20</td>
<td>15-15-15-15-15-15-15-15</td>
<td>8-0.1-5-2-3-3</td>
<td>12 304 4 26 66</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7-7-7-7-8-0.2-5-1-1-3</td>
<td>No feasible solution found in 4 runs</td>
<td>No feasible solution found in 5 runs</td>
<td>15-15-15-15-15-15-15-15</td>
<td>16-0.1-5-1-1-3</td>
<td>16 1 11 49</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7-7-7-7-12-0.08-5-1-1-3</td>
<td>No feasible solution found in 5 runs</td>
<td>No feasible solution found in 5 runs</td>
<td>15-15-15-15-15-15-15-15</td>
<td>16-0.1-3-2-3-2</td>
<td>28 28 1 1 21</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7-7-7-7-12-0.1-5-1-1-3</td>
<td>No feasible solution found in 5 runs</td>
<td>No feasible solution found in 5 runs</td>
<td>15-15-15-15-15-15-15-15</td>
<td>16-0.1-5-1-1-3</td>
<td>30 30 6 6 34</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7-7-7-7-12-0.2-5-1-1-3</td>
<td>No feasible solution found in 5 runs</td>
<td>No feasible solution found in 5 runs</td>
<td>15-15-15-15-15-15-15-15</td>
<td>16-0.1-3-2-3-2</td>
<td>107 1054 3 220 351</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8-8-8-8/</td>
<td>8-0.1-5-1-1-3</td>
<td>12 304 4 26 66</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12-12-12-12/</td>
<td>12 304 4 26 66</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14 729 31 113 177</td>
<td>10 288 4 23 91</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2-7992</td>
<td>755 41 18 9 17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 7714</td>
<td>127 8 12 2 21</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8-0.1-5-2-3-3</td>
<td>12 304 4 26 66</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12-12-12-12-12/</td>
<td>12 304 4 26 66</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14 729 31 113 177</td>
<td>10 288 4 23 91</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2-7992</td>
<td>755 41 18 9 17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 7714</td>
<td>127 8 12 2 21</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8-0.1-5-2-3-3</td>
<td>12 304 4 26 66</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12-12-12-12-12/</td>
<td>12 304 4 26 66</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14 729 31 113 177</td>
<td>10 288 4 23 91</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2-7992</td>
<td>755 41 18 9 17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 7714</td>
<td>127 8 12 2 21</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8-0.1-5-2-3-3</td>
<td>12 304 4 26 66</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12-12-12-12-12/</td>
<td>12 304 4 26 66</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14 729 31 113 177</td>
<td>10 288 4 23 91</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2-7992</td>
<td>755 41 18 9 17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 7714</td>
<td>127 8 12 2 21</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8-0.1-5-2-3-3</td>
<td>12 304 4 26 66</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12-12-12-12-12/</td>
<td>12 304 4 26 66</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14 729 31 113 177</td>
<td>10 288 4 23 91</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2-7992</td>
<td>755 41 18 9 17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 7714</td>
<td>127 8 12 2 21</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8-0.1-5-2-3-3</td>
<td>12 304 4 26 66</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Table 7: Detailed results for LRHeur1, LRHeur2 and CentHeur, with cplex.tilim = 90 set for subroutines, and cplex.tilim = 120 set for the “fixed heuristic” run at the end of each iteration.

<table>
<thead>
<tr>
<th>Instance</th>
<th>LRHeur1 Results</th>
<th>CentHeur Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Problem</td>
<td># iterations</td>
<td>Objective values</td>
</tr>
<tr>
<td></td>
<td>1st sol</td>
<td>Best sol</td>
</tr>
<tr>
<td>6-6-6-6-6/16-0.1-5-2-3</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>7-7-7-7-8-0.3-1-1-1</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>7-7-7-7-8-0.3-1-1-1</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>7-7-7-7-12-0.1-5-2-1-1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>7-7-7-7-12-0.1-5-1-1-3</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>7-7-7-7-12-0.1-5-1-1-3</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

No feasible solution after 20 iterations

No feasible solution after 20 iterations

No feasible solution after 20 iterations

No feasible solution after 20 iterations

No feasible solution after 20 iterations

No feasible solution after 20 iterations

No feasible solution after 20 iterations

No feasible solution after 20 iterations

No feasible solution after 20 iterations

No feasible solution after 20 iterations

No feasible solution after 20 iterations

No feasible solution after 20 iterations

No feasible solution after 20 iterations

No feasible solution after 20 iterations

No feasible solution after 20 iterations

No feasible solution after 20 iterations

No feasible solution after 20 iterations

No feasible solution after 20 iterations

No feasible solution after 20 iterations

No feasible solution after 20 iterations

No feasible solution after 20 iterations

No feasible solution after 20 iterations

No feasible solution after 20 iterations

No feasible solution after 20 iterations

No feasible solution after 20 iterations

No feasible solution after 20 iterations

No feasible solution after 20 iterations

No feasible solution after 20 iterations
Table 8 Large-scale problem instances. Our GVNS attempt to achieve dose feasibility in the first instance. The time for “1st FEA records the time the first dose and machinery feasible solution is found. “OPT solution refers to the solution that maximizes the number of voxels receiving a desired dose $\bar{d}$.

<table>
<thead>
<tr>
<th>Problem Instances</th>
<th>Problem characteristics</th>
<th>Solution details</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(m \times n \times w \times h \times d \times</td>
<td>K</td>
<td>)$</td>
</tr>
<tr>
<td>$20 \times 20 \times 20 \times 20 \times 32$</td>
<td>8,000</td>
<td>12,800</td>
</tr>
<tr>
<td>$10 \times 10 \times 25 \times 25 \times 40 \times 45$</td>
<td>25,000</td>
<td>4,500</td>
</tr>
<tr>
<td>$10 \times 10 \times 15 \times 15 \times 30 \times 180$</td>
<td>6,750</td>
<td>18,000</td>
</tr>
<tr>
<td>$20 \times 20 \times 20 \times 20 \times 20 \times 45$</td>
<td>8,000</td>
<td>18,000</td>
</tr>
<tr>
<td>$20 \times 10 \times 25 \times 25 \times 40 \times 60$</td>
<td>25,000</td>
<td>6,000</td>
</tr>
<tr>
<td>$20 \times 20 \times 20 \times 20 \times 20 \times 60$</td>
<td>8,000</td>
<td>24,000</td>
</tr>
<tr>
<td>$20 \times 20 \times 20 \times 20 \times 20 \times 72$</td>
<td>8,000</td>
<td>28,800</td>
</tr>
</tbody>
</table>

† Best solution with original objective recorded 3 times before 1,000 iterations reached.

To summarize, we observe that the GVNS performs very efficiently for larger problems, finding feasible (and many times, good quality) solutions in very short times, where solution times remain fairly stable for different runs of the same problem instance. This justifies the GVNS to be implemented in real-life applications, compared to other methods. In order to verify this conclusion with more realistic problems, we tested the GVNS on 7 problem instances of very large scales, which are comparable or even harder than the instances presented in [24], where the most difficult problem instance has $114,315,187$ non-zero $D_{k,i,j,v}^b$.

We present the results for 1st and overall solutions in Table 8, including problem characteristics in the same format as that of [24] for easier comparability. For these runs, we used a quad-core iMac with 2.93GHz Intel Core i7 and 32 GB RAM.

6. Conclusions

In this paper, we studied the combinatorial optimization problem underlying the treatment planning optimization for three treatment modalities: VMAT, TomoTherapy, and CyberKnife. Our contribution lies in presenting a unified mixed integer linear programming formulation for these treatment modalities, investigating some theoretical properties of key subproblems of it, and proposing four solution methods that are also extensively tested using a set of problem instances with sizes ranging from small to very large and practical. We also make our set of test problems available to other researchers, in the hope that this will provide a venue for more efficient comparisons and fruitful discussions in the research community.

One of the important aims we stated at the start was to find feasible solutions that satisfy both the machinery and dose constraints. Our computational results indicated that this was
achieved in general, in particular for our most efficient method, Guided Variable Neighbourhood Search, with success in problems of sizes comparable to real clinical problems. One area we left for future research is to investigate possibilities of mixing these different methods such that parallelisation can help practitioners to obtain even better performance. It is also important to note that exact methods and theoretical properties should be investigated further to help us understand these problems better, some of which we address in a companion paper [4]. Further, other variety of objective function and constraint set combinations can be considered for future research, for example, including the volume constraints on OARs and PTVs.
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APPENDICES

The Formulation Adopted from the Model of [16]

In this section, we present a new MIP model for the treatment planning of VMAT based on an earlier model we presented in [4] and inspired by variables presented in [16] for intensity-modulated radiotherapy (IMRT). Similar to the model discussed in the paper, this new model also optimizes the MLC apertures and fluence weights simultaneously. Before we introduce the MIP model, we first present any new notation (in addition to the notation already defined in the paper), as follows:

- $t_{ij}^k$ be a binary variable with $t_{ij}^k = 1$ if bixel $i,j$ in snapshot $k$ is open, and $t_{ij}^k = 0$ otherwise. [NB: this, and the next two variables are used in [16] for IMRT and in [28, 29] for VMAT];

- $\ell_{ij}^k$ be a binary variable with $\ell_{ij}^k = 1$ indicating the column $j$ in row $i$ of snapshot $k$ is closed by the left leaf; and

- $r_{ij}^k$ be a binary variable with $r_{ij}^k = 1$ indicating the column $j$ in row $i$ of snapshot $k$ is closed by the right leaf.

First, we introduce the leaf-position constraints. The following set of constraints are presented in both [16] and [28, 29].

\[
\begin{align*}
\ell_{ij}^k = 1 - t_{ij}^k - r_{ij}^k, & \quad \forall i \in I, \, j \in J, \, k \in K \\
r_{i,j}^k \leq r_{i,j+1}^k, & \quad \forall i \in I, \, j \in J \setminus \{1\} \\
\ell_{i,j}^k \geq \ell_{i,j+1}^k, & \quad \forall i \in I, \, j \in J \setminus \{1\}
\end{align*}
\] (39)–(41)

Constraints (39)–(41) will ensure that the left and right leaves will not collide, the Consecutive-1 rule is observed, and that a bixel $i,j$ will either be open, or be blocked by the left or the right leaf.

[28, 29] used the following two constraints to ensure consecutive snapshot leaf travel distance restrictions.

\[
\begin{align*}
\ell_{i,j}^{k+1} \leq \ell_{i,j+\delta}^k, & \quad \forall i \in I, \, j = 1, \ldots, n - \delta, \, k = 1 \ldots |K| - 1 \\
r_{i,j}^{k+1} \geq \ell_{i,j-\delta}^k, & \quad \forall i \in I, \, j = \delta + 1, \ldots, n, \, k = 1 \ldots |K| - 1
\end{align*}
\] (42)–(43)
However, these constraints might produce infeasible solutions, as noted for a test problem instance available at http://www.deakin.edu.au/~vicky/4-6-2-4-5-4-0.dat, where the MLC is discretized into 4 rows and 6 columns. The maximum leaf travel distance $\delta$ is 1. The optimal solution produced by the Sun et al. model has, e.g., $l_{12}^1 = 1$, but $l_{21}^2 = 0$, which results in a violation of the consecutive snapshot maximum leaf travel distance constraint.

We now describe how we obtain our consecutive snapshot leaf travel distance restriction constraints. Consider the left leaf in Row $i$ of Snapshot $k$ is in Position $j$, then $\ell_{i,j}^k = 1$ and $\ell_{i,j+1}^k = 0$, so $\ell_{i,j}^k - \ell_{i,j+1}^k > 0$. Now, in Snapshot $k+1$, the left leaf can only be in one of the following positions: $\{j - \delta, \ldots, j + \delta\}$. This means that exactly one of the differences of $(\ell_{i,j+\alpha}^k - \ell_{i,j+\alpha+1}^k)$ will be $> 0$, for $\alpha = -\delta, \ldots, 0, \ldots, \delta$. Hence,

$$\sum_{\alpha = -\delta}^{\delta} (\ell_{i,j+\alpha}^{k+1} - \ell_{i,j+\alpha+1}^{k+1}) = \ell_{i,j-\delta}^{k+1} - \ell_{i,j+\delta+1}^{k+1} = 1$$

and therefore the consecutive snapshot leaf travel distance constraints for the left leaves are:

$$\ell_{i,j}^k - \ell_{i,j+1}^k \leq \ell_{i,j-\delta}^{k+1} - \ell_{i,j+\delta+1}^{k+1}, \quad \forall i \in I, \ j = \delta + 1, \ldots, n - \delta - 1, \ k = 1 \ldots |K| - 1$$

$$\ell_{i,j}^k - \ell_{i,j+1}^k \leq \ell_{i,j-\delta}^{k+1}, \quad \forall i \in I, \ j = n - \delta, \ldots, n - 1, \ k = 1 \ldots |K| - 1$$

$$\ell_{i,n}^k \leq \ell_{i,n-\delta}^{k+1}, \quad \forall i \in I, \ k = 1 \ldots |K| - 1$$

$$\ell_{i,j}^k - \ell_{i,j+1}^k \leq 1 - \ell_{i,j+\delta+1}^{k+1}, \quad \forall i \in I, \ j = 1, \ldots, \delta, \ k = 1 \ldots |K| - 1$$

$$\ell_{i,\delta+1}^{k+1} \leq \sum_{j \in J} \ell_{i,j}^k, \quad \forall i \in I, \ k = 1 \ldots |K| - 1$$

(44)
Similarly, the consecutive snapshot leaf travel distance constraints for the right leaves are:

\[ r^k_{i,j} - r^k_{i,j-1} \leq r^{k+1}_{i,j+\delta} - r^{k+1}_{i,j-\delta-1}, \]
\[ \forall i \in I, \ j = \delta + 2, \ldots, n - \delta, \ k = 1 \ldots |K| - 1 \]

\[ r^k_{i,j} - r^k_{i,j-1} \leq 1 - r^{k+1}_{i,j-\delta-1}, \]
\[ \forall i \in I, \ j = n - \delta + 1, \ldots, n, \ k = 1 \ldots |K| - 1 \]

\[ r^k_{i,j} - r^k_{i,j-1} \leq r^{k+1}_{i,j+\delta}, \]
\[ \forall i \in I, \ j = 2, \ldots, \delta + 1, \ k = 1 \ldots |K| - 1 \]

\[ r^k_{i,1} \leq r^{k+1}_{i,1+\delta}, \]
\[ \forall i \in I, \ k = 1 \ldots |K| - 1 \]

\[ r^{k+1}_{i,n-\delta} \leq \sum_{j \in J} r^k_{i,j}, \]
\[ \forall i \in I, \ k = 1 \ldots |K| - 1 \] (45)

The interleaf constraints are given by:

\[ l^k_{i,j} + l^k_{i+1,j} \leq 1, \ \forall j \in J, \ k \in K \] (46)

\[ l^k_{i+1,j} + l^k_{i,j} \leq 1, \ \forall j \in J, \ k \in K \] (47)

These are presented in [16].

We adopt the dose constraints from our model presented in the paper.

\[ z^k - z^{k+1} \leq \Delta \quad \forall k \in K \] (48)

\[ z^{k+1} - z^k \leq \Delta \quad \forall k \in K \] (49)

\[ d_v \geq L_v \quad v \in V_t \] (50)

\[ d_v \leq U_v \quad v \in V \] (51)

\[ d_v \geq \bar{d}_v \quad v \in V_t \] (52)

\[ x \in \{0,1\}^{|V_t|}; 0 \leq z^k \leq \bar{M}^{|K|} \] (53)

Also adopted from the model in the paper is the dose calculation equation:

\[ d_v = \sum_{k \in K} \sum_{i \in I} \sum_{j \in J} z^k_{ij} \times D^k_{ijv} \] (54)
As for the linearization constraints, we adopt Constraints (15)–(18) of the model in the paper, replacing \( \sum_{(\ell, r) \in L \atop \ell < j < r} y^k_{i(\ell, r)} \) with \( t^k_{ij} \). Hence we have, for each \( k \in K, i \in I, j \in J \):

\[
\begin{align*}
\bar{z}^k_{ij} & \leq \bar{M} t^k_{ij} \quad (55) \\
\bar{z}^k_{ij} & \leq z^k \quad (56) \\
\bar{z}^k_{ij} & \geq \bar{M} (1 + t^k_{ij}) + z^k \quad (57) \\
\bar{z}^k_{ij} & \geq 0 \quad (58)
\end{align*}
\]

For the objective function, as in the model presented in the paper, we have different options and there is no new notation to introduce here. This concludes the presentation of this formulation.

**Detailed Technical Results**

*Proof.* **PROOF OF PROPOSITION 5.** Here we prove the trivial facets of \( P_{1 \times n \times |K| \times 1} \).

(a) This is straightforward, as one can simply remove the last point from the proof of Proposition 4 and obtain sufficient number of affinely independent points with \( x_v = 0 \).

(b) This is also straightforward, as one can simply re-use all cases used in the proof of Proposition 4 (except for Case (1b)) with the following minor modifications to satisfy \( x_v = 1 \):

(i) Replace \( L \) with \( U \) in all instances;

(ii) In Case (1c), \( L + \epsilon \) is replaced with \( U - \epsilon \), for some \( \epsilon \) such that \( \epsilon < U - \bar{d} \); and

(iii) \( x_v = 0 \) is replaced with \( x_v = 1 \) in all cases.

(c) Here we have two cases: (i) \( y_{(\ell, r)}^k \) for all \( k \in K \) and \( r \neq \ell + 2 \); and (ii) \( y_{(\ell, r)}^k \) for all \( k \in K \) and \( r = \ell + 2 \). Let \( \tilde{k}, \bar{k} \in K \) such that \( \tilde{k} \neq \bar{k} \).

(i) We can use all the vectors constructed in the proof of Proposition 4, except for the vector with \( y_{(\ell, r)}^k = 1 \), and for the cases where \( r = \ell + 1 \), \( (\tau, \tau + 1) \) will be arbitrarily chosen from \( \{(h, h + 1) \mid h = 0, \ldots, n\} \setminus \{(\ell, r)\} \).

(ii) From the vectors constructed in the proof of Proposition 4, for all \( y_{(j-1,j+1)}^k \) where \( k \in K \) and \( j \in \{0, \ldots, n\} \), there are exactly two vectors with \( y_{(j-1,j+1)}^k = 1 \). We
remove both of these vectors, use all of the rest of the vectors, and then add the following vector.

\[ y_{(j-1,j+2)}^k = 1, \text{ when } j \leq n-1, \quad z^k = z_j^k = \bar{z}_{j+1}^k = \frac{L}{nD_{(j,j+1)}^L}; \] (or, \( y_{(j-2,j+1)}^k = 1, \text{ when } j = n, \quad z^k = z_j^k = \bar{z}_{j+1}^k = \frac{L}{nD_{(j-1,j)}^L}; \) \( y_{(0,n+1)}^{\beta} = 1, \text{ for } \beta = \hat{k} \) if \( k = \hat{k} \), and \( \beta = \bar{k} \) otherwise; \( \bar{z}_{j'}^{\beta} = \frac{(n-1)L}{nD_{(1,n)}^L}, \) for all \( j' = 1, \ldots, n \); \( z^\beta = \frac{(n-1)L}{nD_{(1,n)}^L}, \) for \( \beta = \bar{k} \) if \( k = \hat{k} \), and \( \beta = \bar{k} \) otherwise; \( y_{(\tau,\tau+1)}^{K', \beta} = 1, \) for all \( k' \in K \setminus \{k, \beta\} \) for \( \beta = \bar{k} \) if \( k = \hat{k} \), and \( \beta = \bar{k} \) otherwise, and all other variables equal zero. (Note this implies that an additional condition is given by \(|K| = 4\).)

(d) This is very similar to the proof of Case c(i). We reuse all the affinely independent vectors used in the proof of Proposition 4, except the vector with \( z_j^k = 0 \), with \( \hat{k} \neq k \) and \( \bar{k} \neq k \).

(e) In all the affinely independent vectors used in the proof of Proposition 4, there are precisely \( n \) vectors where \( z_j^k - z^k \neq 0 \). One of such case is in Case 1b in the proof of Proposition 4, and we can simply remove this point, as the dimension of the facet is one less than that of the polytope. The rest of the \( n - 1 \) vectors where \( z_j^k - z^k \neq 0 \) appear in Case 3 of the proof of Proposition 4, when \( \alpha \in \{1, \ldots, n\} \setminus \{j\} \). These vectors are as follows:

\[ y_{(\alpha-1,\alpha+1)}^k = 1, \quad z^k = z_\alpha^k = \frac{L}{nD_{\alpha}^L}, \] (whilst \( z^k = 0 \), hence \( z^k \neq z_\alpha^k \)); \( y_{(0,n+1)}^{\beta} = 1, \) for \( \beta = \hat{k} \) if \( k = \hat{k} \), and \( \beta = \bar{k} \) otherwise; \( \bar{z}_{j'}^{\beta} = \frac{(n-1)L}{nD_{(1,n)}^L}, \) for all \( j' = 1, \ldots, n \); \( z^\beta = \frac{(n-1)L}{nD_{(1,n)}^L}, \) for \( \beta = \bar{k} \) if \( k = \hat{k} \), and \( \beta = \bar{k} \) otherwise; \( y_{(\tau,\tau+1)}^{K', \beta} = 1, \) for all \( k' \in K \setminus \{k, \beta\} \) for \( \beta = \bar{k} \) if \( k = \hat{k} \), and \( \beta = \bar{k} \) otherwise, and all other variables equal zero.

We remove all these vectors, and replace them with the following \((n-1)\) vectors, where we set \( y_{(j-1,j+\gamma)}^k \) variables for \( \gamma = 2, \ldots, n + 1 - j \), (there are \( n - j \) of them for each \( k \)), and \( y_{(j+\sigma,j+1)}^k \) variables for \( \sigma = 0, \ldots, j - 2 \) (there are \( j - 1 \) of them for each \( k \)) to a value of 1 instead. We can define these vectors formally as below:

\[ y_{(j-1,j+\gamma)}^k = 1, \quad z^k = z_j^k = \ldots = z_{j+\gamma-1}^k = \frac{L}{nD_{(j,j+\gamma-1)}^L}; \] (or, \( y_{(j-\sigma,j+1)}^k = 1, \quad z^k = z_j^k = \ldots = z_{j-\sigma+1}^k = \frac{L}{nD_{(j-\sigma+1,j)}^L}); \) \( y_{(0,n+1)}^{\beta} = 1, \) for \( \beta = \hat{k} \) if \( k = \hat{k} \), and \( \beta = \bar{k} \) otherwise; \( \bar{z}_{j'}^{\beta} = \frac{(n-1)L}{nD_{(1,n)}^L}, \) for all \( j' = 1, \ldots, n \); \( z^\beta = \frac{(n-1)L}{nD_{(1,n)}^L}, \) for \( \beta = \bar{k} \) if \( k = \hat{k} \), and \( \beta = \bar{k} \) otherwise; \( y_{(\tau,\tau+1)}^{K', \beta} = 1, \) for all \( k' \in K \setminus \{k, \beta\} \) for \( \beta = \bar{k} \) if \( k = \hat{k} \), and \( \beta = \bar{k} \) otherwise, and all other variables equal zero. □
Proof. PROOF OF PROPOSITION 7. First of all, note that due to constraint (2), we have:
\[ \sum_{\ell < j \leq r} y_{\ell,r} = 1 - \sum_{\ell < j < r} y_{\ell,r} \]
If for any given \((\ell, r) \in \mathcal{L}\) such that \(\ell \geq j\) or \(r \leq j\), then \(z_j = 0\) and \(z \geq \frac{L}{D_{\ell+1,r-1}}\) has to be satisfied due to (9). On the other hand, if for any given \((\ell, r) \in \mathcal{L}\) such that \(\ell < j < r\), \(y_{\ell,r} = 1\), then (24) reduces to \(\bar{z}_j \leq z\). Therefore, (24) is valid. The dominance of (24) over (16) follows simply that \(L \geq 0\).

To prove its facet-defining property, first let \(S_j = \{(\ell, r) \in \mathcal{L} | \ell \leq j \leq r\}\). Also let \(d' = \min\{\bar{d}, MD_j\}\). Consider the following \(\frac{n(n+1)}{2} + n + 1\) affinely independent points:

- \(n(n+1)/2\) points, where \(y_{\ell,r} = 1\) holds for one \((\ell, r) \in \mathcal{L}\), \(\bar{z}_j = L/D_{\ell+1,r-1}\) where \(\ell < \widehat{j} < r\), \(z = L/D_{\ell+1,r-1}\), and all other variables zero.
- \(n\) points, where \(y_{\ell,r} = 1\) holds for one \((\ell, r) \in S_j\), all \(\bar{z}_j = d'/D_{\ell+1,r-1}\) where \(\ell < \widehat{j} < r\), \(z = d'/D_{\ell+1,r-1}\), and all other variables zero.
- 1 point, where \(y_{0n+1} = 1\), \(\bar{z}_j = d/D_{1,n}\), \(z = d/D_{1,n}\), \(x = 1\), and all other variables zero.
\(\square\)

Proof. PROOF OF PROPOSITION 8. First, note that due to constraint (2), we have one of the following possibilities:

(a) \(y_{\ell,r} = 1\) for a given \((\ell, r) \in \mathcal{L}\) such that \(\ell < j\) and \(\widehat{j} < r\).

(b) \(y_{\ell,r} = 1\) for a given \((\ell, r) \in \mathcal{L}\) such that either \(\ell \geq \widehat{j}\) or \(r \leq \widehat{j}\) or \(\ell \geq \widehat{j}\) and \(r < \widehat{j}\).

(c) \(y_{\ell,r} = 1\) for a given \((\ell, r) \in \mathcal{L}\) such that either \(\ell < \widehat{j}\) and \(j < r \leq \widehat{j}\) or \(\widehat{j} > \ell \geq j\) and \(r > \widehat{j}\).

If (a) is the case, then we know that \(\bar{z}_j = \bar{z}_j = z\) and hence the left-hand side of both inequalities reduce to \(z\), whereas the right-hand side simply reduces to \(\min\{\bar{M}, \frac{U}{D_{\ell+1,r-1}}\}\) in (25) and to \(\frac{L}{D_{\ell+1,r-1}}\) in (26). The first condition holds due to (10) and \(z \leq \bar{M}\), and the second condition holds due to (9).

If (b) is the case, then we know that \(\bar{z}_j = 0 = \bar{z}_j\) and hence the left-hand side of both inequalities reduce to \(-z\), whereas the right-hand side simply reduces to \(\frac{L}{D_{\ell+1,r-1}}\) in (25) and
to \( \min\{\bar{M}, \frac{U}{D_{\ell+1,r-1}}\} \) in (26). The first condition holds due to (9), and the second condition holds due to (10) and \( z \leq \bar{M} \).

If (c) is the case, then right-hand side of both constraints becomes simply 0, and either \( \bar{z}_j = 0 \) or \( \bar{z}_j' = 0 \) holds. This concludes the validity proof.

To prove facet-defining property of (25), first let \( S_j = \{(\ell, r) \in \mathcal{L} | (\ell < j \land j < r \leq \hat{j}) \lor (\hat{j} > \ell \geq j \land r > \hat{j})\} \), i.e., the case (c). Consider the following \( \frac{n(n+1)}{2} + n + 1 \) affinely independent points:

- \( \frac{n(n+1)}{2} \) points, where \( y_{\ell r} = 1 \) holds for one \( (\ell, r) \), and
  - if \( \ell < j < \hat{j} < r \), then \( \bar{z}_j'' = \min\{\bar{M}, U/D_{\ell+1,r-1}\} \) where \( \ell < j'' < r \), \( z = \min\{\bar{M}, U/D_{\ell+1,r-1}\} \), and all other variables zero.
  - else \( \bar{z}_j'' = L/D_{\ell+1,r-1} \) where \( \ell < j'' < r \), \( z = L/D_{\ell+1,r-1} \), and all other variables zero.

- \( n \) points, where \( y_{\ell r} = 1 \) holds for one \( (\ell, r) \in S_j \), all \( \bar{z}_j'' = d'/D_{\ell+1,r-1} \) where \( \ell < j'' < r \) and \( d' = \min\{\bar{d}, \min_{\ell<j''<r} MD_{j''}\} \), \( z = d'/D_{\ell+1,r-1} \), and all other variables zero.

- 1 point, where \( y_{0,n+1} = 1 \), \( \bar{z}_j'' = U/D_{1,n} \), \( z = U/D_{1,n} \), \( x = 1 \), and all other variables zero.

To prove facet-defining property of (26), first let \( S_j = \{(\ell, r) \in \mathcal{L} | (\ell < j \land j < r \leq \hat{j}) \lor (\hat{j} > \ell \geq j \land r > \hat{j})\} \), i.e., the case (c). Consider the following \( \frac{n(n+1)}{2} + n + 1 \) affinely independent points:

- \( \frac{n(n+1)}{2} \) points, where \( y_{\ell r} = 1 \) holds for one \( (\ell, r) \), and
  - if \( \ell < j < \hat{j} < r \), then \( \bar{z}_j'' = L/D_{\ell+1,r-1} \) where \( \ell < j'' < r \), \( z = L/D_{\ell+1,r-1} \), and all other variables zero.
  - else \( \bar{z}_j'' = \min\{\bar{M}, U/D_{\ell+1,r-1}\} \) where \( \ell < j'' < r \), \( z = \min\{\bar{M}, U/D_{\ell+1,r-1}\} \), and all other variables zero.

- \( n \) points, where \( y_{\ell r} = 1 \) holds for one \( (\ell, r) \in S_j \), all \( \bar{z}_j'' = d'/D_{\ell+1,r-1} \) where \( \ell < j'' < r \) and \( d' = \min\{\bar{d}, \min_{\ell<j''<r} MD_{j''}\} \), \( z = d'/D_{\ell+1,r-1} \), and all other variables zero.

- 1 point, where \( y_{\ell r} = 1 \) for \((\ell, r)\) such that \( \ell \geq j \) or \( \hat{j} \geq r \) and \( MD_{\ell+1,r-1} = \bar{d} \); \( \bar{z}_j'' = U/D_{\ell+1,r-1} \), \( z = U/D_{\ell+1,r-1} \), \( x = 1 \), and all other variables zero. □
Detailed Numerical Results

Table 9 Lower/upper bounds after 1 hour default Cplex run, with \textit{cplex.epgap} = 0.01. Time/Gap column indicates time if < 3600 sec., otherwise \( gap = \frac{(UB-LB)}{LB} \). No upper bounds could be found for any other instances with MLC size of 15 \times 15 or above.

<table>
<thead>
<tr>
<th>Problem Instance</th>
<th>LB</th>
<th>UB</th>
<th>Time/Gap</th>
</tr>
</thead>
<tbody>
<tr>
<td>6-6-6-6-6/16-0.1-5-2-2-3</td>
<td>17</td>
<td>86</td>
<td>405.88%</td>
</tr>
<tr>
<td>7-7-7-7-7/8-0.08-5-1-1-3</td>
<td>273</td>
<td>274</td>
<td>801</td>
</tr>
<tr>
<td>7-7-7-7-7/8-0.1-5-1-1-3</td>
<td>103</td>
<td>118</td>
<td>14.56%</td>
</tr>
<tr>
<td>7-7-7-7-7/8-0.2-5-1-1-3</td>
<td>6</td>
<td>33</td>
<td>450.00%</td>
</tr>
<tr>
<td>7-7-7-7-7/12-0.08-5-1-1-3</td>
<td>NA</td>
<td>69</td>
<td>∞</td>
</tr>
<tr>
<td>7-7-7-7-7/12-0.1-5-1-1-3</td>
<td>NA</td>
<td>154</td>
<td>∞</td>
</tr>
<tr>
<td>7-7-7-7-7/12-0.2-5-1-1-3</td>
<td>0</td>
<td>92</td>
<td>∞</td>
</tr>
<tr>
<td>7-7-7-7-7/16-0.08-5-1-1-3</td>
<td>NA</td>
<td>160</td>
<td>∞</td>
</tr>
<tr>
<td>7-7-7-7-7/16-0.1-5-1-1-3</td>
<td>NA</td>
<td>73</td>
<td>∞</td>
</tr>
<tr>
<td>7-7-7-7-7/16-0.2-5-1-1-3</td>
<td>NA</td>
<td>38</td>
<td>∞</td>
</tr>
<tr>
<td>8-8-8-8-8/16-0.1-5-2-2-3</td>
<td>27</td>
<td>426</td>
<td>1477%</td>
</tr>
<tr>
<td>10-10-10-10-10/32-0.3-10-3-3-3-5</td>
<td>NA</td>
<td>995</td>
<td>∞</td>
</tr>
<tr>
<td>12-12-12-12-12/8-0.1-5-2-3-3</td>
<td>NA</td>
<td>1611</td>
<td>∞</td>
</tr>
<tr>
<td>12-12-12-12-12/16-0.1-3-2-3-2</td>
<td>1728</td>
<td>1728</td>
<td>993</td>
</tr>
<tr>
<td>12-12-12-12-12/16-0.08-5-2-3-3</td>
<td>NA</td>
<td>1719</td>
<td>∞</td>
</tr>
<tr>
<td>12-12-12-12-12/16-0.1-8-2-3-5</td>
<td>NA</td>
<td>1642</td>
<td>∞</td>
</tr>
<tr>
<td>12-12-12-12-12/16-0.1-5-1-2-3</td>
<td>NA</td>
<td>1628</td>
<td>∞</td>
</tr>
<tr>
<td>12-12-12-12-12/16-0.1-5-2-3-3</td>
<td>NA</td>
<td>1609</td>
<td>∞</td>
</tr>
<tr>
<td>12-12-12-12-12/16-0.1-5-3-4-3</td>
<td>312</td>
<td>1710</td>
<td>448.08%</td>
</tr>
<tr>
<td>12-12-12-12-12/16-0.2-5-2-3-3</td>
<td>NA</td>
<td>1649</td>
<td>∞</td>
</tr>
<tr>
<td>12-12-12-12-12/24-0.1-5-2-3-3</td>
<td>NA</td>
<td>1728</td>
<td>∞</td>
</tr>
</tbody>
</table>
Table 10 LRHeur1 results for medium (MLC size 12 × 12) and large (MLC size 15 × 15) problems, with `cplex.tilim = 900` for subroutines and `cplex.tilim = 1200` for fixed heuristic. * indicate instances where Cplex stopped due to no memory left (hence total number of iterations < |K|).

<table>
<thead>
<tr>
<th>Problem Instance</th>
<th># iterations</th>
<th>Objective values</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td># sol's</td>
<td>1st sol</td>
<td>Best sol</td>
</tr>
<tr>
<td>12-12-12-12/8-0.1-5-2-3-3</td>
<td>1</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>12-12-12-12/16-0.1-3-2-3-2</td>
<td>1</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td>12-12-12-12/16-0.08-5-2-3-3</td>
<td>1</td>
<td>2</td>
<td>9*</td>
</tr>
<tr>
<td>12-12-12-12/16-0.1-8-2-3-5</td>
<td>1</td>
<td>4</td>
<td>16</td>
</tr>
<tr>
<td>12-12-12-12/16-0.1-5-1-2-3</td>
<td>1</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td>12-12-12-12/16-0.1-5-2-3-3</td>
<td>1</td>
<td>8</td>
<td>16</td>
</tr>
<tr>
<td>12-12-12-12/16-0.1-5-3-4-3</td>
<td>1</td>
<td>3</td>
<td>16</td>
</tr>
<tr>
<td>12-12-12-12/16-0.2-5-2-3-3</td>
<td>1</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td>12-12-12-12/24-0.1-5-2-3-3</td>
<td>1</td>
<td>1</td>
<td>24</td>
</tr>
<tr>
<td>15-15-15-15-15/8-0.1-5-2-3-3</td>
<td>1</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>15-15-15-15-15/16-0.1-8-2-3-5</td>
<td>1</td>
<td>4</td>
<td>16</td>
</tr>
<tr>
<td>15-15-15-15-15/16-0.08-5-2-3-3</td>
<td>1</td>
<td>2</td>
<td>5*</td>
</tr>
<tr>
<td>15-15-15-15-15/16-0.1-3-2-3-2</td>
<td>1</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td>15-15-15-15-15/16-0.1-5-1-2-3</td>
<td>1</td>
<td>3</td>
<td>5*</td>
</tr>
<tr>
<td>15-15-15-15-15/16-0.1-5-2-3-3</td>
<td>1</td>
<td>3</td>
<td>16</td>
</tr>
<tr>
<td>15-15-15-15-15/16-0.1-5-3-5-3</td>
<td>1</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td>15-15-15-15-15/16-0.2-5-2-3-3</td>
<td>1</td>
<td>5</td>
<td>16</td>
</tr>
<tr>
<td>15-15-15-15-15/24-0.1-5-2-3-3</td>
<td>1</td>
<td>1</td>
<td>24</td>
</tr>
</tbody>
</table>

Table 11 LRHeur2 results for medium (MLC size 12 × 12) problems, with `cplex.tilim = 900` for subroutines and `cplex.tilim = 1200` for fixed heuristic. No feasible solution for any of the large (MLC size 15 × 15) problems could be found after 20 iterations. * indicate instances where Cplex stopped due to no memory left (hence total number of iterations < 20).

<table>
<thead>
<tr>
<th>Problem Instance</th>
<th># iterations</th>
<th>Objective values</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td># sol's</td>
<td>1st sol</td>
<td>Best sol</td>
</tr>
<tr>
<td>12-12-12-12/8-0.1-5-2-3-3</td>
<td>1</td>
<td>4</td>
<td>20</td>
</tr>
<tr>
<td>12-12-12-12/16-0.1-3-2-3-2</td>
<td>1</td>
<td>1</td>
<td>20</td>
</tr>
<tr>
<td>12-12-12-12/16-0.08-5-2-3-3</td>
<td>1</td>
<td>6</td>
<td>20</td>
</tr>
<tr>
<td>12-12-12-12/16-0.1-8-2-3-5</td>
<td>1</td>
<td>1</td>
<td>2*</td>
</tr>
<tr>
<td>12-12-12-12/16-0.1-5-1-2-3</td>
<td>2</td>
<td>3</td>
<td>5*</td>
</tr>
<tr>
<td>12-12-12-12/16-0.1-5-2-3-3</td>
<td>1</td>
<td>1</td>
<td>2*</td>
</tr>
<tr>
<td>12-12-12-12/16-0.1-5-3-4-3</td>
<td>1</td>
<td>1</td>
<td>19*</td>
</tr>
<tr>
<td>12-12-12-12/16-0.2-5-2-3-3</td>
<td>1</td>
<td>1</td>
<td>2*</td>
</tr>
<tr>
<td>12-12-12-12/24-0.1-5-2-3-3</td>
<td>1</td>
<td>1</td>
<td>10*</td>
</tr>
<tr>
<td>Problem Instance</td>
<td># iterations</td>
<td>Objective values</td>
<td></td>
</tr>
<tr>
<td>--------------------------------------</td>
<td>--------------</td>
<td>-----------------</td>
<td></td>
</tr>
<tr>
<td></td>
<td># sol's</td>
<td>1st sol</td>
<td>Best sol</td>
</tr>
<tr>
<td>12-12-12-12-12/8-0.1-5-2-3-3</td>
<td>2</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>12-12-12-12-12/16-0.1-3-2-3-2</td>
<td>3</td>
<td>8</td>
<td>16</td>
</tr>
<tr>
<td>12-12-12-12-12/16-0.08-5-2-3-3</td>
<td>3</td>
<td>14</td>
<td>16</td>
</tr>
<tr>
<td>12-12-12-12-12/16-0.1-8-2-3-5</td>
<td>3</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>12-12-12-12-12/16-0.1-5-1-2-3</td>
<td>2</td>
<td>14</td>
<td>16</td>
</tr>
<tr>
<td>12-12-12-12-12/16-0.1-5-2-3-3</td>
<td>2</td>
<td>13</td>
<td>16</td>
</tr>
<tr>
<td>12-12-12-12-12/16-0.1-5-3-4-3</td>
<td>2</td>
<td>15</td>
<td>16</td>
</tr>
<tr>
<td>12-12-12-12-12/16-0.2-5-2-3-3</td>
<td>2</td>
<td>12</td>
<td>16</td>
</tr>
<tr>
<td>12-12-12-12-12/24-0.1-5-2-3-3</td>
<td>3</td>
<td>21</td>
<td>24</td>
</tr>
<tr>
<td>15-15-15-15-15/8-0.1-5-2-3-3</td>
<td>2</td>
<td>6</td>
<td>7*</td>
</tr>
<tr>
<td>15-15-15-15-15/16-0.1-8-2-3-5</td>
<td>2</td>
<td>6</td>
<td>7*</td>
</tr>
<tr>
<td>15-15-15-15-15/16-0.08-5-2-3-3</td>
<td>2</td>
<td>9</td>
<td>10*</td>
</tr>
<tr>
<td>15-15-15-15-15/16-0.1-3-2-3-2</td>
<td>2</td>
<td>11</td>
<td>16</td>
</tr>
<tr>
<td>15-15-15-15-15/16-0.1-5-1-2-3</td>
<td>2</td>
<td>12</td>
<td>14*</td>
</tr>
<tr>
<td>15-15-15-15-15/16-0.1-5-2-3-3</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>15-15-15-15-15/16-0.1-5-3-5-3</td>
<td>3</td>
<td>11</td>
<td>16</td>
</tr>
<tr>
<td>15-15-15-15-15/16-0.2-5-2-3-3</td>
<td>2</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>15-15-15-15-15/24-0.1-5-2-3-3</td>
<td>4</td>
<td>7</td>
<td>24</td>
</tr>
</tbody>
</table>