Convergence rate and iteration complexity on the alternating direction method of multipliers with a substitution procedure for separable convex programming
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Abstract. Recently, in [17] we have showed the first possibility of combining the Douglas-Rachford alternating direction method of multipliers (ADMM) with a Gaussian back substitution procedure for solving a convex minimization model with a general separable structure. This paper is a further study on theoretical aspects of this theme. We first derive a general algorithmic framework to combine ADMM with either a forward or backward substitution procedure. Then, we show that convergence of this framework can be easily proved from contraction perspective, and its local linear convergence rate is provable if certain standard error bound condition is assumed. Without such an error bound assumption, we can still estimate the worst-case iteration complexity for this framework in both ergodic and nonergodic senses.
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1 Introduction

We consider a structured convex minimization model with linear constraints and a separable objective function:

\[
\begin{align*}
\min & \quad \sum_{i=1}^{m} \theta_i(x_i) \\
\text{subject to} & \quad \sum_{i=1}^{m} A_i x_i = b; \\
& \quad x_i \in X_i, \quad i = 1, \ldots, m;
\end{align*}
\]

(1.1)

where \( \theta_i : \mathbb{R}^{n_i} \rightarrow \mathbb{R} \ (i = 1, \ldots, m) \) are closed proper convex functions and they are not necessarily smooth; \( X_i \subseteq \mathbb{R}^{n_i} \ (i = 1, \ldots, m) \) are closed convex sets; \( A_i \in \mathbb{R}^{l \times n_i} \ (i = 1, \ldots, m) \) are given matrices with full column ranks; and \( b \in \mathbb{R}^l \) is a given vector. Throughout, the solution set of (1.1) is assumed to be nonempty. Our discussion focuses on the particular case of (1.1) where \( m \geq 3 \), see e.g. [26, 29, 30, 31, 34] for such applications.

Except for problems in very small dimension, it is not wise to treat (1.1) as a generic convex programming and ignore its favorable separable structure when we try to design efficient numerical
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algorithms for (1.1). One obvious reason is that each single \( \theta_i \) could be simple, while the aggregation of all \( \theta_i \)'s is hard, to be minimized for many concrete applications of the abstract model (1.1). We are thus in favor of such an algorithm that can take advantage of the separable structure of (1.1) well, or more precisely, can exploit the properties of all \( \theta_i \)'s fully by treating these functions individually rather than aggregatively. In the literature, structure-exploited algorithms have been well studied, but only for the special case of (1.1) where \( m = 2 \). A fundamental method in this regard is the Douglas-Rachford alternating direction method of multipliers (ADMM for short) proposed in [14] (see also [11]). More specifically, for solving (1.1) with \( m = 2 \), the standard ADMM iterative scheme is

\[
\begin{align*}
\left \{ 
\begin{array}{l}
x_1^{k+1} = \arg \min_{x_1} \left \{ \theta_1(x_1) - x_1^T A_1^T \lambda^k + \frac{1}{2} \| A_1 x_1 + A_2 x_2^k - b \|_H^2 \mid x_1 \in X_1 \right \}, \\
x_2^{k+1} = \arg \min_{x_2} \left \{ \theta_2(x_2) - x_2^T A_2^T \lambda^k + \frac{1}{2} \| A_1 x_1^{k+1} + A_2 x_2 - b \|_H^2 \mid x_2 \in X_2 \right \}, \\
\end{array}
\right.
\end{align*}
\]

(1.2)

where \( \lambda^k \in \mathbb{R}^l \) is the Lagrange multiplier and the penalty matrix \( H \in \mathbb{R}^{d \times l} \) is positive definite. In applications, we usually choose \( H \) as a diagonal matrix: \( H = \beta I_{l \times l} \) with \( \beta > 0 \). The standard ADMM scheme (1.2) shows that ADMM blends the benefits of dual decomposition and augmented Lagrangian method \([20, 27]\), and thus it is possible to exploit the properties of \( \theta_i \)'s individually. We refer to, e.g. \([4, 6, 9, 10, 12, 13, 16, 21, 32]\), for some earlier articles in the areas of partial differential equations, convex programming and variational inequalities. Moreover, recently ADMM has found many interesting applications in a broad spectrum of areas such as imaging processing, statistical learning and engineering, see e.g. \([2, 3, 5, 7, 18, 23, 24, 28, 30, 33]\) to mention a few. Essentially, the main reason ensuring ADMM’s efficiency for these concrete applications (where the functions \( \theta_i \)'s are often in particular forms) is that the decomposed subproblems in (1.2) are often simple enough to have closed-form solutions or can be solved efficiently up to high precisions. In the review paper on ADMM \([2]\), the authors complimented that “ADMM is at least comparable to very specialized algorithms (even in the serial setting), and in most cases, the simple ADMM algorithm will be efficient enough to be useful”.

To take advantage of each \( \theta_i \)'s property individually, a natural idea for solving the general case of (1.1) with \( m \geq 3 \) is to extend the iterative scheme (1.2) straightforwardly. This yields the following scheme for (1.1) when \( m \geq 3 \):

\[
\begin{align*}
\left\{ 
\begin{array}{l}
x_1^{k+1} = \arg \min_{x_1} \left \{ \theta_1(x_1) - x_1^T A_1^T \lambda^k + \frac{1}{2} \| A_1 x_1 + \sum_{j=2}^{m} A_j x_j^{k} - b \|_H^2 \mid x_1 \in X_1 \right \}; \\
x_2^{k+1} = \arg \min_{x_2} \left \{ \theta_2(x_2) - x_2^T A_2^T \lambda^k + \frac{1}{2} \| A_1 x_1^{k+1} + A_2 x_2 + \sum_{j=3}^{m} A_j x_j^{k} - b \|_H^2 \mid x_2 \in X_2 \right \}; \\
\vdots \\
x_i^{k+1} = \arg \min_{x_i} \left \{ \theta_i(x_i) - x_i^T A_i^T \lambda^k + \frac{1}{2} \| \sum_{j=1}^{i-1} A_j x_j^{k+1} + A_i x_i + \sum_{j=i+1}^{m} A_j x_j^{k} - b \|_H^2 \mid x_i \in X_i \right \}; \\
\vdots \\
x_m^{k+1} = \arg \min_{x_m} \left \{ \theta_m(x_m) - x_m^T A_m^T \lambda^k + \frac{1}{2} \| \sum_{j=1}^{m-1} A_j x_j^{k+1} + A_m x_m - b \|_H^2 \mid x_m \in X_m \right \}; \\
\lambda^{k+1} = \lambda^k - H \sum_{j=1}^{m} A_j x_j^{k+1} - b,
\end{array}
\right.
\end{align*}
\]

(1.3)

Just as the original ADMM (1.2), the iterative scheme (1.3) can be easily derived by decomposing the augmented Lagrangian function of (1.1) in the Gauss-Seidel fashion. In (1.3), the variables \( x_i \) are minimized in alternating order and the decomposed subproblems are much easier than the original problem (1.1) since only one function \( \theta_i \) is involved in each of these subproblems. Then, the step of updating the Lagrange multiplier coordinates all these solutions to local small subproblems to find a solution to a global large problem. Note that the direct extension of ADMM scheme (1.3) reduces
to the augmented Lagrangian method [20, 27] when \( m = 1 \) and the standard ADMM (1.2) scheme when \( m = 2 \).

Without further assumptions, the convergence of (1.3) for the general case where \( m \geq 3 \) still remains open despite that its efficiency has been verified empirically in [26, 30]. In [15], the convergence of (1.3) is shown but under the conditions that all \( \theta_i \) are strongly convex and the penalty parameter \( \beta \) (when \( H = \beta I_{l \times l} \)) should be chosen judiciously in a certain interval. When each convex function \( \theta_i \) in (1.1) is of particular structure and the update of \( \lambda^{k+1} \) in (1.3) is required to adopt a new step size rather than \( H = \beta I_{l \times l} \), i.e.,

\[
\lambda^{k+1} = \lambda^k - \tau \left( \sum_{j=1}^{m} A_j x_j^{k+1} - b \right),
\]

where \( \tau > 0 \) is sufficiently small to fulfill certain error bound, the resulting scheme was proved to be convergent in [22]. In addition, this scheme is shown to be locally linearly convergent in [22] if all \( \theta_i \) are further assumed to be smooth. In fact, the scheme (1.3) but with the new update of \( \lambda \) (1.4) studied in [22] is a dual ascent method.

Since sometimes it is not easy to verify whether the step size \( \tau \) in (1.4) is small enough, we stick to the direct extension of ADMM (1.3) where the step size for updating \( \lambda \) is taken as the same as the penalty parameter (thus it is not necessarily very small) and the function \( \theta_i \)'s in (1.3) are only assumed to be generic nonsmooth convex functions, and study in which way the convergence of (1.3) can be derived. In [17], we have shown that the resulting sequence is convergent if the output of (1.3) is further corrected by a Gaussian back substitution procedure. The numerical efficiency of the Gaussian back substitution procedure, together with its superiority to some other work based on (1.3), have been illustrated numerically in [17, 25].

The Gaussian back substitution procedure in [17] still requires to compute the inverses of \( (A_i^T H A_i) \) for \( i = 2, \ldots, m - 1 \) (see the equation (3.4) in [17]), which could be expensive for generic \( A_i \)'s. This paper is a further theoretical study on the combination of the ADMM scheme (1.3) with a substitution procedure. In particular, we aim at proposing an algorithmic framework to combine an ADMM procedure with a substitution procedure, where the substitution procedure can be in either a forward (i.e., correcting the output of (1.3) in the order of \( x_2^{k+1} \rightarrow x_3^{k+1} \rightarrow \cdots \rightarrow x_m^{k+1} \rightarrow \lambda^{k+1} \)) or backward (i.e., correcting the output of (1.3) in the order of \( \lambda^{k+1} \rightarrow x_m^{k+1} \rightarrow x_{m-1}^{k+1} \rightarrow \cdots \rightarrow x_2^{k+1} \)) fashion. Two algorithms are thus derived, and they both reduce to the original ADMM in [11, 14] for the case where \( m = 2 \) in (1.1). The forward and backward substitution procedures require no computation of any matrix’s inverse, and they are both much more inexpensive computationally than the Gaussian back substitution procedure in [17] (see Sections 5.1 and 5.2 for elaboration). Moreover, we show that the convergence of this algorithmic framework can be easily proved from contraction perspective, and its local linear convergence rate is provable if certain standard error bound condition is assumed. Without such an error bound assumption, we can still estimate the worst-case iteration complexity for the new algorithms in both ergodic and nonergodic senses.

The rest of the paper is organized as follows. In Section 2, we provide some preliminaries which are useful for further discussions and summarize some notations for the convenience of discussion. In Section 3, we propose an ADMM procedure inspired by (1.3) and prove an inequality for the sequence generated by this ADMM procedure. In Section 4, we elaborate on the motivation of developing an appropriate substitution procedure to be combined with the ADMM procedure proposed in Section 3. Then, in Section 5, we specify the framework of ADMM with a substitution procedure into two concrete algorithms, and establish their global convergence and convergence rate in a unified framework from contraction perspective. In Sections 6 and 7, we estimate the worst-case iteration complexity for the proposed algorithms in an ergodic and nonergodic sense, respectively. Finally, we make some conclusions in Section 8.
2 Preliminaries

In this section, we first provide some preliminaries which are useful for our further discussions and then summarize some notations to be used.

2.1 A variational characterization of (1.1)

We first reformulate (1.1) as a variational form, which is useful for our subsequent analysis of convergence and estimate of worst-case iteration complexity. By attaching the Lagrange multiplier \( \lambda \in \mathbb{R}^l \) to the corresponding linear constraints, the Lagrange function of (1.1) is:

\[
L(x_1, x_2, \ldots, x_m, \lambda) = \sum_{i=1}^{m} \theta_i(x_i) - \lambda^T(\sum_{i=1}^{m} A_i x_i - b),
\]

and it is defined on

\[ \mathcal{W} := \mathcal{X}_1 \times \mathcal{X}_2 \times \cdots \times \mathcal{X}_m \times \mathbb{R}^l. \]

Let \((x_1^*, x_2^*, \ldots, x_m^*, \lambda^*)\) be a saddle point of the Lagrange function, then we have

\[
L_{\lambda \in \mathbb{R}^l}(x_1^*, x_2^*, \ldots, x_m^*, \lambda) \leq L(x_1^*, x_2^*, \ldots, x_m^*, \lambda^*) \leq L\left(\sum_{i=1}^{m} \mathcal{X}_i\right)(x_1, x_2, \ldots, x_m, \lambda^*).
\]

Thus, finding a saddle point of \(L(x_1, x_2, \ldots, x_m, \lambda)\) is equivalent to finding a vector

\[
w^* = (x_1^*, x_2^*, \ldots, x_m^*, \lambda^*) \in \mathcal{W},
\]

such that

\[
\begin{align*}
\theta_1(x_1) - \theta_1(x_1^*) + (x_1 - x_1^*)^T(-A_1^T\lambda^*) & \geq 0, \quad \forall x_1 \in \mathcal{X}_1, \\
\theta_2(x_2) - \theta_2(x_2^*) + (x_2 - x_2^*)^T(-A_2^T\lambda^*) & \geq 0, \quad \forall x_2 \in \mathcal{X}_2, \\
& \quad \vdots \\
\theta_m(x_m) - \theta_m(x_m^*) + (x_m - x_m^*)^T(-A_m^T\lambda^*) & \geq 0, \quad \forall x_m \in \mathcal{X}_m, \\
(\lambda - \lambda^*)^T(\sum_{i=1}^{m} A_i x_i^* - b) & \geq 0, \quad \forall \lambda \in \mathbb{R}^l.
\end{align*}
\]

More compactly, (2.1) can be rewritten as the following variational inequality (VI):

\[
\text{VI}(\mathcal{W}, F, \theta) : \quad \theta(x) - \theta(x^*) + (w - w^*)^T F(w^*) \geq 0, \quad \forall w \in \mathcal{W}, \tag{2.2a}
\]

where

\[
x = \begin{pmatrix} x_1 \\ x_2 \\ \vdots \\ x_m \end{pmatrix}, \quad \theta(x) = \sum_{i=1}^{m} \theta_i(x_i), \quad w = \begin{pmatrix} x_1 \\ x_2 \\ \vdots \\ x_m \\ \lambda \end{pmatrix}, \quad 
F(w) = \begin{pmatrix} -A_1^T \lambda \\ -A_2^T \lambda \\ \vdots \\ -A_m^T \lambda \\ \sum_{i=1}^{m} A_i x_i - b \end{pmatrix}. \tag{2.2b}
\]

Note that the operator \(F(w)\) defined in (2.2b) is monotone as it is affine with a skew-symmetric matrix.

Let \(\mathcal{W}^*\) be the solution set of \(\text{VI}(\mathcal{W}, F, \theta)\). Since we have assumed that the solution set of (1.1) is nonempty, \(\mathcal{W}^*\) is also nonempty.
2.2 A Characterization of $W^*$

We then propose a characterization of $W^*$, which is the basis of our discussion for the estimate of worst-case iteration complexity in Sections 6 and 7. We refer to Theorem 2.3.5 in [8] and Theorem 2.1 in [19] for the proof of the following theorem.

**Theorem 2.1.** The solution set of VI($W, F, \theta$) is convex and it can be characterized as

\[ W^* = \bigcap_{w \in W} \{ \tilde{w} \in W : \theta(x) - \theta(\tilde{x}) + (w - \tilde{w})^T F(w) \geq 0 \}. \]  

(2.3)

2.3 Some notations

In this subsection, we summarize some notations which will be used in later analysis. These notations serve the purpose of making our presentation of analysis more compact.

First, revisit the iterative scheme of the straightforward extension of ADMM (1.3). It is easy to notice that the variable $x_1$ is not involved in the implementation of (1.3), just like the original ADMM (1.2). In other words, the input to execute the iteration of (1.3) is only the sequence \( \{x_2^k, \ldots, x_m^k, \lambda^k\} \). Therefore, following [2], we call $x_1$ an intermediate variable. It is thus natural to introduce the notations $v = (x_2, \ldots, x_m, \lambda)$ and $\mathcal{V} = \mathcal{X}_2 \times \cdots \times \mathcal{X}_m \times \Re^l$ to differentiate the variables which are truly involved in the iteration from intermediate variables. Obviously, $v$ is a sub-vector of $w$ defined in (2.2b). The notations $v^k$ is thus clear from the context. Accordingly, we also use the notation

\[ \mathcal{V}^* = \{(x_2^*, \ldots, x_m^*, \lambda^*) \mid (x_1^*, x_2^*, \ldots, x_m^*, \lambda^*) \in W^*\}. \]

Taking a closer look at (1.3), we can easily find that what this scheme really requires as the input of iteration is \( \{A_2 x_2^k, \ldots, A_m x_m^k, \lambda^k\} \). Thus, it is convenient to define

\[ u = \left( \begin{array}{c} u_2 \\ \vdots \\ u_m \\ u_\lambda \end{array} \right) = \left( \begin{array}{c} H^{1/2} A_2 x_2 \\ \vdots \\ H^{1/2} A_m x_m \\ H^{-1/2} \lambda \end{array} \right), \]  

(2.4)

from which the notation $u^k = \{u_2^k, \ldots, u_m^k, u_\lambda^k\}$ is also clear. For some concrete applications of (1.1) such as those in [17, 25], the matrices $A_2, \ldots, A_m$ are all identity matrices. For these cases, $u$ reduces to $v$ if $H = I$.

Accordingly, we also use the notation

\[ \mathcal{U}^* = \left\{ u^* = \left( \begin{array}{c} u_2^* \\ \vdots \\ u_m^* \\ u_\lambda^* \end{array} \right) = \left( \begin{array}{c} H^{1/2} A_2 x_2^* \\ \vdots \\ H^{1/2} A_m x_m^* \\ H^{-1/2} \lambda^* \end{array} \right) \mid w^* = (x_1^*, \ldots, x_m^*, \lambda^*) \in W^* \right\}. \]

With these notations, the scheme (1.3) can be summarized as generating the new iteration $w^{k+1}$ with the input $u^k$.

Second, we introduce several matrices in block-wise form. With the help of these matrices, our notation for theoretical analysis will be much easier and more compact. Recall that the variable $x_1$ is an intermediate variable for the scheme (1.3). We thus introduce the matrix

\[ A = \text{diag}(H^{1/2} A_2, H^{1/2} A_3, \ldots, H^{1/2} A_m, H^{-1/2} I) \]  

(2.5)
to collect all the coefficient matrices with respect to the variables in (1.1) except $x_1$ and the identity matrix (corresponding to the Lagrange multiplier). With the definition (2.5), we obviously can relate the variables $v$ and $u$ as

$$u = Av.$$  \hfill (2.6)

We also define two block matrices as follows

$$S = (I_l, I_l, \cdots, I_l, -I_l), \hfill (2.7)$$

$$I = \text{diag}(I_l, I_l, \cdots, I_l, I_l). \hfill (2.8)$$

Then, we define

$$P = \begin{pmatrix} I_l & 0 & \cdots & \cdots & 0 \\ I_l & I_l & \ddots & & \vdots \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ I_l & \cdots & I_l & I_l & 0 \\ 0_l & \cdots & 0_l & 0_l & I_l \end{pmatrix}, \quad N = \begin{pmatrix} I_l & 0 & \cdots & \cdots & 0 \\ 0_l & I_l & \ddots & & \vdots \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ 0_l & \cdots & 0_l & I_l & 0 \\ -I_l & \cdots & -I_l & -I_l & I_l \end{pmatrix}, \hfill (2.9)$$

and

$$L = \begin{pmatrix} I_l & 0 & \cdots & \cdots & 0 \\ I_l & I_l & \ddots & & \vdots \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ I_l & \cdots & I_l & I_l & 0 \\ -I_l & \cdots & -I_l & -I_l & I_l \end{pmatrix} \hfill (2.10)$$

which will be used in the substitution procedures to be proposed. Note that $P, N$ and $L$ are all well structured lower triangular matrices, and there are related in the following equation:

$$L = PN. \hfill (2.11)$$

In addition, in the case $m = 2$, we have $P = I$ and $N = L$.

Finally, two more matrices are useful:

$$\widetilde{M} = \begin{pmatrix} 0 & 0 & \cdots & \cdots & 0 \\ A^T_2 H^{1/2} & 0 & \cdots & \cdots & 0 \\ A^T_3 H^{1/2} & A^T_3 H^{1/2} & \ddots & & \vdots \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ A^T_m H^{1/2} & A^T_m H^{1/2} & \cdots & A^T_m H^{1/2} & 0 \\ H^{-1/2} & H^{-1/2} & \cdots & H^{-1/2} & H^{-1/2} \end{pmatrix}, \hfill (2.12)$$

and

$$M = \begin{pmatrix} A^T_2 H^{1/2} & 0 & \cdots & \cdots & 0 \\ A^T_3 H^{1/2} & A^T_3 H^{1/2} & \ddots & & \vdots \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ A^T_m H^{1/2} & A^T_m H^{1/2} & \cdots & A^T_m H^{1/2} & 0 \\ H^{-1/2} & H^{-1/2} & \cdots & H^{-1/2} & H^{-1/2} \end{pmatrix}. \hfill (2.13)$$

As we shall show, these two matrices are mainly used to represent the accumulated iterative information in a compact way and thus simplify our notation. In fact, $\mathcal{M}$ is used as the associated matrix.
to left-multiply a vector $w^k$ while $\mathcal{M}$ is the associated matrix to left-multiply a vector $v^k$. Note that the absence of the intermediate variable $x_i^k$ in the iteration to be proposed also explains why the first row of $\tilde{\mathcal{M}}$ is a zero vector. Nevertheless, despite that the matrix $\mathcal{M}$ can be obtained by easily removing the first row of $\tilde{\mathcal{M}}$, we give the explicit expressions of these two relevant matrices separately as we need to use both of them later.

Some relationships among the matrices defined above are summarized in the following lemmas. We omit their proofs since they are elementary.

**Lemma 2.2.** Let the matrices $\mathcal{S}$, $\mathcal{I}$ and $\mathcal{L}$ be defined in (2.7), (2.8) and (2.10), respectively. Then, we have

$$\mathcal{L}^T + \mathcal{L} = \mathcal{I} + \mathcal{S}^T \mathcal{S}. \quad (2.14)$$

**Lemma 2.3.** Let the matrices $\mathcal{A}$, $\mathcal{L}$ and $\mathcal{M}$ be defined in (2.5), (2.10) and (2.13), respectively. Then, we have

$$\mathcal{M} = \mathcal{A}^T \mathcal{L}. \quad (2.15)$$

The identities (2.14) and (2.15) in Lemmas 2.2 and 2.3 will be used in our theoretical analysis.

### 3 An ADMM procedure based on (1.3)

We have mentioned that an efficient strategy to overcome the lack of convergence of the scheme (1.3) is to supplement a substitution procedure to the output of (1.3), as the work in [17]. In this section, we propose an ADMM procedure which is slightly different from the scheme (1.3) only in the update of Lagrange multiplier.

#### 3.1 An ADMM procedure

Since the notations $x_i^{k+1}$'s will be used to denote the new iterate after a substitution procedure, we use $\bar{x}_i^k$'s to denote the output of an ADMM procedure. Our ADMM procedure based on the scheme (1.3) is as follows.

$$
\begin{align*}
\bar{x}_1^k &= \arg \min \left\{ \theta_1(x_1) - x_1^T A_1^T \lambda^k + \frac{1}{2} \| A_1 x_1 + \sum_{j=2}^m A_j x_j^k - b \|_H^2 \mid x_1 \in \mathcal{X}_1 \right\}; \\
\bar{x}_2^k &= \arg \min \left\{ \theta_2(x_2) - x_2^T A_2^T \lambda^k + \frac{1}{2} \| A_1 x_1 + A_2 x_2 + \sum_{j=3}^m A_j x_j^k - b \|_H^2 \mid x_2 \in \mathcal{X}_2 \right\}; \\
& \quad \vdots \\
\bar{x}_i^k &= \arg \min \left\{ \theta_i(x_i) - x_i^T A_i^T \lambda^k + \frac{1}{2} \| \sum_{j=1}^{i-1} A_j \bar{x}_j^k + A_i x_i + \sum_{j=i+1}^m A_j x_j^k - b \|_H^2 \mid x_i \in \mathcal{X}_i \right\}; \\
& \quad \vdots \\
\bar{x}_m^k &= \arg \min \left\{ \theta_m(x_m) - x_m^T A_m^T \lambda^k + \frac{1}{2} \| \sum_{j=1}^{m-1} A_j \bar{x}_j^k + A_m x_m - b \|_H^2 \mid x_m \in \mathcal{X}_m \right\}.
\end{align*}
$$

(3.1a)

$$\bar{\lambda}^k = \lambda^k - H(A_1 \bar{x}_1^k + \sum_{j=2}^m A_j \bar{x}_j^k - b). \quad (3.1b)$$

**Remark 3.1.** The scheme (3.1) differs from the extended ADMM scheme (1.3) (also the method in [17]) only in the way of updating the Lagrange multiplier, i.e., (3.1b), and all the essential subproblems dominating the computation (i.e., (3.1a)) at each iteration are the same as those in (1.3). For this reason, we still call the scheme (3.1) an ADMM procedure. The only difference in the update of Lagrange multiplier indeed provides us the possibility to ensure the convergence for the combination
of (3.1) with a substitution procedure which is much less expensive than the Gaussian back substitution in [17]. In fact, as we shall show in Theorem 3.3, this particular update (3.1b) enables us to derive an estimate on the accuracy of $\tilde{w}^k$ in (3.2) which is more succinct than the inequality (4.3) in [17]. To see the relationship between the outputs of (3.1) and (1.3), we set
\[
x_1^{k+1} = \tilde{x}_1^k, \quad x_2^{k+1} = \tilde{x}_2^k, \quad \ldots, \quad x_m^{k+1} = \tilde{x}_m^k
\]
and
\[
\lambda^{k+1} = \lambda^k + H\left(\sum_{j=2}^{m} A_j(x_j^k - \tilde{x}_j^k)\right),
\]
then the output of (1.3) is recovered. More compactly, by using the notations $u, v$ and $\mathcal{N}$, the outputs $u^{k+1}$ generated by (1.3) and $\tilde{u}^k$ by (3.1) are related in the following way:
\[
u^{k+1} = u^k - \mathcal{N}(u^k - \tilde{u}^k).
\]

Remark 3.2. Taking a closer look at the iterative schemes (1.3) and (3.1), it is easy to find that at each iteration the input to implement these schemes is actually $(A_2x_2^k, \ldots, A_mx_m^k, \lambda^k)$.

3.2 An important inequality

In the following theorem, we prove an important inequality for the output of the ADMM procedure (3.1), which will be used often in our further discussions including both the analysis of the substitution procedure in Section 5 and the derivation of the worst-case iteration complexity in Sections 6 and 7.

**Theorem 3.3.** Let $\tilde{w}^k$ be generated by the ADMM procedure (3.1) with given $v^k$ and $u = \mathcal{A}v$. Then, we have
\[
\tilde{w}^k \in \mathcal{W}, \quad \theta(x) - \theta(\tilde{x}^k) + (w - \tilde{w}^k)^T F(\tilde{w}^k) \geq (u - \tilde{u}^k)^T \mathcal{L}(u^k - \tilde{u}^k), \quad \forall \ w \in \mathcal{W},
\]
where $\mathcal{L}$ is defined in (2.10).

**Proof.** Since $\tilde{x}_i^k$ is the solution of (3.1a), for $i = 1, 2, \ldots, m$, we have
\[
\tilde{x}_i^k \in \mathcal{X}_i, \quad \theta_i(x_i) - \theta_i(\tilde{x}_i^k) + (x_i - \tilde{x}_i^k)^T \{A_i^T [H(\sum_{j=1}^{i} A_j \tilde{x}_j^k + \sum_{j=i+1}^{m} A_jx_j^k - b) - \lambda^k]\} \geq 0, \quad \forall \ x_i \in \mathcal{X}_i.
\]
Substituting $\tilde{x}_i^k \in \mathcal{X}_i, \quad \theta_i(x_i) - \theta_i(\tilde{x}_i^k) + (x_i - \tilde{x}_i^k)^T \{\sum_{j=1}^{i} A_j \tilde{x}_j^k + \sum_{j=i+1}^{m} A_jx_j^k - b\} \geq 0, \quad \forall \ x_i \in \mathcal{X}_i.$
Summing the above inequality over $i = 1, \ldots, m$, we obtain $\tilde{w}^k \in \mathcal{W}$ and
\[
\theta(x) - \theta(\tilde{x}^k) + \begin{pmatrix} x_1 - \tilde{x}_1^k \\ x_2 - \tilde{x}_2^k \\ \vdots \\ x_i - \tilde{x}_i^k \\ \vdots \\ x_m - \tilde{x}_m^k \end{pmatrix}^T \begin{pmatrix} -A_1^T \tilde{x}^k \\ -A_2^T \tilde{x}^k \\ -A_i^T \tilde{x}^k \\ \vdots \\ -A_m^T \tilde{x}^k \end{pmatrix} + \begin{pmatrix} 0 \\ 0 \\ \vdots \\ 0 \\ \vdots \\ 0 \end{pmatrix} \geq 0, \forall \ w \in \mathcal{W}. \quad (3.3)
\]
Because \( A\tilde{x}_1^k + \sum_{j=2}^m A_jx_j^k - b + H^{-1}(\lambda^k - \lambda^k) = 0 \) (see (3.1b) again), we have
\[
\left( \sum_{j=1}^m A_j\tilde{x}_j^k - b \right) + H^{-1}(\lambda^k - \lambda^k) - \sum_{j=2}^m (A_j\tilde{x}_j^k - A_jx_j^k) = 0. 
\]
(3.4)

Combining (3.3) and (3.4) together, we get \( \tilde{w}^k \in \mathcal{W} \) and
\[
\begin{align*}
\theta(x) - \theta(\tilde{x}^k) + (w - \tilde{w}^k)^T \{ F(\tilde{w}^k) - \tilde{M}(u^k - \tilde{u}^k) \} & \geq 0, \\
\quad \forall \ w \in \mathcal{W}.
\end{align*}
\]
(3.5)

Recall the definitions of \( \tilde{M} \) and \( M \). We then have
\[
(w - \tilde{w}^k)^T \tilde{M}(u^k - \tilde{u}^k) = (v - \tilde{v}^k)^T M(u^k - \tilde{u}^k).
\]

Because \( M = A^T L \) and \( Au = v \) (see (2.15) and (2.6)), we have
\[
(w - \tilde{w}^k)^T \tilde{M}(u^k - \tilde{u}^k) = (u - \tilde{u}^k)^T L(u^k - \tilde{u}^k).
\]
The assertion (3.2) thus follows from (3.5) and the last equality immediately. \( \square \)

4 The motivation of finding a substitution procedure: From the contraction perspective

As we have mentioned, the output of (3.1) needs to be further corrected to yield convergence and our strategy for the correction is to propose a substitution procedure whose computation is extremely easy. The idea inspiring the substitution strategy comes from the fact that the output of (3.1) can be corrected easily such that the corrected sequence is contractive to the set \( U^* \). Note that we follow the classical definition of a contractive sequence in [1]. Then, we show that the correction step on contraction purpose can be easily executed in either a forward or backward substitution fashion, because of the particular structure of the matrix \( M \). We would emphasize that Theorem 3.3 plays an important role for the coming analysis.

First, with the respective definitions of \( A \) and \( L \) in (2.5) and (2.10), we can prove two obvious propositions regarding the output of the ADMM procedure (3.1).

**Proposition 4.1.** Let \( \tilde{w}^k \) be generated by the ADMM procedure (3.1) with given \( v^k \) and \( u = Av \). Then, we have
\[
(u^k - u^*)^T L(u^k - \tilde{u}^k) \geq (u^k - \tilde{u}^k)^T L(u^k - \tilde{u}^k), \quad \forall u^* \in U^*,
\]
(4.1)
where \( L \) is defined in (2.10).
Proof. The proof is an immediate conclusion based on the assertion (3.2) and the monotonicity of $F$. In fact, for an arbitrarily fixed $w^* \in \mathcal{W}^*$, it follows from (3.2) that

$$(\tilde{u}^k - u^*)^T \mathcal{L}(u^k - \tilde{u}^k) \geq (\tilde{w}^k - w^*)^T F(\tilde{w}^k) + \theta(\tilde{x}^k) - \theta(x^*), \ \forall w^* \in \mathcal{W}^*.$$  

Using the monotonicity of $F$ and the optimality of $w^*$, we have

$$(\tilde{w}^k - w^*)^T F(\tilde{w}^k) + \theta(\tilde{x}^k) - \theta(x^*) \geq (\tilde{w}^k - w^*)^T F(w^*) + \theta(\tilde{x}^k) - \theta(x^*) \geq 0.$$  

The above two inequalities imply that

$$(\tilde{u}^k - u^*)^T \mathcal{L}(u^k - \tilde{u}^k) \geq 0, \ \forall u^* \in \mathcal{U}^*,$$

and the assertion (4.1) follows from the last inequality immediately. \hfill \square

Proposition 4.2. Let $\tilde{w}^k$ be generated by the ADMM procedure (3.1) with given $v^k$ and $u = Av$. Then, we have

$$(u^k - \tilde{u}^k)^T \mathcal{L}(u^k - \tilde{u}^k) = \frac{1}{2} ||u^k - \tilde{u}^k||^2 + \frac{1}{2} ||\mathcal{S}(u^k - \tilde{u}^k)||^2,$$

where $\mathcal{L}$ and $\mathcal{S}$ are defined in (2.10) and (2.7), respectively.

Proof. First, we have

$$(u^k - \tilde{u}^k)^T \mathcal{L}(u^k - \tilde{u}^k) = \frac{1}{2} (u^k - \tilde{u}^k)^T (\mathcal{L}^T + \mathcal{L})(u^k - \tilde{u}^k).$$

Then, using the identity (2.14) in Lemma 2.2, the assertion (4.2) is proved immediately. \hfill \square

Remark 4.3. The assertions (3.2) and (4.2) jointly imply that if $u^k - \tilde{u}^k = 0$, then we have

$$\tilde{w}^k \in \mathcal{W}, \ \theta(x) - \theta(\tilde{x}^k) + (w - \tilde{w}^k)^T F(\tilde{w}^k) \geq 0, \ \forall w \in \mathcal{W},$$

which means that the output $\tilde{w}^k$ of the ADMM procedure (3.1) is a solution point of $\text{VI}(\mathcal{W}, F, \theta)$ because of Theorem 2.1. Therefore, the result (4.2) provides us an easy stopping criterion to terminate the iteration (3.1):

$$||u^k - \tilde{u}^k|| \leq \epsilon,$$

where $\epsilon$ is the tolerance set by users.

Now, with Propositions 4.1 and 4.2, we have

$$(u^k - u^*)^T \mathcal{L}(u^k - \tilde{u}^k) \geq \frac{1}{2} ||u^k - \tilde{u}^k||^2 + \frac{1}{2} ||\mathcal{S}(u^k - \tilde{u}^k)||^2, \ \forall u^* \in \mathcal{U}^*.$$  

and it becomes apparent how to correct the output of (3.1) in the contraction way. More specifically, whenever $u^k - \tilde{u}^k \neq 0$, the assertion (4.2) shows the positivity of the term $(u^k - \tilde{u}^k)^T \mathcal{L}(u^k - \tilde{u}^k)$, and thus the assertion (4.1) indicates that the direction $-\mathcal{L}(u^k - \tilde{u}^k)$ is beneficial for reducing the proximity to the solution set $\mathcal{U}^*$ if the current iterate $\tilde{u}^k$ moves along this direction with an appropriate step size. That is, the spirit of contraction type methods (see [1]) is applicable. More explicitly, the new iterate $u^{k+1}$ can be generated by

$$u^{k+1} = u^k - \alpha G^{-1} \mathcal{L}(u^k - \tilde{u}^k),$$

where $G$ is an arbitrarily symmetric positive definite matrix with the same dimensionality as $\mathcal{L}$. Then, with an appropriate choice of the step size $\alpha$, we can prove that the sequence $\{u^k\}$ generated
by (4.4) is contractive with respect to the set \( \mathcal{U}^* \) under the \( G \)-norm. In other words, the scheme (4.4) can be used to correct the output of (3.1) on contraction purpose.

To see why the scheme (4.4) yields a contractive sequence, we have the following easy fact:

\[
\begin{align*}
\|u^k - u\|^2_G - \|u^{k+1} - u\|^2_G \\
= \|u^k - u\|^2_G - \|(u^k - u) - \alpha G^{-1}L(u^k - \tilde{u}^k)\|^2_G \\
= 2\alpha (u^k - u)^T L(u^k - \tilde{u}^k) - \alpha^2 \|G^{-1}L(u^k - \tilde{u}^k)\|^2_G.
\end{align*}
\]

(4.5)

Set \( u = u^* \) in (4.5), and use (4.1) and (4.2), we get

\[
\begin{align*}
\|u^k - u^*\|^2_G - \|u^{k+1} - u^*\|^2_G \\
\geq 2\alpha (u^k - \tilde{u}^k)^T L(u^k - \tilde{u}^k) + \alpha^2 \|G^{-1}L(u^k - \tilde{u}^k)\|^2_G \\
= \alpha (\|u^k - \tilde{u}^k\|^2 + \|S(u^k - \tilde{u}^k)\|^2) - \alpha^2 \|G^{-1}L(u^k - \tilde{u}^k)\|^2_G, \quad \forall u^* \in \mathcal{U}^*.
\end{align*}
\]

(4.6)

Note that right-hand side of (4.6) is a quadratic function of \( \alpha \). In order to obtain the closest proximity to \( \mathcal{U}^* \), we are in the desire to maximize this quadratic function and this promotes us to take the optimal value of \( \alpha \) as

\[
\alpha = \alpha_k := \frac{\|u^k - \tilde{u}^k\|^2 + \|S(u^k - \tilde{u}^k)\|^2}{2\|G^{-1}L(u^k - \tilde{u}^k)\|^2_G}.
\]

(4.7)

With this choice of step size, it follows from (4.6) that

\[
\|u^{k+1} - u^*\|^2_G \leq \|u^k - u^*\|^2_G - \frac{1}{2} \alpha_k (\|u^k - \tilde{u}^k\|^2 + \|S(u^k - \tilde{u}^k)\|^2), \quad \forall u^* \in \mathcal{U}^*.
\]

(4.8)

Since \( \alpha_k > 0 \) whenever \( u^k - \tilde{u}^k \neq 0 \), (4.8) shows that the sequence \( \{u^k\} \) generated by the scheme (4.4) is contractive to \( \mathcal{U}^* \) if the step size is appropriately chosen.

Indeed, it is flexible to choose different positive definite matrices for \( G \) in the generic scheme (4.4) if our purpose is only to ensure that the sequence \( \{u^k\} \) is contractive with respect to \( \mathcal{U}^* \). In order to induce simple substitution procedures which are computationally inexpensive, two specific interesting choices are

\[
G = \mathcal{I} \quad \text{or} \quad G = \mathcal{P}\mathcal{P}^T.
\]

In fact, these two choices yield two efficient substitution procedures to correct the output of (3.1), as we elaborate below.

- If \( G = \mathcal{I} \), then the scheme (4.4) reduces to

\[
u^{k+1} - u^k = \alpha L(\tilde{u}^k - u^k),\]

(4.9)

and it can be rewritten as

\[
L^{-1}(u^{k+1} - u^k) = \alpha (\tilde{u}^k - u^k).
\]

(4.10)

Recall that the matrix \( L \) defined in (2.10) is a block unit lower triangular matrix and

\[
L^{-1} = \begin{pmatrix}
I_l & 0 & \cdots & 0 \\
-I_l & I_l & \cdots & \\
0 & \ddots & \ddots & \ddots \\
\vdots & \ddots & -I_l & I_l \\
0 & \cdots & 0 & I_l
\end{pmatrix},
\]
Thus, the implementation of (4.10) is essentially a forward substitution procedure where the new iterate $u^{k+1}$ is yielded in the order of $u_2^{k+1} \rightarrow u_3^{k+1} \rightarrow \cdots \rightarrow u_m^{k+1} \rightarrow \lambda^{k+1}$. Overall, with the given $u^k$ and the output $\tilde{u}^k$ of (3.1), the new iterative $u^{k+1}$ can be generated via the forward substitution procedure (4.9) and the resulting sequence $\{u^k\}$ is contractive to the set $\mathcal{U}^*$ provided that the step size $\alpha$ is chosen appropriately.

- If $G = \mathcal{P} \mathcal{P}^T$ in (4.4), then the inequality (4.3) can be written as

\[
\langle G(u^k - u^*), G^{-1} \mathcal{L}(u^k - \tilde{u}^k) \rangle \geq \frac{1}{2} \|u^k - \tilde{u}^k\|^2 + \frac{1}{2} \|\mathcal{S}(u^k - \tilde{u}^k)\|^2, \quad \forall u^* \in \mathcal{U}^*. \tag{4.11}
\]

In this way, $G^{-1} \mathcal{L}(\tilde{u}^k - u^k)$ can be viewed as a descent direction of $\|u - u^*\|_G^2$ at the point $u^k$. By using $G = \mathcal{P} \mathcal{P}^T$ and (2.11), the scheme (4.4) can be rewritten as

\[
\mathcal{P}^T(u^{k+1} - u^k) = \alpha \mathcal{P}^{-1} \mathcal{L}(\tilde{u}^k - u^k) = \alpha N(\tilde{u}^k - u^k), \tag{4.12}
\]

which is essentially a backward substitution procedure to yield the new iterate $u^{k+1}$ in the order of $\lambda^{k+1} \rightarrow u_m^{k+1} \rightarrow u_{m-1}^{k+1} \rightarrow \cdots \rightarrow u_2^{k+1}$. Also, the resulting sequence $\{u^k\}$ is contractive with respect to the set $\mathcal{U}^*$ provided that the step size $\alpha$ is chosen appropriately.

Therefore, a unified framework of the combination of ADMM (see (3.1)) with a substitution procedure (see (4.4)) is proposed from the contraction perspective. In addition, two concrete substitution procedures (see (4.9) or (4.12)) which are computationally inexpensive are ready to be combined with the ADMM procedure (3.1) and these combinations lead to convergence again because of their contraction nature.

5 Alternating direction method of multipliers with a substitution procedure

In this section, we specify the choices of step size in (4.9) and (4.12), and thus derive two concrete algorithms by combining the ADMM procedure (3.1) with a substitution procedure. Then, we prove the global convergence of these two algorithms in a unified way, by following the analytic framework of contraction methods.

5.1 Alternating direction method of multipliers with a forward substitution

We first combine the ADMM procedure (3.1) with the forward substitution (4.9) for solving (1.1).

**Algorithm 1:** Alternating direction method with a forward substitution procedure.

Let $\gamma \in (0, 2)$, $\mathcal{A}$, $\mathcal{S}$ and $\mathcal{L}$ be defined in (2.5), (2.7) and (2.10), respectively. Start with $u^0$. With the given iterate $u^k$, the new iterate $u^{k+1}$ is given as follows.

**Step 1. ADMM procedure (prediction step).** Execute the scheme (3.1) to generate $\tilde{u}^k$ and thus $\tilde{v}^k$. Set $\tilde{u}^k = \mathcal{A} \tilde{v}^k$.

**Step 2. Forward substitution procedure (correction step).** Generate the new iterate $u^{k+1}$ via:

\[
u^{k+1} - u^k = \alpha_k \mathcal{L}(\tilde{u}^k - u^k). \tag{5.1a}\]

where

\[
\alpha_k = \gamma \alpha_k^p \quad \text{with} \quad \alpha_k^p = \frac{\|u^k - \tilde{u}^k\|^2 + \|\mathcal{S}(u^k - \tilde{u}^k)\|^2}{2\|\mathcal{L}(u^k - \tilde{u}^k)\|^2}. \tag{5.1b}\]
Remark 5.1. The strategy of determining \( \alpha_k^\varepsilon \) in (5.1b) is obtained by taking \( G = \mathcal{I} \) in (4.7), and as we have shown, it is for the purpose to ensure that the sequence \( \{u^k\} \) is contractive to the set \( \mathcal{U}^* \). The reason we attach the relaxation factor \( \gamma \) to \( \alpha_k^\varepsilon \) can be intuitively explained in the following way: we determine the step size \( \alpha \) by maximizing the quadratic function of \( \alpha \) in the right-hand side of (4.6), which is merely a lower bound of the true proximity progress. Thus, the optimal value of \( \alpha \) calculated based on this quadratic function should be somehow relaxed to some extent, and this is the role of the relaxation factor \( \gamma \). The restriction of \( \gamma \) into \((0, 2)\) is to ensure the contractive property of the iterative sequence \( \{u^k\} \), see (5.8).

Recall that the proposed Algorithm 1 is gained by taking \( G = \mathcal{I} \) in (4.4). Thus, the contraction of the sequence \( \{u^k\} \) generated by Algorithm 1 is an immediate conclusion of the inequalities (4.6) and (4.8). For completeness, we summarize these results in the following theorem for the special case of \( G = \mathcal{I} \). First, we emphasize that the forward substitution procedure with a undetermined step size \( \alpha \) is

\[
u^{k+1} = u^k + \alpha \mathcal{L}(\tilde{u}^k - u^k).
\]  

(5.2)

Theorem 5.2. Let \( \tilde{u}^k \) be generated by the ADMM procedure (3.1) with given \( u^k \) and \( \tilde{u}^k = \mathcal{A}\tilde{u}^k \). If the new iterate \( u^{k+1} \) is updated by (5.2), then we have

\[
\|u^k - u^*\|^2 - \|u^{k+1} - u^*\|^2 \geq q^\varepsilon(\alpha), \quad \forall u^* \in \mathcal{U}^*,
\]  

(5.3)

where

\[
q^\varepsilon(\alpha) = \alpha (\|u^k - \tilde{u}^k\|^2 + \|\mathcal{S}(u^k - \tilde{u}^k)\|^2) - \alpha^2 \|\mathcal{L}(u^k - \tilde{u}^k)\|^2.
\]  

(5.4)

Proof. This is a special case of (4.6) by taking \( G = \mathcal{I} \). \( \square \)

The following corollary shows that the equality is achieved in (5.3) if \( u^* \) is replaced by the iterate \( \tilde{u}^k \) generated by the ADMM procedure (3.1). This result will be used in Section 6 to estimate a worst-case \( O(1/\epsilon) \) iteration complexity for Algorithm 1.

Corollary 5.3. Let \( \tilde{u}^k \) be generated by the ADMM procedure (3.1) with given \( u^k \) and \( \tilde{u}^k = \mathcal{A}\tilde{u}^k \). If the new iterate \( u^{k+1} \) is updated by (5.2) and \( q^\varepsilon(\alpha) \) be defined in (5.4), then we have

\[
\|u^k - \tilde{u}^k\|^2 - \|u^{k+1} - \tilde{u}^k\|^2 = q^\varepsilon(\alpha).
\]  

(5.5)

Proof. Setting \( u = \tilde{u}^k \) in (4.5) with \( G = \mathcal{I} \), we get

\[
\|u^k - \tilde{u}^k\|^2 - \|u^{k+1} - \tilde{u}^k\|^2 = 2\alpha(u^k - \tilde{u}^k)^T \mathcal{L}(u^k - \tilde{u}^k) - \alpha^2 \|\mathcal{L}(u^k - \tilde{u}^k)\|^2.
\]  

(5.6)

Using (4.2) and the definition \( q^\varepsilon(\alpha) \) in (5.4), the proof is complete. \( \square \)

Now, we are ready to show that the sequence \( \{u^k\} \) generated by the proposed Algorithm 1 is contractive with respect to the set \( \mathcal{U}^* \), starting from the following lemma.

Lemma 5.4. Let \( \alpha_k^\varepsilon \) be defined in (5.1b). Then we have

\[
\alpha_k^\varepsilon \geq \frac{1}{2\|\mathcal{L}^T \mathcal{L}\|}.
\]  

(5.7)

Proof. It is trivial from (5.1b). \( \square \)

Theorem 5.5. Let the sequence \( \{u^k\} \) be generated by the proposed Algorithm 1. Then we have

\[
\|u^{k+1} - u^*\|^2 \leq \|u^k - u^*\|^2 - \frac{\gamma(2 - \gamma)}{4\|\mathcal{L}^T \mathcal{L}\| \|u^k - \tilde{u}^k\|^2}, \quad \forall u^* \in \mathcal{U}^*.
\]  

(5.8)
Proof. Using (5.4), by a manipulation, we obtain

\[
q^\varphi(\alpha_k) = \gamma \alpha_k \|u^k - \tilde{u}^k\|^2 + \|S(u^k - \tilde{u}^k)\|^2 - \gamma^2 \alpha_k \|L(u^k - \tilde{u}^k)\|^2
\]

\[
\begin{align*}
&= (1 - \frac{\gamma}{2}) \alpha_k \|u^k - \tilde{u}^k\|^2 + \|S(u^k - \tilde{u}^k)\|^2 \\
&\geq \frac{\gamma(2 - \gamma)}{4\|L\|^2} \|u^k - \tilde{u}^k\|^2.
\end{align*}
\]

The assertion (5.8) follows from (5.3) immediately. □

Remark 5.6. For the special case where \(m = 2\), if we determine the step size \(\alpha_k\) in a simpler way: \(\alpha_k \equiv 1\), then the forward substitution procedure (see (5.1))

\[
u^{k + 1} - u^k = L(\tilde{u}^k - u^k)
\]

for this special scenario becomes

\[
\begin{pmatrix}
H^{1/2} A_2(x_2^{k+1} - x_2^k) \\
H^{-1/2}(\lambda^{k+1} - \lambda^k)
\end{pmatrix} = \begin{pmatrix}
I_t & 0 \\
- I_t & I_t
\end{pmatrix} \begin{pmatrix}
H^{1/2} A_2(\tilde{x}_2^k - x_2^k) \\
H^{-1/2}(\tilde{\lambda}_k - \lambda^k)
\end{pmatrix}
\]

(5.9)

In this case, we have (see (5.4))

\[
q^\varphi(1) = \|u^k - \tilde{u}^k\|^2 + \|S(u^k - \tilde{u}^k)\|^2 - \|L(u^k - \tilde{u}^k)\|^2
\]

\[
= \left\| \frac{H^{1/2} A_2(x_2^k - \tilde{x}_2^k)}{H^{-1/2}(\lambda^k - \tilde{\lambda}_k)} \right\|^2 + \|H^{1/2} A_2(x_2^k - \tilde{x}_2^k) - H^{-1/2}(\lambda^k - \tilde{\lambda}_k)\|^2
\]

\[
- \left\| \begin{pmatrix}
I_t & 0 \\
- I_t & I_t
\end{pmatrix} \begin{pmatrix}
H^{1/2} A_2(x_2^k - \tilde{x}_2^k) \\
H^{-1/2}(\lambda^k - \tilde{\lambda}_k)
\end{pmatrix} \right\|^2
\]

\[
= \|\lambda^k - \tilde{\lambda}_k\|^2_{H^{-1}},
\]

(5.10)

and thus \(q^\varphi(1) \geq 0\). Combining (5.3) and the last equality, we obtain

\[
\left\| \frac{H^{1/2} A_2(x_2^{k+1} - x_2^k)}{H^{-1/2}(\lambda^{k+1} - \lambda^*)} \right\|^2 \leq \left\| \frac{H^{1/2} A_2(x_2^k - \tilde{x}_2^k)}{H^{-1/2}(\lambda^k - \lambda^*)} \right\|^2 - \|\lambda^k - \tilde{\lambda}_k\|^2_{H^{-1}}, \quad \forall u^* \in U^*.
\]

Because

\[
u^0 = \begin{pmatrix}
H^{1/2} A_2 x_2^0 \\
H^{-1/2} \lambda^0
\end{pmatrix}, \quad \tilde{u}^k = \begin{pmatrix}
H^{1/2} A_2 \tilde{x}_2^k \\
H^{-1/2} \tilde{\lambda}_k
\end{pmatrix} \quad \text{and} \quad A_2 x_2^{k+1} = A_2 \tilde{x}_2^k \quad (\text{see (5.9)}),
\]

combining the definition of \(\tilde{\lambda}_k\) (see (3.1b)), the method is equivalent to

\[
\begin{align*}
x_2^{k+1} & = \tilde{x}_2^k, \\
\lambda^{k+1} & = \lambda^k - H(A_1 x_1^{k+1} + A_2 x_2^{k+1} - b),
\end{align*}
\]

which is the ADMM scheme (1.2). Therefore, for the case \(m = 2\), Algorithm 1 with \(\alpha_k \equiv 1\) is exactly the standard ADMM. Based on the above analysis, the proposed Algorithm 1 can be regarded as an extension of the standard ADMM (1.2) from the special case of (1.1) with \(m = 2\) to the general case of (1.1) with a generic \(m\).
The computation of the step size $\alpha_k^\varepsilon$ in (5.1b) is already inexpensive thanks to the simplicity of $S$ and $L$ (see (2.7) and (2.10)). Moreover, in (5.7) we have shown a unified lower bound of this step size for any $m$. This bound is certainly in conservative nature as it applies to the generic case with an arbitrary $m$. For a specific given $m$, one may be more interested in a bound more accurate than this unified bound. Also, one may ask the question if the step size $\alpha_k$ can be fixed as a constant so that the computation of the forward substitution procedure (5.1a) can be further alleviated. The answers to these question are crucially dependent on the possibility of ensuring the positivity of $q^\varepsilon(\alpha)$. In the remark above, we have shown that $\alpha_k$ could be fixed as 1 for the case where $m = 2$ in (1.1).

According to (5.4),

$$q^\varepsilon(\alpha) \geq 0 \iff \|u^k - \tilde{u}^k\|^2 + \|S(u^k - \tilde{u}^k)\|^2 \geq \alpha \|L(u^k - \tilde{u}^k)\|^2.$$  

Hence, we need only to take $\alpha$ such that

$$(\mathcal{I} + S^T S) - \alpha L^T L \succ 0,$$

in order to ensure $q^\varepsilon(\alpha) \geq 0$ (thus the contraction and convergence). For any fixed $m \geq 3$, we define

$$\alpha_k^\varepsilon = \sup\{\alpha \mid (\mathcal{I} + S^T S) - \alpha L^T L \succeq 0\}.$$  

(5.11)

**Theorem 5.7.** Let $\{u^k\}$ be the sequence generated by the proposed Algorithm 1 with a constant step size $\alpha \in (0, \alpha_k^\varepsilon)$, where $\alpha_k^\varepsilon$ is defined in (5.11). Then we have

$$q^\varepsilon(\alpha) \geq \alpha(\alpha_k^\varepsilon - \alpha)\|L(u^k - \tilde{u}^k)\|^2,$$  

(5.12)

and consequently

$$\|u^{k+1} - u^*\|^2 \leq \|u^k - u^*\|^2 - \alpha(\alpha_k^\varepsilon - \alpha)\|L(u^k - \tilde{u}^k)\|^2, \quad \forall u^* \in \mathcal{U}^*.$$  

(5.13)

**Proof.** Using (5.4), we have

$$q^\varepsilon(\alpha) = \alpha ((\|u^k - \tilde{u}^k\|^2 + \|S(u^k - \tilde{u}^k)\|^2) - \alpha \|L(u^k - \tilde{u}^k)\|^2)).$$

According to (5.11), we have

$$((\|u^k - \tilde{u}^k\|^2 + \|S(u^k - \tilde{u}^k)\|^2) \geq \alpha_k^\varepsilon \|L(u^k - \tilde{u}^k)\|^2$$

and thus (5.12) is proved. The assertion (5.13) follows from (5.3) and (5.12) immediately. \qed

We take the case where $m = 3$ as an example for detailed explanation. Since

$$\mathcal{I} + S^T S = \begin{pmatrix} 2I & I & -I \\ I & 2I & -I \\ -I & -I & 2I \end{pmatrix} \quad \text{and} \quad L^T L = \begin{pmatrix} 3I & 2I & -I \\ 2I & 2I & -I \\ -I & -I & I \end{pmatrix},$$

we investigate the determinant of $[(\mathcal{I} + S^T S) - \alpha L^T L]$,

$$\Delta(\alpha) := \begin{vmatrix} 2 - 3\alpha & 1 - 2\alpha & \alpha - 1 \\ 1 - 2\alpha & 2 - 2\alpha & \alpha - 1 \\ \alpha - 1 & \alpha - 1 & 2 - \alpha \end{vmatrix}. \quad (5.14)$$

By a careful manipulation, we have

$$\Delta(\alpha) = -2(\alpha - 1)(\alpha - 2)(3\alpha - 2) + \{(2(1 - 2\alpha) + (2\alpha - 2) + (3\alpha - 2))\}(\alpha - 1)^2$$

$$+ (\alpha - 2)(2\alpha - 1)^2$$

$$= -2(\alpha - 1)(\alpha - 2)(3\alpha - 2) + (\alpha - 2)(\alpha - 1)^2 + (\alpha - 2)(2\alpha - 1)^2$$

$$= -(\alpha - 2)(2(\alpha - 1)(3\alpha - 2) - (\alpha - 1)^2 - (2\alpha - 1)^2)$$

$$= -(\alpha - 2)(\alpha^2 - 4\alpha + 2)$$

$$= -((\alpha - (2 - \sqrt{2}))(\alpha - 2))((\alpha - (2 + \sqrt{2})),$$
therefore, it follows that
\[ \Delta(\alpha) \geq 0, \quad \forall \alpha \in (0, (2 - \sqrt{2})]. \]

In addition, for such \( \alpha \in (0, (2 - \sqrt{2})], \) it is easy to check that
\[ 2 - 3\alpha > 0 \quad \text{and} \quad \begin{vmatrix} 2 - 3\alpha & 1 - 2\alpha \\ 1 - 2\alpha & 2 - 2\alpha \end{vmatrix} > 0. \]

Thus,
\[ (I + STS) - \alpha LTL \succeq 0, \quad \forall \alpha \in (0, (2 - \sqrt{2})]. \]

For \( m = 3, \) \( \alpha^* = 2 - \sqrt{2}. \) Therefore, by using the forward substitution, in (5.1a), we can take fixed \( \alpha_k \equiv \alpha \in (0, (2 - \sqrt{2})) \) for the case \( m = 3 \) in (1.1).

5.2 Alternating direction method of multipliers with a backward substitution

In this subsection, we combine the ADMM procedure (3.1) with the backward substitution (4.12) for solving (1.1).

Algorithm 2: Alternating direction method of multipliers with a backward substitution.

Let \( \gamma \in (0, 2), A, S \) and \( L \) be defined in (2.5), (2.7) and (2.10), respectively. Start with \( u^0. \)

With the given iterate \( u^k, \) the new iterate \( u^{k+1} \) is given as follows.

**Step 1. ADMM procedure (prediction step).** Execute the scheme (3.1) to generate \( \tilde{w}^k \) and thus \( \tilde{v}^k. \) Set \( \tilde{u}^k = A\tilde{v}^k. \)

**Step 2. Backward substitution procedure (correction step).** Generate the new iterate \( u^{k+1} \) via:

\[ P^T(u^{k+1} - u^k) = \alpha_k N(\tilde{u}^k - u^k). \]

where
\[ \alpha_k = \gamma \alpha^B_k \quad \text{with} \quad \alpha^B_k = \frac{\|u^k - \tilde{u}^k\|^2 + \|S(u^k - \tilde{u}^k)\|^2}{2\|N(u^k - \tilde{u}^k)\|^2}. \]

**Remark 5.8.** The method proposed in [17] also combines an ADMM procedure (more precisely, (1.3)) with a backward substitution procedure. But, the Gaussian back substitution procedure in [17] requires to compute the inverse matrices of \( A_i^THA_i \) for \( i = 2, \cdots, m, \) which is more demanding than (5.15a) computationally.

To show how to choose the step size in the backward substitution procedure (5.15a), we first look at a backward substitution procedure whose step size \( \alpha \) is undetermined and then investigate how to seek an appropriate value for \( \alpha \) on contraction purpose.

**Theorem 5.9.** Let \( \tilde{u}^k \) be generated by the ADMM procedure (3.1) with given \( u^k \) and \( \tilde{u}^k = A\tilde{v}^k. \) If the new iterate \( u^{k+1} \) is updated by (5.15a), then we have

\[ \|u^k - u^*\|^2_G - \|u^{k+1} - u^*\|^2_G \geq q^\beta(\alpha), \quad \forall u^* \in U^*, \]

where \( G = PP^T, \) \( P \) is defined in (2.10) and

\[ q^\alpha(\alpha) = \alpha(\|u^k - \tilde{u}^k\|^2 + \|S(u^k - \tilde{u}^k)\|^2) - \alpha^2\|N(u^k - \tilde{u}^k)\|^2. \]
Proof. Recall that (5.15a) is a special case of (4.4) by taking \( G = \mathcal{P}\mathcal{P}^T \). It follows from (4.6) that
\[
\|u^k - u^*\|_G^2 - \|u^{k+1} - u^*\|_G^2 \\
\geq \alpha (\|u^k - \tilde{u}^k\|^2 + \|S(u^k - \tilde{u}^k)\|^2) - \alpha^2 \|\mathcal{P}^{-1}\mathcal{L}(u^k - \tilde{u}^k)\|^2, \quad \forall u^* \in \mathcal{U}^*.
\]
(5.18)
Since \( \mathcal{P}^{-1}\mathcal{L} = \mathcal{N} \) (see (2.11)), (5.16)-(5.17) is an immediate conclusion of (5.18).

Accordingly, the inequality (5.16) suggests us to choose a value of \( \alpha \) such that \( q^\beta(\alpha) \) defined in (5.17) is maximized, i.e.,
\[
\alpha^\beta_k = \frac{\|u^k - \tilde{u}^k\|^2 + \|S(u^k - \tilde{u}^k)\|^2}{2\|\mathcal{N}(u^k - \tilde{u}^k)\|^2}.
\]
Note that we can also take \( G = \mathcal{P}\mathcal{P}^T \) in (4.7) and obtain the choice of \( \alpha^\beta_k \) as above. Similar as the forward substitution procedure (5.1a), we attach a relaxation factor \( \gamma \in (0, 2) \) to \( \alpha^\beta_k \) and thus choose the step size as
\[
\alpha_k = \gamma \alpha^\beta_k
\]
for the backward substitution procedure (5.15a).

Proposition 5.10. For the \( q^\beta(\alpha) \) defined in (5.17), we have
\[
q^\beta(\alpha) \geq \alpha \|x^k - \bar{x}^k\|^2_{H^{-1}}, \quad \forall \alpha \in (0, 1]
\]
(5.19)
and
\[
q^\beta(\alpha) \geq \alpha(1 - \alpha)\|\mathcal{N}(u^k - \tilde{u}^k)\|^2, \quad \forall \alpha \in (0, 1]
\]
(5.20)
Proof. By using the structure of \( \mathcal{N}, u \) and \( S \) (see (2.9), (2.4) and (2.7)), we have
\[
\|\mathcal{N}(u^k - \tilde{u}^k)\|^2 = \|u^k - \tilde{u}^k\|^2 - \|x^k - \bar{x}^k\|^2_{H^{-1}} + \|S(u^k - \tilde{u}^k)\|^2.
\]
(5.21)
According to the definition of \( q^\beta(\alpha) \), for any \( \alpha \in (0, 1) \), then we have
\[
q^\beta(\alpha) = \alpha \{(\|u^k - \tilde{u}^k\|^2 + \|S(u^k - \tilde{u}^k)\|^2) - \alpha\|\mathcal{N}(u^k - \tilde{u}^k)\|^2 \}
\]  
(5.22)
\[
\text{(use (5.21))} \geq \alpha \{(\|u^k - \tilde{u}^k\|^2 + \|S(u^k - \tilde{u}^k)\|^2) - \|\mathcal{N}(u^k - \tilde{u}^k)\|^2 \}
\]  
(5.23)
\[
= \alpha \|x^k - \bar{x}^k\|^2_{H^{-1}}.
\]
By using
\[
\|u^k - \tilde{u}^k\|^2 + \|S(u^k - \tilde{u}^k)\|^2 \geq \|\mathcal{N}(u^k - \tilde{u}^k)\|^2,
\]
for any \( \alpha \in (0, 1] \), we have
\[
q^\beta(\alpha) = \alpha \{(\|u^k - \tilde{u}^k\|^2 + \|S(u^k - \tilde{u}^k)\|^2) - \alpha\|\mathcal{N}(u^k - \tilde{u}^k)\|^2 \}
\]
\[
\geq \alpha(1 - \alpha)\|\mathcal{N}(u^k - \tilde{u}^k)\|^2.
\]
The assertions are proved.

Moreover, to further alleviate the computation of the substitution procedure, the proposed backward substitution procedure (5.15a) is eligible to simply take a constant
\[
\alpha_k \equiv \mu \in (0, 1)
\]
as the step size. This is in fact a byproduct of (5.21). From (5.21), we have
\[
\|u^k - \tilde{u}^k\|^2 + \|S(u^k - \tilde{u}^k)\|^2 \geq \|\mathcal{N}(u^k - \tilde{u}^k)\|^2 \quad \text{and} \quad \alpha^\beta_k \geq \frac{1}{2}.
\]
(5.24)
Therefore, we have \( \gamma \cdot \alpha^\beta_k \geq \gamma \cdot \frac{1}{2} \in (0, 1) \). If we take a constant \( \mu \in (0, 1) \) as the step size for the backward substitution procedure (5.15a), instead of \( \alpha^\beta_k \), the convergence is still ensured.

The following corollary shows that the equality is achieved in (5.16) if \( u^* \) is replaced by the vector \( \tilde{u}^k \) generated by the ADMM procedure (3.1). This result will be used in Section 6 for proving a worst-case \( O(1/\epsilon) \) iteration complexity for Algorithm 2.
Corollary 5.11. Let $w^k$ be generated by the ADMM procedure (3.1) with given $u^k$ and $\tilde{u}^k = A\tilde{u}^k$. If the new iterate $u^{k+1}$ is updated by (5.15a) and $q^B(\alpha)$ be defined in (5.17), then we have

$$
\|u^k - \tilde{u}^k\|^2_G - \|u^{k+1} - \tilde{u}^k\|^2_G = q^B(\alpha).
$$

(5.24)

Proof. Setting $u = \tilde{u}^k$ in (4.5) with $G = PP^T$ and $P^{-1}L = N$, we get

$$
\|u^k - \tilde{u}^k\|^2_G - \|u^{k+1} - \tilde{u}^k\|^2_G = 2\alpha(u^k - \tilde{u}^k)^T(L(u^k - \tilde{u}^k) - \alpha^2\|N(u^k - \tilde{u}^k)\|^2).
$$

(5.25)

Using (4.2) and the definition of $q^B(\alpha)$ in (5.17), the assertion (5.25) is obtained. □

Now, we can show that the sequence $\{u^k\}$ generated by the proposed Algorithm 2 is contractive with respect to the set $U^*$ under the $(PP^T)$-norm. Based on this fact, the reason why $\gamma$ should be restricted into the interval $(0, 2)$ is also clear.

Theorem 5.12. Let the sequence $\{u^k\}$ be generated by the proposed Algorithm 2. Then we have

$$
\|u^{k+1} - u^*\|^2_G \leq \|u^k - u^*\|^2_G - \frac{\gamma(2 - \gamma)}{4}\|u^k - \tilde{u}^k\|^2, \quad \forall u^* \in U^*.
$$

(5.26)

Proof. Since $\alpha_k = \gamma\alpha_k^B$, it follows from (5.17) and $\alpha_k^B \geq \frac{1}{2}$ that

$$
q^B(\alpha_k) = \gamma\alpha_k^B(\|u^k - \tilde{u}^k\|^2 + \|S(u^k - \tilde{u}^k)\|^2) = \gamma(1 - \frac{\gamma}{2})\alpha_k^B(\|u^k - \tilde{u}^k\|^2 + \|S(u^k - \tilde{u}^k)\|^2) \geq \frac{\gamma(2 - \gamma)}{4}\|u^k - \tilde{u}^k\|^2.
$$

The assertion follows from the above inequality and (5.16) directly. □

Remark 5.13. When $m = 2$ in (1.1), $P = I$, in addition, we have $L = N$, then (see (2.9) and (2.10)) and thus $q^F(\alpha) = q^B(\alpha)$ (see (5.4) and (5.17)). In Subsection 5.1 we have demonstrated that if the step-size $\alpha \equiv 1$, the forward substitution procedure becomes

$$
u^{k+1} - u^k = L(\tilde{u}^k - u^k),
$$

and thus Algorithm 1 reduces to the standard ADMM scheme (1.2). Similarly, the proposed backward substitution procedure with step-size $\alpha \equiv 1$ reduces to

$$
P^T(u^{k+1} - u^k) = N(\tilde{u}^k - u^k).
$$

Because $P$ is the identity matrix and $L = N$, Algorithm 2 also reduces to the standard ADMM scheme (1.2). In short, for the case $m = 2$ in (1.1), the proposed forward and backward substitutions are identical, and Algorithms 1 and 2 both reduce to the standard ADMM scheme (1.2). Our proposed algorithms are thus able to recover the standard ADMM scheme (1.2).

5.3 Convergence analysis

In the last subsections, we have shown that both the sequences generated by Algorithms 1 and 2 are contractive with respective to the set $U^*$. This fact thus enables us to establish the global convergence for both algorithms simultaneously based on the analytic framework of contraction methods in [1]. Moreover, based on this analytic framework of contraction methods, the local linear convergence of Algorithms 1 and 2 can be derived immediately provided that certain error bounds (e.g., some analogous to those in [22]) are assumed to be satisfied. As we have mentioned, the input
of the proposed algorithms at each iteration is $u^k$. Thus, in the following analysis we investigate the convergence for the sequence $\{u^k\}$.

In fact, the inequalities (5.8) and (5.26) which show the contraction of the sequences generated by Algorithms 1 and 2 can be unified as

$$\|u^{k+1} - u^*\|_G^2 \leq \|u^k - u^*\|_G^2 - c \cdot \|u^k - \tilde{u}^k\|^2, \quad \forall u^* \in U^*, \tag{5.27}$$

where $c > 0$ is certain constant. More precisely, $G = I$ and $c = \frac{\gamma(2-\gamma)}{4\|L^T L\|}$ for Algorithm 1; and $G = PP^T$ and $c = \frac{\gamma(2-\gamma)}{4}$ for Algorithm 2.

**Theorem 5.14.** [Global convergence] Let the sequence $\{u^k\}$ be generated by the proposed framework of ADMM with a substitution (either Algorithm 1 or Algorithm 2). Then, there exists $u^\infty \in U^*$ such that

$$\lim_{k \to \infty} u^k = u^\infty,$$

and the corresponding vector $w^\infty$ is a solution point of VI($W, F, \theta$).

**Proof.** First, for an arbitrarily fixed $u^* \in U^*$, it follows from (5.27) that the sequence $\{u^k\}$ is bounded. Summing the inequality (5.27) over $k = 0, 1, \ldots$, we obtain

$$\sum_{k=0}^{\infty} c \cdot \|u^k - \tilde{u}^k\|^2 \leq \|u^0 - u^*\|_G^2,$$

and thus

$$\lim_{k \to \infty} \|u^k - \tilde{u}^k\|^2 = 0. \tag{5.28}$$

Therefore, the sequence $\{\tilde{u}^k\}$ is also bounded. Let $u^\infty$ be a cluster point of $\{\tilde{u}^k\}$ and $w^\infty$ is the related vector to $u^\infty$. Recall that all $A_i$'s are assumed to be full column rank. By using (2.15), the assertion of Theorem 3.3 can be written as

$$\tilde{u}^k \in W, \quad \theta(x) - \theta(\tilde{x}^k) + (w - \tilde{u}^k)^T F(\tilde{w}^k) \geq (v - \tilde{u}^k)^T A^T L(u^k - \tilde{u}^k), \quad \forall w \in W.$$

Since $\lim_{k \to \infty} \|u^k - \tilde{u}^k\|^2 = 0$, it follows that

$$\lim_{k \to \infty} \{\theta(x) - \theta(\tilde{x}^k) + (w - \tilde{w}^k)^T F(\tilde{w}^k)\} \geq 0, \quad \forall w \in W. \tag{5.29}$$

Therefore, $w^\infty$ is a solution point of VI($W, F, \theta$). By using (5.27), we have

$$\|u^{k+1} - u^\infty\|_G^2 \leq \|u^k - u^\infty\|_G^2 - c \cdot \|u^k - \tilde{u}^k\|^2,$$

and thus $\lim_{k \to \infty} u^k = u^\infty$. The theorem is proved. \hfill \Box

Now, we can show the local linear convergence of Algorithms 1 and 2 immediately under some error bound assumptions similar as those in [22].

**Theorem 5.15.** [Local linear convergence rate] Let the sequence $\{u^k\}$ be generated by the proposed framework of ADMM with a substitution (either Algorithm 1 or Algorithm 2). Assume that there is a constant $\tau > 0$ such that

$$\|u^k - u^*\| \leq \tau \|u^k - \tilde{u}^k\|, \quad u^* \in U^*. \tag{5.30}$$

Then, $\{u^k\}$ converges to $u^*$ on a linear rate.

**Proof.** Since $\|u^k - u^*\|_G$ is Fejér monotone with respect to $U^*$, the sequence $\{u^k\}$ is bounded. Then, the local linear convergence rate of $\{u^k\}$ is an immediate assertion based on the assumption (5.30) and the fact (5.27). \hfill \Box

In the next two sections, our purpose is to show that when the error bound assumption in Theorem 5.15 is not assumed, we still can estimate iteration complexity for Algorithms 1 and 2. Thus, some worst-case estimate on the convergence rate of Algorithms 1 and 2 can be derived. We address this concern in both ergodic and nonergodic senses.
6  Worst-case iteration complexity in an ergodic sense

In this section, we show a worst-case iteration complexity for the proposed algorithms in an ergodic sense. More specifically, our goal is to show that Algorithms 1 and 2 need at most $O(1/\epsilon)$ iterations to find $\bar{w} \in \mathcal{W}$, an approximate solution of VI($\mathcal{W}, F, \theta$) with the accuracy $\epsilon$ in the sense that

$$\theta(\bar{x}) - \theta(x) + (\bar{w} - w)^T F(w) \leq \epsilon, \quad \forall w \in \mathcal{W}. \quad (6.1)$$

Recall that it is reasonable to use (6.1) to measure the accuracy of $\bar{w}$ to a solution point of VI($\mathcal{W}, F, \theta$), because of the characterization (2.3) in Theorem 2.1.

We first present a simple lemma which will be used in the coming analysis. Since the proof is trivial, we omit it.

**Lemma 6.1.** Let $G \in \mathbb{R}^{n \times n}$ be symmetric and positive semi-definite. Then, it holds that

$$(a - b)^T G (c - d) = \frac{1}{2} (\| a - d \|_G^2 - \| a - c \|_G^2) + \frac{1}{2} (\| c - b \|_G^2 - \| d - b \|_G^2), \quad \forall \ a, b, c, d \in \mathbb{R}^n. \quad (6.2)$$

Then, we delineate analyze the iteration complexity for Algorithms 1 and 2 individually in the following subsections.

6.1  $O(1/\epsilon)$ iteration complexity for Algorithm 1 in an ergodic sense

Recall (6.1). In order to estimate the accuracy of $\bar{w}$, in the following theorem we first find a upper bound of the term $\theta(\bar{x}) - \theta(x) + (\bar{w} - w)^T F(w)$ for the sequence generated by Algorithm 1. Note that the following result (6.3) is valid for any step size $\alpha > 0$ in (5.1a).

**Theorem 6.2.** Let the sequence $\{u^k\}$ be generated by (5.2), i.e., Algorithm 1 with an unspecified step size $\alpha > 0$, and $q^\alpha(\alpha)$ be defined in (5.4). Then, we have

$$\theta(\bar{x}^k) - \theta(x) + (\bar{w}^k - w)^T F(w) \leq \frac{1}{2\alpha} (\| u - u^k \|_2^2 - \| u - u^{k+1} \|_2^2 - q^\alpha(\alpha)), \quad \forall w \in \mathcal{W}. \quad (6.3)$$

**Proof.** The assertions (6.3) can be obtained based on the following facts.

1. Using Theorem 3.3 and the fact $(w - \bar{w}^k)^T F(w) = (w - \bar{w}^k)^T F(\bar{w}^k)$, we have

$$\alpha \left\{ (\theta(x) - \theta(\bar{x}^k)) + (w - \bar{w}^k)^T F(w) \right\} \geq \alpha (u - \bar{u}^k)^T \mathcal{L}(u^k - \bar{u}^k), \quad \forall w \in \mathcal{W}. \quad (6.4a)$$

2. Since $\alpha \mathcal{L}(u^k - \bar{u}^k) = (u^k - u^{k+1})$ for any $\alpha > 0$ in (5.1a), for the right hand side of (6.4a), we have

$$\alpha (u - \bar{u}^k)^T \mathcal{L}(u^k - \bar{u}^k) = (u - \bar{u}^k)^T (u^k - u^{k+1}). \quad (6.4b)$$

3. Using Lemma 6.1, we have

$$\begin{align*}
(u - \bar{u}^k)^T (u^k - u^{k+1}) &= \frac{1}{2} (\| u - u^{k+1} \|_2^2 - \| u - u^k \|_2^2) + \frac{1}{2} (\| u^k - \bar{u}^k \|_2^2 - \| u^{k+1} - \bar{u}^k \|_2^2). \quad (6.4c)
\end{align*}$$

4. Recall Corollary 5.3. We have

$$\frac{1}{2} (\| u^k - \bar{u}^k \|_2^2 - \| u^{k+1} - \bar{u}^k \|_2^2) = \frac{1}{2} q^\alpha(\alpha). \quad (6.4d)$$
Combining these assertions, we obtain the assertion (6.3).

Recall that for the proposed Algorithm 1, the step size \( \alpha \) is taken as \( \alpha = \gamma \alpha_k^F \) with \( \gamma \in (0, 2) \) and \( \alpha_k^F \) is given by (5.1b). Moreover, (5.1b) and (5.4) imply that \( q^F(\gamma \alpha_k^F) \geq 0 \). Thus, we have the following corollary of Theorem 6.2.

**Corollary 6.3.** Let the sequence \( \{u^k\} \) be generated by the proposed Algorithm 1. Then, we have

\[
\theta(x^k) - \theta(x) + (\tilde{w}^k - w)^T F(w) \leq \frac{1}{2 \gamma \alpha_k^F} \left( \|u - u^k\|^2 - \|u - u^{k+1}\|^2 \right), \quad \forall w \in \mathcal{W}.
\]  

(6.5)

Now, we are ready to show a worst-case \( O(1/\epsilon) \) iteration complexity for Algorithm 1 in an ergodic sense.

**Theorem 6.4.** Let \( \{u^k\} \) be the sequence generated by Algorithm 1. For any integer number \( t > 0 \), let

\[
\tilde{w}_t := \frac{1}{\Upsilon_t} \sum_{k=0}^{t} \alpha_k^F \tilde{w}^k \quad \text{with} \quad \Upsilon_t^F = \sum_{k=0}^{t} \alpha_k^F.
\]  

(6.6)

Then, we have \( \tilde{w}_t \in \mathcal{W} \) and

\[
\theta(x_t) - \theta(x) + (\tilde{w}_t - w)^T F(w) \leq \frac{\|\mathcal{L}^T\|}{\gamma (t + 1)} \|u - u^0\|^2, \quad \forall w \in \mathcal{W},
\]  

(6.7)

i.e., \( \tilde{w}_t \) is a solution point of \( \text{VI}(\mathcal{W}, F, \theta) \) with the accuracy of \( O(1/t) \).

**Proof.** Summing the inequality (6.5) over \( k = 0, 1, \ldots, t \), we obtain

\[
\left( \Upsilon_t^F \theta(x) - \sum_{k=0}^{t} \alpha_k^F \theta(x^k) \right) + \left( \Upsilon_t^F w - \sum_{k=0}^{t} \alpha_k^F \tilde{w}^k \right)^T F(w) + \frac{1}{2 \gamma} \|u - u^0\|^2 \geq 0, \quad \forall w \in \mathcal{W}.
\]

It follows that

\[
\left( \frac{1}{\Upsilon_t^F} \sum_{k=0}^{t} \alpha_k^F \theta(x^k) - \theta(x) \right) + \left( \frac{1}{\Upsilon_t^F} \sum_{k=0}^{t} \alpha_k^F \tilde{w}^k - w \right)^T F(w) \leq \frac{1}{2 \gamma \Upsilon_t^F} \|u - u^0\|^2, \quad \forall w \in \mathcal{W}.
\]  

(6.8)

Since \( x_t = \frac{1}{\Upsilon_t^F} \sum_{k=0}^{t} \alpha_k^F x^k \) is a convex combination of the vectors \( \{\tilde{x}^0, \tilde{x}^1, \ldots, \tilde{x}^k\} \) and \( \theta(x) \) is convex, we have

\[
\theta(x_t) \leq \frac{1}{\Upsilon_t^F} \sum_{k=0}^{t} \alpha_k^F \theta(x^k).
\]

Substituting it in (6.8), we have

\[
\theta(x_t) - \theta(x) + (\tilde{w}_t - w)^T F(w) \leq \frac{1}{2 \gamma \Upsilon_t^F} \|u - u^0\|^2, \quad \forall w \in \mathcal{W},
\]  

(6.9)

Recall that we have shown that \( \alpha_k^F \geq \|\mathcal{L}^T\|/2 \) in Theorem 5.5. Then, it follows from (6.6) that

\[
\Upsilon_t^F \geq \frac{(t + 1)}{2 \|\mathcal{L}^T\|}.
\]

Finally, substituting it in (6.9), we obtain the assertion (6.7).

The assertion (6.7) in Theorem 6.4 thus clearly shows a worst-case \( O(1/\epsilon) \) iteration complexity for Algorithm 1 in an ergodic sense.
Remark 6.5. We have shown that Algorithm 1 reduces to the original ADMM (1.2) when \( m = 2 \) and \( \alpha_k \equiv 1 \). For this special case, we have \( q^p(1) \geq 0 \) (see (5.10)). Thus, Corollary 6.3 and Theorem 6.4 are valid. In addition, since \( \alpha_k \equiv 1 \), it follows from (6.9) that \( \Upsilon_t = t+1 \) and thus
\[
\theta(\tilde{x}_t) - \theta(x) + (\tilde{w}_t - w)^T F(w) \leq \frac{1}{2(t+1)} \| u - u^0 \|^2, \quad \forall w \in \mathcal{W},
\]
which indicates a worst-case \( O(1/\epsilon) \) iteration complexity for the original ADMM (1.2). Thus, the \( O(1/\epsilon) \) iteration complexity of the original ADMM (1.2) proved in [19] can be regarded as a special case of Theorem 6.4.

Remark 6.6. It is easy to see that \( \alpha \in (0, \alpha^*_{\epsilon}] \) still ensures the positivity of \( q^p(\alpha) \geq 0 \) (see (5.12)). In this case, based on (6.3), the inequality (6.5) becomes
\[
\theta(\tilde{x}^k) - \theta(x) + (\tilde{w}^k - w)^T F(w) \leq \frac{1}{2\alpha} (\| u - u^k \|^2 - \| u - u^{k+1} \|^2), \quad \forall w \in \mathcal{W}. \tag{6.10}
\]
Then, for \( \tilde{w}_t := \frac{1}{t+1} \sum_{k=0}^t \tilde{w}^k \in \mathcal{W} \), we have
\[
\theta(\tilde{x}_t) - \theta(x) + (\tilde{w}_t - w)^T F(w) \leq \frac{1}{2\alpha (t+1)} \| u - u^0 \|^2, \quad \forall w \in \mathcal{W}. \tag{6.11}
\]
In other words, the proved worst-case \( O(1/\epsilon) \) iteration complexity holds for Algorithm 1 with a constant step size in \( \alpha \in (0, \alpha^*_{\epsilon}] \). Although it saves computation by taking a constant step size, we do have found some applications where the step size chosen by (5.1b) is capable of accelerating convergence of Algorithm 1. To implement Algorithm 1, our recommendation is to use a constant step size if the computation of (5.1b) is inexpensive, or compute it via (5.1b) otherwise.

6.2 \( O(1/\epsilon) \) iteration complexity for Algorithm 2 in an ergodic sense

The framework of establishing a worst-case \( O(1/\epsilon) \) iteration complexity for Algorithm 2 is analogous to that for Algorithm 1. Again, we first find a upper bound of the term \( \theta(\tilde{x}) - \theta(x) + (\tilde{w} - w)^T F(w) \) in order to estimate the iteration complexity of Algorithm 2.

Theorem 6.7. Let the sequence \( \{u^k\} \) be generated by (5.15a), i.e., Algorithm 2 with a unspecified step size \( \alpha > 0 \). Let \( q^p(\alpha) \) be defined in (5.17) and \( G = \mathcal{P} \mathcal{P}^T \) where \( \mathcal{L} \) be given by (2.10). Then, we have
\[
\theta(\tilde{x}^k) - \theta(x) + (\tilde{w}^k - w)^T F(w) \leq \frac{1}{2\alpha} (\| u - u^k \|^2_G - \| u - u^{k+1} \|^2_G - q^p(\alpha)), \quad \forall w \in \mathcal{W}. \tag{6.12}
\]

Proof. The assertion (6.12) is based on the following facts.

1. Using Theorem 3.3 and the monotonicity of \( F \), we have
\[
\alpha \{ \theta(\tilde{x}) - \theta(x) \} + (w - \tilde{w}^k)^T F(w) \geq \alpha (u - \tilde{u}^k)^T \mathcal{L}(u^k - \tilde{u}^k), \quad \forall w \in \mathcal{W}. \tag{6.13a}
\]

2. Using \( \alpha \mathcal{L}(u^k - \tilde{u}^k) = \mathcal{P} \mathcal{P}^T (u^k - u^{k+1}) \) (see (5.15a)) and \( G = \mathcal{P} \mathcal{P}^T \), we have
\[
\alpha (u - \tilde{u}^k)^T \mathcal{L}(u^k - \tilde{u}^k) = (u - \tilde{u}^k)^T G(u^k - u^{k+1}). \tag{6.13b}
\]

3. Using Lemma 6.1, we have
\[
(u - \tilde{u}^k)^T G(u^k - u^{k+1})
\]
\[
= \frac{1}{2} (\| u - u^{k+1} \|^2_G - \| u - u^k \|^2_G) + \frac{1}{2} (\| u^k - \tilde{u}^k \|^2_G - \| u^{k+1} - \tilde{u}^k \|^2_G). \tag{6.13c}
\]
Recall Corollary 5.11. We have
\[
\frac{1}{2}\left(\|u^k - \tilde{u}^k\|_G^2 - \|u^{k+1} - \tilde{u}^k\|_G^2\right) = \frac{1}{2}q^\beta(\alpha). \tag{6.13d}
\]
Combining the assertions in (6.13) together, the assertion (6.12) is proved.

Recall that the step size \(\alpha_k = \gamma \alpha_k^p\) is taken as \(\gamma \in (0, 2)\) for the proposed Algorithm 2. Moreover, (5.17) implies that \(q^\beta(\alpha) \geq 0\). Thus, we have the following corollary of Theorem 6.7.

**Corollary 6.8.** Let the sequence \(\{u^k\}\) be generated by the proposed Algorithm 2. Then, we have
\[
\theta(\tilde{x}^k) - \theta(x) + (\tilde{w}^k - w)^T F(w) \leq \frac{1}{2\gamma \alpha_k} (\|u - u^k\|_G^2 - \|u - u^{k+1}\|_G^2) , \quad \forall w \in W. \tag{6.14}
\]

Now, we are ready to show a worst-case \(O(1/\epsilon)\) iteration complexity for Algorithm 2 in an ergodic sense.

**Theorem 6.9.** Let \(\{u^k\}\) be the sequence generated by Algorithm 2. For any integer number \(t > 0\), let
\[
\tilde{w}_t := \frac{1}{\Upsilon t} \sum_{k=0}^{t} \alpha_k^p \tilde{w}_k \quad \text{with} \quad \Upsilon t = \sum_{k=0}^{t} \alpha_k^p. \tag{6.15}
\]
Then, we have \(\tilde{w}_t \in W\) and
\[
\theta(\tilde{x}_t) - \theta(x) + (\tilde{w}_t - w)^T F(w) \leq \frac{1}{\gamma (t+1)} \|u - u^0\|_G^2, \quad \forall w \in W, \tag{6.16}
\]
i.e., \(\tilde{w}_t\) is a solution point of \(VI(W, F, \theta)\) with the accuracy of \(O(1/t)\).

**Proof.** Summing the inequality (6.14) over \(k = 0, 1, \ldots, t\), we obtain
\[
\left(\Upsilon t^p \theta(x) - \sum_{k=0}^{t} \alpha_k^p \theta(\tilde{x}^k)\right) + \left(\Upsilon t^p w - \sum_{k=0}^{t} \alpha_k^p \tilde{w}_k\right)^T F(w) + \frac{1}{2\gamma} \|u - u^0\|_G^2 \geq 0, \quad \forall w \in W.
\]
It follows that
\[
\left(\frac{1}{\Upsilon t} \sum_{k=0}^{t} \alpha_k^p \theta(\tilde{x}^k) - \theta(x)\right) + \left(\frac{1}{\Upsilon t} \sum_{k=0}^{t} \alpha_k^p \tilde{w}_k - w\right)^T F(w) \leq \frac{1}{2\gamma \Upsilon t} \|u - u^0\|_G^2, \quad \forall w \in W. \tag{6.17}
\]
Since \(\theta(x)\) is convex, we have
\[
\theta(\tilde{x}_t) \leq \frac{1}{\Upsilon t} \sum_{k=0}^{t} \alpha_k^p \theta(\tilde{x}^k).
\]
Recall that we have shown that \(\alpha_k^p \geq 1/2\) in Theorem 5.12. Then, it follows from (6.15) that
\[
\Upsilon t^p \geq \frac{(t+1)}{2}.
\]
Substituting it in (6.17), the assertion (6.16) follows directly. \(\square\)

The assertion (6.16) in Theorem 6.9 thus clearly shows a worst-case \(O(1/\epsilon)\) iteration complexity for Algorithm 2 in an ergodic sense.
7.1 The case with a chosen step size

We first establish a worst-case $O(1/\epsilon)$ iteration complexity in a nonergodic sense for Algorithms 1 and 2 when their substitution step sizes are taken as (5.1b) and (5.15b), respectively.
For both algorithms, from (5.27) we have
\[ c \sum_{k=0}^{\infty} \| u^k - \hat{u}^k \|^2 \leq \| u^0 - u^* \|^2_G, \quad \forall u^* \in U^*, \]
where \( c = \frac{\gamma(2-\gamma)}{4\|L^T L\|} \) and \( G = I \) for Algorithm 1; and \( c = \frac{\gamma(2-\gamma)}{4} \) and \( G = PP^T \) for Algorithm 2. Thus, for any integer \( t > 0 \), we obtain
\[ c \sum_{k=0}^{t} \| u^k - \hat{u}^k \|^2 \leq \| u^0 - u^* \|^2_G, \quad \forall u^* \in U^*, \]
and consequently, it follows that
\[ \min_{0 \leq k \leq t} \{ \| u^k - \hat{u}^k \|^2 \} \leq \frac{1}{c(t + 1)} \| u^0 - u^* \|^2_G, \quad \forall u^* \in U^*. \] (7.1)

Recall \( W^* \) is convex and closed under our assumptions (see Theorem 2.3.5 in [8]). Let
\[ d := \inf \{ \| u^0 - u^* \|^2_G | u^* \in U^* \}. \]
For any given \( \epsilon > 0 \), the inequality (7.1) indicates that Algorithms 1 and 2 require at most
\[ \lfloor d/c\epsilon \rfloor \]
iterations to fulfill the requirement \( \| u^k - \hat{u}^k \|^2 \leq \epsilon \). Thus, a worst-case \( O(1/\epsilon) \) worst-case iteration complexity is established for Algorithms 1 and 2 in a nonergodic sense.

### 7.2 The case with a constant step size

Then, we establish a worst-case \( O(1/\epsilon) \) iteration complexity in a nonergodic sense for Algorithms 1 and 2 when their substitution step sizes are taken as certain constants. We first show a lemma where an inequality regarding the output of the ADMM procedure (3.1) is proved.

**Lemma 7.1.** Let \( \hat{w}^k \) be generated by the ADMM procedure (3.1) with given \( u^k \) and \( \hat{u}^k = \mathcal{A}\hat{w}^k \). Then we have
\[ (u^k - u^{k+1})^T \mathcal{L}((u^k - \hat{u}^k) - (u^{k+1} - \hat{u}^{k+1})) \geq \frac{1}{2} \| (u^k - \hat{u}^k) - (u^{k+1} - \hat{u}^{k+1}) \|^2_G. \] (7.2)

**Proof.** First, it follows from (3.2) that
\[ \hat{w}^k \in \Omega, \quad \theta(x) - \theta(\hat{x}^k) + (w - \hat{w}^k)^T F(\hat{w}^k) \geq (u - \hat{u}^k) \mathcal{L}(u^k - \hat{u}^k), \quad \forall w \in \Omega. \] (7.3)

This inequality is also true for \( k := k + 1 \), and thus we have
\[ \hat{w}^{k+1} \in \Omega, \quad \theta(x) - \theta(\hat{x}^{k+1}) + (w - \hat{w}^{k+1})^T F(\hat{w}^{k+1}) \geq (u - \hat{u}^{k+1}) \mathcal{L}(u^{k+1} - \hat{u}^{k+1}), \quad \forall w \in \Omega. \] (7.4)

Setting \( w = \hat{w}^{k+1} \) and \( w = \hat{w}^k \) in (7.3) and (7.4), respectively, and then adding these two resulting inequalities, we obtain
\[ (\hat{u}^k - \hat{u}^{k+1})^T \mathcal{L}((u^k - \hat{u}^k) - (u^{k+1} - \hat{u}^{k+1})) \geq (\hat{w}^k - \hat{w}^{k+1})^T (F(\hat{w}^k) - F(\hat{w}^{k+1})). \]

Using the monotonicity of \( F \), we have
\[ (\hat{u}^k - \hat{u}^{k+1})^T \mathcal{L}((u^k - \hat{u}^k) - (u^{k+1} - \hat{u}^{k+1})) \geq 0. \] (7.5)

Adding the term
\[ ((u^k - \hat{u}^k) - (u^{k+1} - \hat{u}^{k+1}))^T \mathcal{L}((u^k - \hat{u}^k) - (u^{k+1} - \hat{u}^{k+1})) \]
to both sides of (7.5) and by a simple manipulation, we get (7.2) and the lemma is proved. \( \Box \)

Then we analyze the worst-case iteration complexity in a nonergodic sense for Algorithms 1 and 2, respectively, when their substitution step sizes are taken as certain constants.
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7.2.1 Algorithm 1 with a constant step size

Recall that the substitution step size of Algorithm 1 can be taken as a constant in \( \alpha \in (0, \alpha^* \checkmark) \) where \( \alpha^* \) is defined in (5.11). We first show that the sequence \( \{ \| \mathcal{L}(u^k - \tilde{u}^k) \|^2 \} \) is monotonically non-increasing and derive the worst-case \( O(1/\epsilon) \) iteration complexity.

**Lemma 7.2.** Let \( \{u^k\} \) be generated by Algorithm 1 with \( \alpha_k \equiv \alpha \in (0, \alpha^* \checkmark) \). Then we have

\[
\| \mathcal{L}(u^{k+1} - \tilde{u}^{k+1}) \|^2 \leq \| \mathcal{L}(u^k - \tilde{u}^k) \|^2, \quad \forall k \geq 0.
\]

**Proof.** By using (5.15a), we have

\[
u^k - u^{k+1} = \alpha \mathcal{L}(u^k - \tilde{u}^k),
\]

and substituting it in (7.2), it follows that

\[
(u^k - \tilde{u}^k)^T \mathcal{L}^T \mathcal{L}(u^k - \tilde{u}^k) - (u^{k+1} - \tilde{u}^{k+1}) \geq \frac{1}{2\alpha} \| (u^k - \tilde{u}^k) - (u^{k+1} - \tilde{u}^{k+1}) \|_{(\mathcal{L}^T + \mathcal{L})}.
\]

Setting \( a = \mathcal{L}(u^k - \tilde{u}^k) \) and \( b = \mathcal{L}(u^{k+1} - \tilde{u}^{k+1}) \) in the identity

\[
\| a \|^2 - \| b \|^2 = 2a^T (a - b) - \| a - b \|^2,
\]

and using the inequality (7.7) and the relation (2.14), we obtain

\[
\| \mathcal{L}(u^k - \tilde{u}^k) \|^2 - \| \mathcal{L}(u^{k+1} - \tilde{u}^{k+1}) \|^2 \geq \frac{1}{\alpha} \| (u^k - \tilde{u}^k) - (u^{k+1} - \tilde{u}^{k+1}) \|_{(\mathcal{L} + \mathcal{L}^T)} - \| \mathcal{L}(u^k - \tilde{u}^k) - \mathcal{L}(u^{k+1} - \tilde{u}^{k+1}) \|^2 \geq \frac{1}{\alpha} \| (u^k - \tilde{u}^k) - (u^{k+1} - \tilde{u}^{k+1}) \|^2_{(I + S^T S - \alpha \mathcal{L}^T \mathcal{L})}.
\]

Because \( \alpha \in (0, \alpha^* \checkmark) \) and thus \( (I + S^T S - \alpha \mathcal{L}^T \mathcal{L}) \succ 0 \) (see (5.11)), the right-hand side of (7.8) is non-negative and the lemma is proved. \( \square \)

Now, we are ready to estimate a worst-case \( O(1/\epsilon) \) iteration complexity for Algorithm 1 with a constant substitution step size in a nonergodic sense.

**Theorem 7.3.** Let \( \{u^t\} \) be the sequence generated by the proposed Algorithm 1 with \( \alpha_k \equiv \alpha \in (0, \alpha^* \checkmark) \). Then, we have

\[
\| \mathcal{L}(u^t - \tilde{u}^t) \|^2 \leq \frac{1}{\alpha (\alpha^* \checkmark - \alpha)(t + 1)} \| u^0 - u^* \|^2,
\]

\( \mathcal{L} \) is defined in (2.10).

**Proof.** First, it follows from Theorem 5.7 (see (5.13)) that

\[
\alpha (\alpha^* \checkmark - \alpha) \sum_{k=0}^{\infty} \| \mathcal{L}(u^k - \tilde{u}^k) \|^2 \leq \| u^0 - u^* \|^2, \quad \forall u^* \in \mathcal{U}^*.
\]

Since Lemma 7.2 shows that the sequence \( \{ \| \mathcal{L}(u^k - \tilde{u}^k) \|^2 \} \) is monotonically non-increasing, we have

\[
(t + 1) \| \mathcal{L}(u^t - \tilde{u}^t) \|^2 \leq \sum_{k=0}^{t} \| \mathcal{L}(u^k - \tilde{u}^k) \|^2,
\]

which implies the assertion (7.9) immediately. \( \square \)

Recall \( \mathcal{W}^* \) is convex and closed under our assumptions (see Theorem 2.3.5 in [8]). Let

\[
d_1 := \inf \{ \| u^0 - u^* \|^2 | u^* \in \mathcal{U}^* \}.
\]

For any given \( \epsilon > 0 \), Theorem 7.3 indicates that Algorithm 1 with \( \alpha_k \equiv \alpha \in (0, \alpha^* \checkmark) \) requires at most \( |d_1/\alpha (\alpha^* \checkmark - \alpha)| \) iterations to ensure that \( \| \mathcal{L}(u^k - \tilde{u}^k) \|^2 \leq \epsilon \). A worst-case \( O(1/\epsilon) \) iteration complexity is thus established for Algorithm 1 with \( \alpha_k \equiv \alpha \in (0, \alpha^* \checkmark) \) in a nonergodic sense.
7.2.2 Algorithm 2 with a constant step size

Recall that the substitution step size of Algorithm 2 can be taken as a constant in $\alpha \in (0, 1)$. First, it follows from (5.16) and (5.20) that

$$
\|u^{k+1} - u^*\|_G^2 \leq \|u^k - u^*\|_G^2 - \alpha(1 - \alpha)\|N(u^k - \tilde{u}^k\|_C^2, \ \forall u^* \in U^*.
$$

(7.12)

Then, we need to show that the sequence $\{\|N(u^k - \tilde{u}^k)\|^2\}$ is monotonically non-increasing before derive the worst-case $O(1/\epsilon)$ iteration complexity.

**Lemma 7.4.** Let $\{u^k\}$ be generated by Algorithm 2 with $\alpha_k \equiv \mu \in (0, 1)$. Then we have

$$
\|N(u^{k+1} - \tilde{u}^{k+1})\|^2 \leq \|N(u^k - \tilde{u}^k)\|^2, \ \forall k \geq 0.
$$

(7.13)

**Proof.** By using (5.15a), we have

$$
u^k - u^{k+1} = \alpha P - T N(u^k - \tilde{u}^k),
$$

and substituting it in (7.2) and use $N = P^{-1}L$, it follows that

$$
(u^k - \tilde{u}^k)^T N^T N((u^k - \tilde{u}^k) - (u^{k+1} - \tilde{u}^{k+1})) \geq \frac{1}{2\alpha} \|((u^k - \tilde{u}^k) - (u^{k+1} - \tilde{u}^{k+1})\|_L^2 + L).
$$

(7.14)

Setting $a = N(u^k - \tilde{u}^k)$ and $b = N(u^{k+1} - \tilde{u}^{k+1})$ in the identity

$$
\|a\|^2 - \|b\|^2 = 2a^T(a - b) - \|a - b\|^2,
$$

and using the inequality (7.14), we obtain

$$
\|N(u^k - \tilde{u}^k)\|^2 - \|N(u^{k+1} - \tilde{u}^{k+1})\|^2
\geq \frac{1}{\alpha} \|((u^k - \tilde{u}^k) - (u^{k+1} - \tilde{u}^{k+1})\|_{L^2 + L}^2 - \|N(u^k - \tilde{u}^k) - N(u^{k+1} - \tilde{u}^{k+1})\|^2
\geq \|((u^k - \tilde{u}^k) - (u^{k+1} - \tilde{u}^{k+1})\|_{L^2 + L}^2 - \|N(u^k - \tilde{u}^k) - (u^{k+1} - \tilde{u}^{k+1})\|^2_{(L^2 + L)}.
$$

(7.15)

The last inequality is due to $\alpha \in (0, 1)$. Because (see (2.9) and (2.10) for the definition of the matrices $L$ and $N$)

$$
L^T + L = \left(\begin{array}{cccc}
2I & I & \cdots & I \\
I & 2I & \cdots & I \\
\vdots & \ddots & \ddots & \vdots \\
-I & \cdots & -I & 2I
\end{array}\right)
$$

and

$$
N^T N = \left(\begin{array}{cccc}
2I & I & \cdots & I \\
I & 2I & \cdots & I \\
\vdots & \ddots & \ddots & \vdots \\
-I & \cdots & -I & 2I
\end{array}\right),
$$

the right-hand side of (7.15) is non-negative and the lemma is proved. 

Now, we are ready to estimate a worst-case $O(1/\epsilon)$ iteration complexity for Algorithm 2 with a constant substitution step size in a nonergodic sense.

**Theorem 7.5.** Let $\{u^t\}$ be the sequence generated by the proposed Algorithm 2 with $\alpha_k \equiv \mu \in (0, 1)$. Then, we have

$$
\|N(u^t - \tilde{u}^t)\|^2 \leq \frac{1}{\alpha(1 - \alpha)(t + 1)} \|u^0 - u^*\|^2_G.
$$

(7.16)

where $G = PP^T$ and $P$ is defined in (2.10).
Proof. First, it follows from (7.12) that
\[
\alpha(1 - \alpha) \sum_{k=0}^{\infty} \|N(u^k - \tilde{u}^k)\|^2 \leq \|u^0 - u^*\|_G^2, \quad \forall u^* \in U^*.
\] (7.17)

Since Lemma 7.4 shows that the sequence \(\{\|N(u^k - \tilde{u}^k)\|^2\}\) is monotonically non-increasing, we have
\[
(t + 1)\|N(u^t - \tilde{u}^t)\|^2 \leq \sum_{k=0}^{t} \|N(u^k - \tilde{u}^k)\|^2,
\] (7.18)
which implies the assertion (7.16) immediately. \(\square\)

Recall \(\mathcal{W}^\ast\) is convex and closed under our assumptions (see Theorem 2.3.5 in [8]). Let
\[
d_2 := \inf \{\|u^0 - u^*\|_G^2 \mid u^* \in U^*\}.
\]

For any given \(\epsilon > 0\), Theorem 7.5 indicates that Algorithm 2 with \(\alpha_k \equiv \mu \in (0, 1)\) requires at most \(\lfloor d_2/\mu(1 - \mu)\epsilon \rfloor\) iterations to ensure that \(\|N(u^k - \tilde{u}^k)\|^2 \leq \epsilon\). A worst-case \(O(1/\epsilon)\) iteration complexity is thus established for Algorithm 2 with \(\alpha_k \equiv \mu \in (0, 1)\) in a nonergodic sense.

8 Conclusions

In this paper, we further study the combination of the Douglas-Rachford alternating direction method of multipliers (ADMM) with a substitution procedure for solving a convex minimization model with a general separable structure in the objective function. The proposed forward and backward substitution procedures are computationally inexpensive and thus numerically implementable. The resulting algorithms are thus competitive to the direct extension of ADMM (1.3) whose convergence remains open under mild assumptions. The proposed algorithms share the feature that they both reduce to the original ADMM for the case of (1.1) where \(m = 2\). We prove the global convergence of the proposed algorithms under the analytic framework of contraction methods, and derive their local linear convergence rate when some error bound assumptions are further assumed. For general settings without additional assumptions, we also estimate the worst-case iteration complexity for both of the algorithms in both ergodic and nonergodic senses.

Since there are enough impressive illustrations on the numerical efficiency of ADMM in the literature, including the efficiency of ADMM with a Gaussian back substitution procedure in [17, 25], in this paper we focus only on theoretical perspectives of the combination of ADMM with a substitution procedure and include no numerical results for succinctness purpose. We do have some numerical results which are available upon request, but we choose not to include them due to page limitation and the theoretical emphasis of this paper.
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