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Abstract. We study the computational complexity certification of inexact gradient augmented Lagrangian methods for solving convex optimization problems with complicated constraints. We solve the augmented Lagrangian dual problem that arises from the relaxation of complicating constraints with gradient and fast gradient methods based on inexact first order information. Moreover, since the exact solution of the augmented Lagrangian primal problem is hard to compute in practice, we solve this problem up to some given inner accuracy. We derive relations between the inner and the outer accuracy of the primal and dual problems and we give a full convergence rate analysis for both gradient and fast gradient algorithms. We provide estimates on the primal and dual suboptimality and on primal feasibility violation of the generated approximate primal and dual solutions. Our analysis relies on the Lipschitz property of the dual function and on inexact dual gradients. We also discuss implementation aspects of the proposed algorithms on constrained model predictive control problems for embedded linear systems.
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1. Introduction. Embedded control systems has been widely used in many applications and its usage in industrial plants has increased concurrently. The concept behind embedded control is to design a control scheme that can be implemented on autonomous electronic hardware, e.g. a programmable logic controller [21], a microcontroller circuit board [22,17] or field-programmable gate arrays [8]. One of the most successful advanced control schemes implemented in industry is model predictive control (MPC) and this is due to its ability to handle complex systems with hard input and state constraints. MPC requires the solution of an optimal control problem at every sampling instant at which new state information becomes available. In the recent decades there has been a growing focus on developing faster MPC schemes, improving the computational efficiency [15] and providing worst case computational complexity certificates for the applied solution methods [9,10,17], making these schemes feasible for implementation on hardware with limited computational power.

For fast embedded systems [7,8,17] the sampling times are very short, such that any iterative optimization algorithm must offer tight bounds on the total number of iterations which have to be performed in order to provide a desired optimal controller. Even if second order methods (e.g. interior point methods) can offer fast rates of convergence in practice, the worst case complexity bounds are high [2]. Further, these methods have complex iterations, involving inversion of matrices, which are usually difficult to implement on embedded systems, where the units demand simple computations. Therefore, first order methods are more suitable in these situations [17].

When the projection on the primal feasible set is hard to compute, e.g. for constrained MPC problems, an alternative to primal gradient methods is to use the
Lagrangian relaxation to handle the complicated constraints and then to apply dual gradient schemes. The computational complexity certification of gradient-based methods for solving the (augmented) Lagrangian dual of a primal convex problem is studied e.g. in \[4, 9, 10, 11, 14, 16, 19\]. In \[4\] the authors present a general framework for gradient methods with inexact oracle, i.e. only approximate information is available for the values of the function and of its gradient, and give convergence rate analysis. The authors also apply their approach to gradient augmented Lagrangian methods and provided estimates only for dual suboptimality. In \[19\] an augmented Lagrangian algorithm is analyzed using the theory of monotone operators. For this algorithm the authors proves asymptotic convergence under general conditions and local linear convergence under second order optimality conditions. In \[14\] a dual fast gradient method is proposed for solving quadratic programs with linear inequality constraints and estimates on primal suboptimality and infeasibility of the primal solution are provided. In \[9\] the authors analyze the iteration complexity of an inexact augmented Lagrangian method where the approximate solutions of the inner problems are obtained by using a fast gradient scheme, while the dual variables are updated by using an inexact dual gradient method. The authors also provides upper bounds on the total number of iterations which have to be performed by the algorithm for obtaining a primal suboptimal solution. In \[10\] a dual method based on fast gradient schemes and smoothing techniques of the ordinary Lagrangian is presented. Using an averaging scheme the authors are able to recover a primal suboptimal solution and provide estimates on both dual and primal suboptimality and also on primal infeasibility.

Despite widespread use of the dual gradient methods for solving Lagrangian dual problems, there are some aspects of these methods that have not been fully studied. In particular, the previous work has several limitations. First, the focus is mainly on the convergence analysis of the dual variables. Second, only the dual gradient method is usually analyzed and using exact information. Third, there is no full convergence rate analysis (i.e. no estimates in terms of dual and primal suboptimality and primal feasibility violation) for both dual gradient and fast gradient schemes, while using inexact dual information. Therefore, in this paper we focus on solving convex optimization problems (possibly nonsmooth) approximately by using an augmented Lagrangian approach and inexact dual gradient and fast gradient methods. We show how approximate primal solutions can be generated based on averaging for general convex problems and we give a full convergence rate analysis for both algorithms that leads to error estimates on the amount of constraint violation and the cost of primal and dual solutions. Since we allow one to solve the inner problems approximately, our dual gradient schemes have to use inexact information.

**Contribution.** The contributions of this paper include the following:

1. We propose and analyze dual gradient algorithms producing approximate primal feasible and optimal solutions. Our analysis is based on the augmented Lagrangian framework which leads to the dual function having Lipschitz continuous gradient, even if the primal objective function is not strongly convex.
2. Since exact solutions of the inner problems are usually hard to compute, we solve these problems only up to a certain inner accuracy \(\varepsilon_{in}\). We analyze several stopping criteria which can be used in order to find such a solution and point out their advantages.
3. For solving outer problem we propose two inexact dual gradient algorithms:
   - an inexact dual gradient algorithm, with complexity \(O(1/\varepsilon_{out})\) iterations, which allows us to find an \(\varepsilon_{out}\)-optimal solution of the original problem by
solving the inner problems with an accuracy \( \varepsilon_\text{in} \) of order \( O(\varepsilon_\text{out}) \),
- an inexact dual fast gradient algorithm, with complexity \( O(1/\varepsilon_\text{out}) \) iterations, provided that the inner problems are solved with accuracy \( \varepsilon_\text{in} \) of order \( O(\varepsilon_\text{out} \sqrt{\varepsilon_\text{out}}) \).
4. For both methods we show how to generate approximate primal solutions and provide estimates on dual and primal suboptimality and primal infeasibility.
5. To certify the complexity of the proposed methods, we apply the algorithms on linear embedded MPC problems with state and input constraints.

Paper outline. The paper is organized as follows. In Section 1, motivated by embedded MPC, we introduce the augmented Lagrangian framework for solving constrained convex problems. In Section 2 we discuss different stopping criteria for finding a suboptimal solution of the inner problems and provide estimates on the complexity of finding such a solution. In Section 3 we propose an inexact dual gradient and fast gradient algorithm for solving the outer problem. For both algorithms we provide bounds on the dual and primal suboptimality and also on the primal infeasibility. In Section 4 we specialize our general results to constrained linear MPC problems and we obtain tight bounds on the number of inner and outer iterations. We also provide extensive numerical tests to prove the efficiency of the proposed algorithms.

Notation and terminology. We work in the space \( \mathbb{R}^n \) composed by column vectors. For \( x, y \in \mathbb{R}^n \), \( \langle x, y \rangle := x^T y = \sum_{i=1}^n x_i y_i \) and \( \| x \| := (\sum_{i=1}^n x_i^2)^{1/2} \) denote the standard Euclidean inner product and norm, respectively. We use the same notation \( \langle \cdot, \cdot \rangle \) and \( \| \cdot \| \) for spaces of different dimension. We denote by cone\(\{a_i, \ i \in I\}\) the cone generated from vectors \( \{a_i, \ i \in I\} \). We also denote by \( R_p := \max_{z, y \in Z} \| z - y \| \) the diameter, int\( (Z) \) the interior and bd\( (Z) \) the boundary of a convex, compact set \( Z \). By dist\( (y, Z) \) we denote the Euclidean distance from a point \( y \) to the set \( Z \) and by \( h_Z(z) := \sup_{z \in Z} y^T z \) the support function of the set \( Z \). For any point \( \tilde{z} \in Z \) we denote by \( N_Z(\tilde{z}) := \{ s \mid \langle s, z - \tilde{z} \rangle \leq 0 \ \forall z \in Z \} \) the normal cone of \( Z \) at \( \tilde{z} \). For a real number \( x \), \( \lfloor x \rfloor \) denotes the largest integer number which is less than or equal to \( x \), while \( := \) means “equal by definition”.

1.1. A motivating example: Linear MPC problems with state-input constraints. We consider a discrete time linear system given by the dynamics:

\[
x_{k+1} = A_x x_k + B_u u_k,
\]

where \( x_k \in \mathbb{R}^{n_x} \) represents the state and \( u_k \in \mathbb{R}^{n_u} \) represents the input of the system.

We also assume hard state and input constraints:

\[
x_k \in X \subseteq \mathbb{R}^{n_x}, \quad u_k \in U \subseteq \mathbb{R}^{n_u} \quad \forall k \geq 0.
\]

Now, we can define the linear MPC problem over the prediction horizon of length \( N \), for a given initial state \( x \), as follows [20]:

\[
f^*(x) := \min_{x_i, u_i} \sum_{i=0}^{N-1} \ell(x_i, u_i) + \ell_t(x_N) \\
\text{s.t.} \quad x_{i+1} = A_x x_i + B_u u_i, \quad x_0 = x, \\
x_i \in X, \quad u_i \in U \quad \forall i, \quad x_N \in X_f,
\]

where both the stage cost \( \ell \) and the terminal cost \( \ell_t \) are convex functions (possibly nonsmooth). Note that in our formulation we do not require strongly convex costs. Further, the terminal set \( X_f \) is chosen so that stability of the closed-loop system is guaranteed. We assume the sets \( X, U \) and \( X_f \) to be compact, convex and simple (by simple we understand that the projection on these sets can be done easily, e.g. boxes).
Furthermore, we introduce the notation $z := [x_1^T \cdots x_N^T u_0^T \cdots u_{N-1}^T]^T$, $Z := \prod_{i=1}^{N-1} X \times X_t \times \prod_{i=1}^N U$ and $f(z) := \sum_{i=0}^{N-1} \ell(x_i, u_i) + \ell_B(x_N)$. We can also write compactly the linear dynamics $x_{i+1} = A_x x_i + B u_i$ for all $i = 0, \cdots, N-1$ and $x_0 = z$ as $Az = b(x)$ (see [20, 23] for details). Note that $b(x) \in \mathbb{R}^{Nn}$ depends linearly on $x$, i.e. $b(x) := [(A_x x)^T 0^T \cdots 0^T]^T$. In these settings, for linear MPC we need to solve, for a given initial state $x$, the primal convex optimization problem:

$$
\begin{align*}
\text{(P}(x)) & \quad \min \left\{ f(z) \mid Az = b(x), \ z \in Z \right\},
\end{align*}
$$

where $f$ is a convex function (possibly nonsmooth) and $A$ is a matrix of appropriate dimension. Moreover, the set $Z$ is simple as long as $X$, $X_t$ and $U$ are simple sets. In the following sections we discuss how we can efficiently solve optimization problem (P(x)) approximately with dual gradient methods based on inexact first order information and we provide tight estimates for the total number of iterations which has to be performed in order to obtain a suboptimal solution in terms of primal suboptimality and infeasibility.

### 1.2. Augmented Lagrangian framework.

Motivated by MPC problems, we are interested in solving convex optimization problems of the form:

$$
\begin{align*}
\text{(P)} & \quad f^* := \min_{z \in \mathbb{R}^n} \left\{ f(z) \right\} \quad \text{s.t.} \quad Az = b, \ z \in Z,
\end{align*}
$$

where $f$ is a convex function (possibly nonsmooth), $A \in \mathbb{R}^{m \times n}$ is a full row-rank matrix and $Z$ is a simple set (i.e. the projection on this set is computationally cheap), compact and convex. We will denote problem (P) as the primal problem and $f$ as the primal objective function.

A common approach for solving problem (P) consists of applying interior point methods, which usually perform much lower number of iterations in practice than those predicted by the theoretical worst case complexity analysis [2]. On the other hand, for first order methods the number of iterations predicted by the worst case complexity analysis is close to the actual number of iterations performed by the method [12]. This is crucial in the context of fast embedded systems. First order methods applied directly to problem (P) imply projection on the feasible set $\{ z \mid z \in Z, \ Az = b \}$. Note that even if $Z$ is a simple set, the projection on the feasible set is hard due to the complicating constraints $Az = b$. An efficient alternative is to move the complicating constraints into the cost via Lagrange multipliers and solve the dual problem approximately by using first order methods and then recover a primal suboptimal solution for (P). This is the approach that we follow in this paper: we derive inexact dual gradient methods that allow us to generate approximate primal solutions for which we provide estimates for the violation of the constraints and upper and lower bounds on the corresponding primal objective function value of (P).

First let us define the dual function:

$$
\begin{align*}
(1.2) & \quad d(\lambda) := \min_{z \in Z} \mathcal{L}(z, \lambda),
\end{align*}
$$

where $\mathcal{L}(z, \lambda) := f(z) + \langle \lambda, Az - b \rangle$ represents the partial Lagrangian with respect to the constraints $Az = b$ and $\lambda$ the associated Lagrange multipliers. Now, we can write the corresponding dual problem as follows:

$$
\begin{align*}
\text{(D)} & \quad \max_{\lambda \in \mathbb{R}^m} d(\lambda).
\end{align*}
$$
We assume that Slater’s constraint qualification holds, so that problems \((\text{P})\) and \((\text{D})\) have the same optimal value. We also denote by \(z^*\) an optimal solution of \((\text{P})\) and by \(\lambda^*\) the corresponding multiplier (i.e. an optimal solution of \((\text{D})\)).

In general, the dual function \(d\) is not differentiable \([1]\) and therefore any subgradient method for solving \((\text{D})\) has a slow convergence rate \([11]\). We will see in the sequel how we can avoid this drawback by means of augmented Lagrangian framework. We define the augmented Lagrangian function \([6]\):

\[
L_\rho(z, \lambda) := f(z) + \langle \lambda, Az - b \rangle + \frac{\rho}{2} \|Az - b\|^2,
\]

where \(\rho > 0\) represents a penalty parameter. The augmented dual problem, called also the outer problem, is defined as:

\[
(\text{D}_\rho) \max_{\lambda \in \mathbb{R}^m} d_\rho(\lambda),
\]

where \(d_\rho(\lambda) := \min_{z \in Z} L_\rho(z, \lambda)\) and we denote by \(z^*(\lambda)\) an optimal solution of the inner problem \(\min_{z \in Z} L_\rho(z, \lambda)\) for a given \(\lambda\). It is well-known \([1, 9]\) that the optimal value and the set of optimal solutions of the dual problems \((\text{D})\) and \((\text{D}_\rho)\) coincide. Furthermore, the function \(d_\rho\) is concave and differentiable and its gradient is \([13]\):

\[
\nabla d_\rho(\lambda) := Az^*(\lambda) - b.
\]

Moreover, the gradient mapping \(\nabla d_\rho(\cdot)\) is Lipschitz continuous with a Lipschitz constant \(1\) given by:

\[
L_d := \rho^{-1}.
\]

In conclusion, we want to solve within an accuracy \(\varepsilon_{\text{out}}\) the equivalent smooth outer problem \((\text{D}_\rho)\) by using first order methods with inexact gradients (e.g. dual gradient or fast gradient algorithms) and then recover an approximate primal solution. In other words, the goal of this paper is to generate a primal-dual pair \((\hat{z}, \hat{\lambda})\), with \(\hat{\lambda} \in Z\), for which we can ensure bounds on dual suboptimality, primal infeasibility and primal suboptimality of order \(\varepsilon_{\text{out}}\), i.e.:

\[
(1.4) \quad f^* - d_\rho(\hat{\lambda}) \leq O(\varepsilon_{\text{out}}), \quad \|A\hat{z} - b\| \leq O(\varepsilon_{\text{out}}) \quad \text{and} \quad |f(\hat{z}) - f^*| \leq O(\varepsilon_{\text{out}}).
\]

2. Complexity estimates of solving the inner problems. As we have seen in the previous section, in order to compute the gradient \(\nabla d_\rho\) we have to find, for a given \(\lambda\), an optimal solution of the inner convex problem:

\[
(2.1) \quad z^*(\lambda) \in \arg \min_{z \in Z} L_\rho(z, \lambda).
\]

From the optimality conditions \([15]\), we know that a point \(z^*(\lambda)\) is an optimal solution of \((2.1)\) if and only if:

\[
(2.2) \quad \langle \nabla L_\rho(z^*(\lambda), \lambda), z - z^*(\lambda) \rangle \geq 0 \quad \forall z \in Z.
\]

An equivalent way to characterize an optimal solution \(z^*(\lambda)\) of \((2.1)\) can be given in terms of the following inclusion:

\[
(2.3) \quad 0 \in \nabla L_\rho(z^*(\lambda), \lambda) + \mathcal{N}_Z(z^*(\lambda)).
\]
Since an exact minimizer of the inner problem (2.1) is usually hard to compute, we are interested in finding an approximate solution of this problem instead of its optimal one. Therefore, we have to consider an inner accuracy $\varepsilon_{\text{in}}$ which measures the suboptimality of such an approximate solution for (2.1):

$$\bar{z}(\lambda) \approx \arg \min_{z \in Z} \left\{ f(z) + \langle \lambda, Az - b \rangle + \frac{\rho}{2} \| Az - b \|^2 \right\}.$$ 

Since there exist several ways to characterize an $\varepsilon_{\text{in}}$-optimal solution [4, 9, 19], we will further discuss different stopping criteria which can be used in order to find such a solution. A well-known stopping criterion, which measures the distance to optimal value of (2.1), is given by:

$$(2.4) \bar{z}(\lambda) \in Z, \quad \mathcal{L}_\rho(\bar{z}(\lambda), \lambda) - \mathcal{L}_\rho(z^*(\lambda), \lambda) \leq \varepsilon_{\text{in}}^2.$$ 

The main advantage of using (2.4) as a stopping criterion for finding $\bar{z}(\lambda)$ consists of the fact that in the literature [12] there exist explicit bounds on the number of iterations which has to be performed by some well-known first or second order methods to ensure the $\varepsilon_{\text{in}}$-optimality.

Another stopping criterion, which measures the distance of $\bar{z}(\lambda)$ to the set of optimal solution $Z^*(\lambda)$ of (2.1) is given by:

$$(2.5) \bar{z}(\lambda) \in Z, \quad \text{dist}(\bar{z}(\lambda), Z^*(\lambda)) \leq O(\varepsilon_{\text{in}}).$$ 

It is known that this distance can be bounded by an easily computable quantity when the objective function satisfies the so-called gradient error bound [1]. Thus, we can use this bound to define stopping rules in iterative algorithms for solving the optimization problem. Note that gradient error bound assumption is a generalization of the more restrictive notion of strong convexity.

As a direct consequence of the optimality condition (2.3), one can use the following stopping criterion:

$$(2.6) \bar{z}(\lambda) \in Z, \quad \langle \nabla \mathcal{L}_\rho(\bar{z}(\lambda), \lambda), z - \bar{z}(\lambda) \rangle \geq -O(\varepsilon_{\text{in}}) \quad \forall z \in Z.$$ 

Note that (2.6) can be formulated using the support function as:

$$h_Z(-\nabla \mathcal{L}_\rho(\bar{z}(\lambda), \lambda)) + \langle \nabla \mathcal{L}_\rho(\bar{z}(\lambda), \lambda), \bar{z}(\lambda) \rangle \leq O(\varepsilon_{\text{in}}).$$ 

When the set $Z$ has a specific structure (e.g. a ball defined by some norm), tight upper bounds on the support function can be computed explicitly and thus the stopping criterion can be efficiently verified.

Based on optimality conditions (2.3), the following stopping criterion can also be used in order to characterize an $\varepsilon_{\text{in}}$-optimal solution $\bar{z}(\lambda)$ of the inner problem (2.1):

$$(2.7) \bar{z}(\lambda) \in Z, \quad \text{dist}(0, \nabla \mathcal{L}_\rho(\bar{z}(\lambda), \lambda) + \mathcal{N}_Z(\bar{z}(\lambda))) \leq O(\varepsilon_{\text{in}}).$$ 

The main advantage of using this criterion is given by the fact that the distance in (2.7) can be computed efficiently for sets $Z$ having a certain structure. Note that (2.7) can be verified by solving the following projection problem:

$$(2.8) s^* \in \arg \min_{s \in \mathcal{N}_Z(\bar{z}(\lambda))} \| \nabla \mathcal{L}_\rho(\bar{z}(\lambda), \lambda) + s \|^2.$$
To see how (2.8) can be solved efficiently we are first interested in finding an explicit characterization of the normal cone $N_Z(\bar{z}(\lambda))$, when the set $Z$ has a certain structure.

**Lemma 2.1.** Assume that the set $Z$ is a general polyhedral set, i.e. $Z := \{ z \in \mathbb{R}^n \mid Cz \leq c \}$, with $C \in \mathbb{R}^{p \times n}$ and $c \in \mathbb{R}^p$. Then, problem (2.8) can be recast as the following quadratic optimization problem:

$$
(2.9) \quad \min_{\mu \geq 0} \| \nabla L_p(\bar{z}(\lambda), \lambda) + \bar{C}^T \mu \|^2,
$$

where matrix $\bar{C}$ contains the rows of $C$ corresponding to the active constraints in $Cz(\lambda) \leq c$. In particular, if $Z$ is a box in $\mathbb{R}^n$, then problem (2.9) becomes separable and it can be solved explicitly in $O(\tilde{p})$ operations, where $\tilde{p}$ represents the number of active constraints in $Cz(\lambda) \leq c$.

**Proof.** Let us recall that if $\bar{z}(\lambda) \in \text{int}(Z)$, then we have $N_Z(\bar{z}(\lambda)) = \{ 0 \}$ and therefore the distance $\text{dist}(0, \nabla L_p(\bar{z}(\lambda), \lambda) + N_Z(\bar{z}(\lambda)))$ will be equal to $\| \nabla L_p(\bar{z}(\lambda), \lambda) \|$. In the case of $\bar{z}(\lambda) \in \text{bd}(Z)$ there exists an index set $I(\bar{z}(\lambda)) \subseteq \{ 1, \cdots, p \}$ such that $C_i \bar{z}(\lambda) = c_i$ for all $i \in I(\bar{z}(\lambda))$, where $C_i$ and $c_i$ represent the $i$-th row and $i$-th element of $C$ and $c$, respectively. Using now Theorem 6.46 in [18] we have $N_Z(\bar{z}(\lambda)) = \{ C_I^T, i \in I(\bar{z}(\lambda)) \}$. Introducing the notation $\tilde{C}$ for the matrix whose rows are $C_i$ for all $i \in I(\bar{z}(\lambda))$, we can write (2.8) as (2.9). Note that, in problem (2.8), the dimension of the variable $\mu$ is $\tilde{p} = ||I(\bar{z}(\lambda))||$ (i.e. the number of active constraints) which usually is smaller in comparison with the dimension $n$ of problem (2.8).

Now, if we assume that $Z$ is a box in $\mathbb{R}^n$, then problem (2.9) can be written in the following equivalent form:

$$
\min_{\mu \geq 0} \frac{1}{2} \mu^T \tilde{C} \tilde{C}^T \mu + \nabla L_p(\bar{z}(\lambda), \lambda) \tilde{C}^T \mu.
$$

Since for box constraints we have $\tilde{C} \tilde{C}^T = I_{\tilde{p}}$, i.e. the identity matrix, the previous optimization problem can be decomposed into $\tilde{p}$ scalar projection problems onto the nonnegative orthant and thus in order to compute the optimal solution of (2.9) we only have to perform $O(\tilde{p})$ comparisons. \end{proof}

The next lemma establishes some relations between stopping criteria (2.4)-(2.7).

**Lemma 2.2.** The conditions (2.4), (2.5), (2.6) and (2.7) satisfy the following:

(i) Let $\nabla L_p$ be Lipschitz continuous with a Lipschitz constant $L_p$. Then

$$
(2.4) \Rightarrow (2.6), \quad (2.5) \Rightarrow (2.7), \quad (2.7) \Rightarrow (2.4).
$$

(ii) If, in addition, $L_p$ is strongly convex with a convexity parameter $\sigma_p > 0$, then

$$
(2.7) \Rightarrow (2.4) \Rightarrow (2.6).
$$

**Proof.** (i) $2.4) \Rightarrow 2.6$: In Section 3 of [4] the authors show that if (2.4) holds, then (2.6) also holds with $O(\epsilon_m) = \epsilon_m^2 + \sqrt{L_p} R_p \epsilon_m$.

$$
(2.5) \Rightarrow (2.7): \quad \text{We can write:}
$$

$$
\langle \nabla L_p(\bar{z}(\lambda), \lambda), z - \bar{z}(\lambda) \rangle = \langle \nabla L_p(\bar{z}(\lambda), \lambda) - \nabla L_p(z^*(\lambda), \lambda), z - \bar{z}(\lambda) \rangle + \langle \nabla L_p(z^*(\lambda), \lambda), z - z^*(\lambda) + z^*(\lambda) - \bar{z}(\lambda) \rangle 
\geq - (L_p R_p + \| \nabla L_p(z^*(\lambda), \lambda) \|) \epsilon_m.
$$

Since $Z$ is compact and $\nabla L_p(\cdot, \lambda)$ is continuous, then $\nabla L_p(\cdot, \lambda)$ is bounded. Hence, our statement follows from the last inequality.
\( \Rightarrow (2.4) \): The condition \( (2.4) \) can be written as \( \langle \nabla L_p(\bar{z}(\lambda), \lambda), z - \bar{z}(\lambda) \rangle \geq -\varepsilon \) for all \( e \) such that \( ||e|| \leq 1 \) and \( z \in Z \). If \( Z \) is bounded, then the last inequality implies \( \langle \nabla L_p(\bar{z}(\lambda), \lambda), z - \bar{z}(\lambda) \rangle \geq -R_p\varepsilon \).

(ii) \( (2.4) \Rightarrow (2.3) \): Since \( L_p(z, \lambda) \) is strongly convex and \( \bar{z}(\lambda) \) is its minimizer over \( Z \), we have:

\[
0 \geq L_p(\bar{z}(\lambda), \lambda) - L_p(\bar{z}(\lambda), \lambda) \geq \frac{\sigma_p}{2} \| \bar{z}(\lambda) - \bar{z}(\lambda) \|^2.
\]

From the convexity of \( L_p(z, \lambda) \) we can write:

\[
L_p(\bar{z}(\lambda), \lambda) - L_p(z^*(\lambda), \lambda) \leq \langle \nabla L_p(\bar{z}(\lambda), \lambda), \bar{z}(\lambda) - z^*(\lambda) \rangle \\
\leq \langle \nabla L_p(\bar{z}(\lambda), \lambda) + s^*, \bar{z}(\lambda) - z^*(\lambda) \rangle \leq \| \nabla L_p(\bar{z}(\lambda), \lambda) + s^* \| \| \bar{z}(\lambda) - z^*(\lambda) \| \\
\leq \varepsilon \left[ \frac{2}{\sigma_p} (L_p(\bar{z}(\lambda), \lambda) - L_p(z^*(\lambda), \lambda)) \right]^{1/2},
\]

which implies \( (2.4) \).

\( (2.4) \Rightarrow (2.3) \): Taking into account that \( L_p(\cdot, \lambda) \) is strongly convex we have \( \frac{2}{\sigma_p} \| z^*(\lambda) - \bar{z}(\lambda) \| \leq L_p(\bar{z}(\lambda), \lambda) - L_p(z^*(\lambda), \lambda) \leq \varepsilon^2 \). This leads to \( \| \bar{z}(\lambda) - z^*(\lambda) \| \leq (2/\sigma_p)^{1/2} \varepsilon \).

The lemma is proved. \( \Box \)

The next theorem provides estimates on the number of iterations that are required by fast gradient schemes to obtain an \( \varepsilon_{in} \) approximate solution for inner problem \( (2.1) \).

**Theorem 2.3.** Assume that function \( L_p(\cdot, \lambda) \) has Lipschitz continuous gradient w.r.t. variable \( z \), with a Lipschitz constant \( L_p \) and a fast gradient scheme \( [12] \) is applied for finding an \( \varepsilon_{in} \) approximate solution \( \bar{z}(\lambda) \) of \( (2.1) \) such that stopping criterion \( (2.4) \) holds, i.e. \( L_p(\bar{z}(\lambda), \lambda) - L_p(z^*(\lambda), \lambda) \leq \varepsilon^2 \). Then, the complexity of finding \( \bar{z}(\lambda) \) is \( O \left( \frac{L_p}{\varepsilon_{in}} \right) \) iterations. If, in addition \( L_p(\cdot, \cdot) \) is strongly convex with a convexity parameter \( \sigma_p > 0 \), then \( \bar{z}(\lambda) \) can be computed in at most \( O \left( \sqrt{\frac{L_p}{\sigma_p \ln \left( \frac{\sigma_p}{\varepsilon_{in}} \right)}} \right) \) iterations by using a fast gradient scheme.

Note that if the function \( f \) is nonsmooth, we have a complexity \( O \left( \frac{1}{\varepsilon_{in}} \right) \) iterations with a projected subgradient method or an improved \( O \left( \frac{1}{\varepsilon_{in}} \right) \) by using smoothing techniques \( [13] \), provided that \( f \) has a certain structure.

### 3. Complexity estimates of solving the outer problem using approximate dual gradients.

In this section we solve the augmented Lagrangian dual problem \( (2.1) \) approximately by using dual gradient and fast gradient methods with inexact information and derive computational complexity certificates for these methods. Since we solve the inner problem inexactly, we have to use inexact gradients and approximate values of the augmented dual function \( d_p \) defined in terms of \( \bar{z}(\lambda) \), i.e. we introduce the following pair:

\[
d_p(\lambda) := L_p(\bar{z}(\lambda), \lambda) \quad \text{and} \quad \nabla d_p(\lambda) := A\bar{z}(\lambda) - b.
\]

The next theorem, which is similar to the results in \( [3] \), provides bounds on the dual function when the inner problem \( (2.1) \) is solved approximately. For completeness we give the proof.

**Theorem 3.1.** If \( \bar{z}(\lambda) \) is computed such that the stopping criterion \( (2.6) \) is satisfied, i.e. \( \bar{z}(\lambda) \in Z \) and \( \min_{z \in Z} \langle \nabla L_p(\bar{z}(\lambda), \lambda), z - \bar{z}(\lambda) \rangle \geq - (1 + \sqrt{L_pR_p}) \varepsilon_{in} \),

then the complexity of finding \( d_p(\lambda) \) is \( O \left( \frac{1}{\varepsilon_{in}} \right) \) iterations.
then the following inequalities hold:

\[
\begin{align*}
d_{\rho}(\lambda) + \langle \nabla d_{\rho}(\lambda), \mu - \lambda \rangle - \frac{L_d}{2} \|\mu - \lambda\|^2 - \left(1 + \sqrt{L_p} R_p \right) \varepsilon_{in} &\leq d_{\rho}(\mu) \\
\leq \bar{d}_{\rho}(\lambda) + \langle \nabla \bar{d}_{\rho}(\lambda), \mu - \lambda \rangle &\quad \forall \lambda, \mu \in \mathbb{R}^m.
\end{align*}
\] (3.1)

**Proof.** For simplicity we introduce the notation \(C_Z := 1 + \sqrt{L_p} R_p\). The right-hand side inequality follows directly from the definitions of \(d_{\rho}\) and \(\bar{d}_{\rho}\). We only have to prove the left-hand side inequality. Following the derivations from Section 3.3 in [4] we have:

\[
d_{\rho}(\mu) \geq \min_{z \in \mathcal{Z}} \left\{ f(\bar{z}(\lambda)) + \langle \nabla f(\bar{z}(\lambda)), z - \bar{z}(\lambda) \rangle + \langle \mu, A z - b \rangle + \frac{\rho}{2} \|A z - b\|^2 \right\}
\]

\[
\geq \min_{z \in \mathcal{Z}} \left\{ f(\bar{z}(\lambda)) - \langle A^T \lambda + \rho A^T (A \bar{z}(\lambda) - b), z - \bar{z}(\lambda) \rangle + \langle \mu, A z - b \rangle + \frac{\rho}{2} \|A z - b\|^2 \right\}
\]

\[
+ \min_{z \in \mathcal{Z}} \langle \nabla L_{\rho}(\bar{z}(\lambda), \lambda), z - \bar{z}(\lambda) \rangle,
\]

where we use the convexity of \(f\) and the properties of minimum in the first and the second inequality, respectively. Using now the assumptions of the theorem and the definition of \(\bar{d}_{\rho}\) we obtain:

\[
d_{\rho}(\mu) \geq \min_{z \in \mathcal{Z}} \left\{ f(\bar{z}(\lambda)) - \langle A^T \lambda + \rho A^T (A \bar{z}(\lambda) - b), z - \bar{z}(\lambda) \rangle + \langle \mu, A z - b \rangle + \frac{\rho}{2} \|A z - b\|^2 \right\} - C_Z \varepsilon_{in}
\]

\[
= \min_{z \in \mathcal{Z}} \left\{ (A(z - \bar{z}(\lambda)), \mu - \lambda + \frac{\rho}{2} \|A(z - \bar{z}(\lambda))\|^2 \right\} + \bar{d}_{\rho}(\lambda) + \langle \nabla \bar{d}_{\rho}(\lambda), \mu - \lambda \rangle - C_Z \varepsilon_{in}
\]

\[
\geq \min_{z \in \mathcal{Z}} \left\{ (A(z - \bar{z}(\lambda)), \mu - \lambda + \frac{\rho}{2} \|A(z - \bar{z}(\lambda))\|^2 \right\} + \bar{d}_{\rho}(\lambda) + \langle \nabla \bar{d}_{\rho}(\lambda), \mu - \lambda \rangle - C_Z \varepsilon_{in}.
\]

By taking into account that \(\min_{\xi \in \mathbb{R}^m} \frac{1}{2} \|\xi\|^2 + g^T \xi = -\frac{1}{2} \|g\|^2\) and using the definition of \(C_Z\), we obtain from the last expression the right-hand side inequality. \[\]

Note that the first inequality helps us construct a quadratic model which bounds from below the function \(d_{\rho}\), when the exact values of the dual function and its gradients are unknown. The second inequality can be viewed as an approximation of the concavity condition on \(d_{\rho}\). The two models, the linear and the quadratic one, use only approximate function values and approximate gradients evaluated at certain points. A more general framework for inexact gradient methods can be found in [4].

It can be easily proved that under the assumptions of Theorem 3.1, the following relation holds between the true and approximate gradient:

\[
\|\nabla \bar{d}_{\rho}(\lambda) - \nabla d_{\rho}(\lambda)\| \leq \sqrt{2L_d \left(1 + \sqrt{L_p} R_p \right) \varepsilon_{in}} \forall \lambda \in \mathbb{R}^m.
\]

### 3.1. Inexact dual gradient method

In this section we provide the convergence rate analysis of an inexact dual gradient ascent method. Let \(\{\alpha_j\}_{j \geq 0}\) be a sequence of positive numbers. We denote by \(S_k := \sum_{j=0}^k \alpha_j\). In this section we consider an inexact gradient method for updating the dual variables:

\[
\text{(IDGM)} \quad \lambda_{k+1} := \lambda_k + \alpha_k \nabla \bar{d}_{\rho}(\lambda_k),
\]
where \( \alpha_k \in [L^{-1}, L_d^{-1}] \subset (0, +\infty) \) is a given step size and \( L_d \geq L_d \). We recall that the inexact gradient is given by:

\[
\nabla \tilde{d}_\rho(\lambda_k) := A \tilde{z}_k - b,
\]

where \( \tilde{z}_k := \tilde{z}(\lambda_k) \). The following theorem provides estimates on dual suboptimality for the scheme \( \text{IDGM} \).

**Theorem 3.2.** Suppose that the conditions of Theorem 3.1 are satisfied. Let \( \{\lambda_k\}_{k \geq 0} \) be a sequence generated by \( \text{IDGM} \) and \( \{\hat{\lambda}_k\}_{k \geq 0} \) be an average sequence derived from \( \{\lambda_k\}_{k \geq 0} \) as \( \hat{\lambda}_k := S_k^{-1} \sum_{j=0}^{k} \alpha_j \lambda_{j+1} \). Then, for any \( k \geq 1 \), the following estimate for the dual suboptimality holds:

\[
(3.2) \quad f^* - d_\rho(\hat{\lambda}_k) \leq \frac{LR_d^2}{2(k+1)} + \left(1 + \sqrt{L_p}R_p\right) \varepsilon_{in},
\]

where we define \( R_d := \|\lambda_0 - \lambda^*\| \).

**Proof.** Let \( r_j := \|\lambda_j - \lambda^*\| \). By using \( \text{IDGM} \) and the estimates (3.1) we have:

\[
\begin{align*}
    r_{j+1}^2 &= r_j^2 + 2(\lambda_{j+1} - \lambda_j, \lambda_{j+1} - \lambda^*) - \|\lambda_{j+1} - \lambda_j\|^2 \\
    &\leq r_j^2 - 2 \alpha_j \langle \nabla \bar{d}_\rho(\lambda_j), \lambda^* - \lambda_j \rangle - (1 - \alpha_j L_d) \|\lambda_{j+1} - \lambda_j\|^2 \\
    &\quad + 2 \alpha_j \left[ \langle \nabla \bar{d}_\rho(\lambda_j), \lambda_{j+1} - \lambda_j \rangle - \frac{L_d}{2} \|\lambda_{j+1} - \lambda_j\|^2 \right] \\
    &\leq r_j^2 + 2 \alpha_j \left[ d_\rho(\lambda_j) - d_\rho(\lambda^*) \right] + 2 \alpha_j \left[ d_\rho(\lambda_{j+1}) - \bar{d}_\rho(\lambda_j) \right] \\
    &\quad + 2 \alpha_j C_Z \varepsilon_{in} - (1 - \alpha_j L_d) \|\lambda_{j+1} - \lambda_j\|^2 \\
    &\leq r_j^2 - 2 \alpha_j \left[ d_\rho(\lambda^*) - d_\rho(\lambda_{j+1}) \right] + 2 \alpha_j C_Z \varepsilon_{in}.
\end{align*}
\]

(3.3)

Here the last inequality follows from \( \alpha_j \in [L^{-1}, L_d^{-1}] \). Summing up the last inequality from \( j = 0 \) to \( k \) and taking into account that \( d_\rho(\lambda^*) \equiv f^* \), we obtain:

\[
\sum_{j=0}^{k} 2 \alpha_j |f^* - d_\rho(\lambda_{j+1})| \leq R^2 + 2S_k C_Z \varepsilon_{in}.
\]

Now, by the concavity of \( d_\rho \) and the definition of \( \hat{\lambda}_k \), this inequality implies:

\[
S_k \left[ f^* - d_\rho(\hat{\lambda}_k) \right] \leq \frac{R_d^2}{2} + S_k C_Z \varepsilon_{in}.
\]

Note that \( f^* - d_\rho(\hat{\lambda}_k) \geq 0 \) and \( S_k \geq L_d^{-1}(k+1) \). The last inequality together with the definition of \( C_Z \) imply (3.2). \( \Box \)

Next, we show how we can compute an approximate solution of the primal problem \( \mathcal{P} \). For this approximate solution we estimate the feasibility violation and the bound on the suboptimality for \( \mathcal{P} \). Let us consider the following average sequence:

\[
\hat{z}_k := S_k^{-1} \sum_{j=0}^{k} \alpha_j \tilde{z}_j.
\]

(3.4)

Since \( \tilde{z}_j \in Z \) for all \( j \geq 0 \) and \( Z \) is convex, then \( \hat{z}_k \in Z \). From the iteration of Algorithm \( \text{IDGM} \) and (3.4), by induction, we have:

\[
\lambda_{k+1} = \lambda_0 + S_k (A \hat{z}_k - b).
\]

(3.5)
The following two theorems provide bounds on the primal infeasibility and the primal suboptimality, respectively.

**Theorem 3.3.** Under assumptions of Theorem 3.2, the sequence \( \hat{z}_k \) generated by (3.5) satisfies the following upper bound on the infeasibility for primal problem (19):

\[
\|A\hat{z}_k - b\| \leq \nu(k, \varepsilon_{in}),
\]

where \( \nu(k, \varepsilon_{in}) := \frac{2L \rho^j}{k+1} + \sqrt{\frac{2L(1+\sqrt{L^p R_p})\varepsilon_{in}}{k+1}}. \)

**Proof.** From (3.3) we have:

\[
\|\lambda_{j+1} - \lambda^*\|^2 \leq \|\lambda_j - \lambda^*\|^2 - 2\alpha_j [d_\rho(\lambda^*) - d_\rho(\lambda_{j+1})] + 2\alpha_j C_Z \varepsilon_{in} \leq \|\lambda_j - \lambda^*\|^2 + 2\alpha_j C_Z \varepsilon_{in}.
\]

Here the last inequality follows from the fact that \( d_\rho(\lambda^*) - d_\rho(\lambda_{j+1}) \geq 0 \) and \( \alpha_j > 0 \).

By induction, it follows from the above inequality that:

\[
\|\lambda_{k+1} - \lambda^*\|^2 \leq \|\lambda_0 - \lambda^*\|^2 + 2S_k C_Z \varepsilon_{in}.
\]

Now, from (3.4) we have:

\[
\|\lambda_{k+1} - \lambda^*\|^2 = \|\lambda_0 - \lambda^* + S_k (A\hat{z}_k - b)\|^2 \geq [\|\lambda_0 - \lambda^*\| - S_k \|A\hat{z}_k - b\|]^2
\]

\[
= \|\lambda_0 - \lambda^*\|^2 - 2S_k \|\lambda_0 - \lambda^*\||A\hat{z}_k - b| + S_k^2 \|A\hat{z}_k - b\|^2.
\]

Substituting this inequality into (3.7) we obtain:

\[
S_k^2 \|A\hat{z}_k - b\|^2 - 2S_k \|\lambda_0 - \lambda^*\||A\hat{z}_k - b| \leq 2S_k C_Z \varepsilon_{in}.
\]

The last inequality implies:

\[
\|A\hat{z}_k - b\| \leq \frac{R_d + [R_d^2 + 2S_k C_Z \varepsilon_{in}]^{1/2}}{S_k} \leq \frac{2R_d}{S_k} + \sqrt{\frac{2C_Z \varepsilon_{in}}{S_k}}
\]

Note that \( S_k \geq \frac{L}{L^p} (k+1) \). This inequality implies (3.6). \( \square \)

**Theorem 3.4.** Under the assumptions of Theorem 3.3, the primal suboptimality can be characterized by the following lower and upper bounds:

\[
-f^* \leq d_\rho(\lambda^*) \leq f^* - f(\hat{z}_k) - \frac{\rho}{2} \|\lambda^*\|^2 \leq \left[\frac{\rho}{2} \nu(k, \varepsilon_{in})\right] \nu(k, \varepsilon_{in}) \leq f(\hat{z}_k) - f^* \leq \frac{L\|\lambda_0\|^2}{2(k+1)} + \left(1 + \sqrt{L^p R_p}\right) \varepsilon_{in}.
\]

**Proof.** Let us first prove the left-hand side inequality. Since \( f^* = d_\rho(\lambda^*) \), by using the definition of \( L_\rho(\lambda^*_j, \lambda^*_j) \) and the Cauchy-Schwartz inequality we get:

\[
f^* = d_\rho(\lambda^*) \leq L_\rho(\lambda^*_j, \lambda^*_j) = f(\hat{z}_k) + \langle \lambda^*, A\hat{z}_k - b \rangle + \frac{\rho}{2} \|A\hat{z}_k - b\|^2
\]

\[
\leq f(\hat{z}_k) + \|\lambda^*\| \|A\hat{z}_k - b\| + \frac{\rho}{2} \|A\hat{z}_k - b\|^2 \leq f(\hat{z}_k) + \|\lambda^*\| \nu(k, \varepsilon_{in}) + \frac{\rho}{2} \nu(k, \varepsilon_{in})^2.
\]

Here, the last inequality follows from Theorem 3.3. In order to prove the right-hand side inequality we first use the convexity of \( L_\rho \) and the assumptions of Theorem 3.1.

\[
L_\rho(\bar{z}_j, \lambda_j) \leq L_\rho(z^*(\lambda_j), \lambda_j) - (\nabla L_\rho(\bar{z}_j, \lambda_j), z^*(\lambda_j) - \bar{z}_j) \leq d_\rho(\lambda_j) + C_Z \varepsilon_{in}.
\]
Previous inequality together with the definition of $L_\rho$ and $d_\rho(\lambda_j) \leq f^*$ lead to:

$$f(\bar{z}_j) + \langle \lambda_j, A\bar{z}_j - b \rangle + \frac{\rho}{2} \|A\bar{z}_j - b\|^2 - f^* \leq C_Z \varepsilon_{in}.$$

Using the iteration of Algorithm $\text{(IDGM)}$ and $\alpha_j \leq \rho = L_d^{-1}$ we obtain:

$$f(\bar{z}_j) - f^* \leq C_Z \varepsilon_{in} - \langle \lambda_j, \alpha_j^{-1}(\lambda_{j+1} - \lambda_j) \rangle - \frac{\rho \alpha_j - 2}{2} \|\lambda_{j+1} - \lambda_j\|^2 \leq \frac{1}{2\alpha_j}(\|\lambda_j\|^2 - \|\lambda_{j+1}\|^2) + C_Z \varepsilon_{in}.$$

Multiplying this inequality with $\alpha_j$ and then summing up these inequalities from $j = 0$ to $k$ we get:

$$\sum_{j=0}^{k} \alpha_j(f(\bar{z}_j) - f^*) \leq \frac{1}{2}(\|\lambda_0\|^2 - \|\lambda_{k+1}\|^2) + S_k C_Z \varepsilon_{in} \leq \frac{1}{2}\|\lambda_0\|^2 + S_k C_Z \varepsilon_{in}.$$

Now, using the definition of $\hat{z}_k$ and the convexity of $f$ we can deduce that:

$$f(\hat{z}_k) - f^* \leq \frac{\|\lambda_0\|^2}{2S_k} + C_Z \varepsilon_{in}.$$

Finally, by taking into account that $S_k \geq L(k + 1)$, we get from the last estimate the right-hand side inequality.

Let us fix the outer accuracy $\varepsilon_{out}$. We want to find the number of outer iterations $k_{out}$ and a relation between $\varepsilon_{out}$ and $\varepsilon_{in}$ such that after this number of iterations of Algorithm $\text{(IDGM)}$ the estimates $(\hat{z}_{k_{out}}, \hat{\lambda}_{k_{out}})$ satisfy (1.3). For this purpose we can choose the following values for $k_{out}$ and $\varepsilon_{in}$:

$$k_{out} := \left[\frac{L R^2}{\varepsilon_{out}}\right] \quad \text{and} \quad \varepsilon_{in} := \frac{1}{2(1 + \sqrt{L \rho L_p})} \varepsilon_{out}. \quad \text{(3.8)}$$

Thus, we conclude from Theorems 3.2, 3.3 and 3.4 that for these choices of $k_{out}$ and $\varepsilon_{in}$ the following estimates hold:

$$f^* - d_\rho(\hat{\lambda}_{k_{out}}) \leq \varepsilon_{out}, \quad \hat{z}_{k_{out}} \in Z, \quad \|A\hat{z}_{k_{out}} - b\| \leq \frac{3}{R_d} \varepsilon_{out} \quad \text{and}$$

$$- \left(\frac{3\|\lambda^*\|}{R_d} + \frac{9\rho}{2R_d^2} \varepsilon_{out}\right) \varepsilon_{out} \leq f(\hat{z}_{k_{out}}) - f^* \leq \left(\frac{1}{2} + \frac{\|\lambda_0\|^2}{2R_d^2}\right) \varepsilon_{out}.$$

Finally, we are ready to summarize the above convergence rate analysis in the following algorithm.

**Algorithm (Inexact dual gradient method (IDGM)).**

**Initialization:** Choose parameters $\rho > 0$ and $0 < L_d \leq L$. Choose an initial point $\lambda_0 \in \mathbb{R}^m$.

**Outer iteration:** For $k = 0, 1, \ldots, k_{out}$, perform:

1. **(Inner loop).** For given $\lambda_k$, solve the inner problem (2.1) with accuracy $\varepsilon_{in}$, such that one of the stopping criterions (2.4) - (2.7) are satisfied, to obtain $\hat{z}_k$.
2. Form the approximate gradient vector of $d_\rho$ as $\nabla d_\rho(\lambda_k) := A\hat{z}_k - b$. 

Step 3. Select \( \alpha_k \in [L^{-1}, L_d^{-1}] \) and update \( S_k := \sum_{j=0}^{k} \alpha_j \).
Step 4. Update \( \lambda_{k+1} := \lambda_k + \alpha_k \nabla d_{\rho}(\lambda_k) \).
Output: \( \hat{z}_{k+1} := S_k^{-1} \sum_{j=0}^{k} \alpha_j \hat{z}_j \).

The penalty parameter \( \rho \) in this algorithm can be also updated adaptively by using e.g. the procedure given in [5].

3.2. Inexact dual fast gradient method. In this subsection we discuss a fast gradient scheme for solving the augmented Lagrangian dual problem (D). Fast gradient schemes were first proposed by Nesterov [13] and have also been discussed in the context of dual decomposition in [10]. A modification of these schemes for the case of inexact information can be also found in [3]. We shortly present such a scheme as follows. Given a positive sequence \( \{\theta_k\}_{k \geq 0} \subset (0, +\infty) \) with \( \theta_0 = 1 \), we define \( S_k := \sum_{j=0}^{k} \theta_j \). Let us assume that the sequence \( \{\theta_k\}_{k \geq 0} \) satisfies \( \theta_{k+1} = S_{k+1} \) for all \( k \geq 0 \). This condition leads to:

\[
\theta_{k+1} := \frac{1}{2}(1 + \sqrt{4\theta_k^2 + 1}) \quad \forall k \geq 0 \quad \text{and} \quad \theta_0 := 1.
\]

Note that the sequence \( \{\theta_k\}_{k \geq 0} \) generated by (3.9) is increasing and satisfies:

\[
0.5(k+1) \leq \theta_k \leq k+1 \quad \forall k \geq 0.
\]

We can also obtain \( 0.25(k+1)(k+2) < S_k < 0.5(k+1)(k+2) \) and \( \sum_{j=0}^{k} S_j < (k+1)(k+2)(k+3)/3 \). Now, we consider the dual fast gradient scheme as follows: given an initial point \( \lambda_0 \in \mathbb{R}^m \), we define two sequences of the dual variables \( \{\lambda_k\}_{k \geq 0} \) and \( \{\mu_k\}_{k \geq 0} \) as:

\[
\text{(IDFGM)} \quad \begin{cases} 
\mu_k & := \lambda_k + L_d^{-1} \nabla d_{\rho}(\lambda_k) \\
\lambda_{k+1} & := (1 - a_{k+1}) \mu_k + a_{k+1} \left[ \lambda_0 + L_d^{-1} \sum_{i=0}^{k} \theta_i \nabla d_{\rho}(\lambda_i) \right],
\end{cases}
\]

where the sequence \( a_{k+1} := S_{k+1}^{-1} \theta_{k+1} \).

The following lemma, which represents an extension of the results in [10] [13] to the inexact case (see also [3]), will be used to derive estimates on both primal and dual suboptimality and also primal infeasibility for the proposed method.

Lemma 3.5. \([4, 10]\) Under the assumptions of Theorem 3.1, the two sequences \( \{\lambda_k, \mu_k\}_{k \geq 0} \) generated by the dual fast gradient scheme (IDFGM) satisfy:

\[
S_k d_{\rho}(\mu_k) \geq \max_{\lambda \in \mathbb{R}^m} \left\{ \sum_{j=0}^{k} \theta_j \left[ \tilde{d}_{\rho}(\lambda_j) + \langle \nabla \tilde{d}_{\rho}(\lambda_j), \lambda - \lambda_j \rangle \right] - \frac{L_3}{2} ||\lambda - \lambda_0||^2 \right\}
\]

\[ - \left( 1 + \sqrt{L_p R_p} \right) \varepsilon \sum_{j=0}^{k} S_j \quad \forall k \geq 0. \]

The next theorem gives an estimate on dual suboptimality.

Theorem 3.6. Under the assumptions of Theorem 3.1, let \( \{\lambda_k, \mu_k\}_{k \geq 0} \) be the two sequences generated by the scheme (IDFGM). Then, an estimate on dual suboptimality is given by the following expression:

\[
f^* - d_{\rho}(\mu_k) \leq \frac{2L_d R_d^2}{(k+1)(k+2)} + \frac{4(k+3)}{3} \left( 1 + \sqrt{L_p R_p} \right) \varepsilon \in.
\]
Proof. By using inequality (3.1) in (3.11) we obtain:

\[ S_k d_p(\mu_k) \geq S_k d_p(\lambda^*) - \frac{L_d}{2} \|\lambda^* - \lambda_0\|^2 - C_Z \varepsilon_{in} \sum_{j=0}^{k} S_j. \]

Now, using the fact that \( S_k > 0.25(k+1)(k+2) \) and \( \sum_{j=0}^{k} S_j < (k+1)(k+2)(k+3)/3 \) and the definition of \( C_Z = 1 + \sqrt{\frac{L_d R_p}{3(k+1)(k+2)}} \), we obtain our result. \( \square \)

We further define the following primal average sequence:

\[ (3.12) \quad \bar{z}_k := S_k^{-1} \sum_{j=0}^{k} \theta_j z_j. \]

Next theorem gives an estimate on infeasibility of \( \bar{z}_k \) for the original problem (P).

**Theorem 3.7.** Under the conditions of Theorem 3.6, the point \( \bar{z}_k \) defined by (3.12) satisfies the following estimate on primal feasibility violation:

\[ (3.13) \quad \|A \bar{z}_k - b\| \leq v(k, \varepsilon_{in}), \]

where \( v(k, \varepsilon_{in}) := \frac{8 L_d R_p}{(k+1)(k+2)} + 4 \sqrt{\frac{2 L_d (k+3)(1+\sqrt{L_d R_p}) \varepsilon_{in}}{3(k+1)(k+2)}}. \)

Proof. By the definition of \( d_p \) and \( \nabla d_p \), the convexity of \( f \) and \( \|\cdot\|^2 \), and inequality (3.12) we have:

\[ \sum_{j=0}^{k} \theta_j [\tilde{d}_p(\lambda_j) + \langle \nabla \tilde{d}_p(\lambda_j), \lambda - \lambda_j \rangle] = \sum_{j=0}^{k} \theta_j f(\tilde{z}_j) + S_k \langle \lambda, A \tilde{z}_k - b \rangle + \sum_{j=0}^{k} \theta_j \frac{\rho}{2} \|A \tilde{z}_j - b\|^2 \geq S_k f(\tilde{z}_k) + S_k \langle \lambda, A \tilde{z}_k - b \rangle + \frac{S_k}{2L_d} \|A \tilde{z}_k - b\|^2. \]

Substituting this inequality into (3.11) we obtain:

\[ (3.14) \quad d_p(\mu_k) \geq f(\tilde{z}_k) + \max_{\lambda \in \mathbb{R}^m} \left\{ \langle \lambda, A \tilde{z}_k - b \rangle - \frac{L_d}{2S_k} \|\lambda - \lambda_0\|^2 \right\} \]

\[ + \frac{\rho}{2} \|A \tilde{z}_k - b\|^2 - C_Z \varepsilon_{in} S_k^{-1} \sum_{j=0}^{k} S_j. \]

On the one hand, we can write:

\[ d_p(\mu_k) - f(\tilde{z}_k) - \frac{\rho}{2} \|A \tilde{z}_k - b\|^2 \leq d_p(\lambda^*) - f(\tilde{z}_k) - \frac{\rho}{2} \|A \tilde{z}_k - b\|^2 \]

\[ = \min_{z \in Z} \mathcal{L}_p(z, \lambda^*) - f(\tilde{z}_k) - \frac{\rho}{2} \|A \tilde{z}_k - b\|^2 \leq \langle \lambda^*, A \tilde{z}_k - b \rangle. \]

On the other hand, we have:

\[ (3.16) \quad \max_{\lambda \in \mathbb{R}^m} \left\{ - \frac{L_d}{2S_k} \|\lambda - \lambda_0\|^2 + \langle \lambda, A \tilde{z}_k - b \rangle \right\} = \frac{S_k}{2L_d} \|A \tilde{z}_k - b\|^2 + \langle \lambda_0, A \tilde{z}_k - b \rangle. \]

Substituting (3.15) and (3.16) into (3.14) we obtain:

\[ \frac{S_k}{2L_d} \|A \tilde{z}_k - b\|^2 + \langle \lambda_0 - \lambda^*, A \tilde{z}_k - b \rangle \leq C_Z \varepsilon_{in} S_k^{-1} \sum_{j=0}^{k} S_j. \]
If we define \( \xi := \|A\hat{z}_k - b\| \), then the last inequality implies \( \frac{(k+1)(k+2)}{8L_d} \xi^2 - R_d \xi \leq \frac{4(k+3)}{3}C_Z \varepsilon_{in} \). Therefore, we obtain \( \xi \leq \nu(k, \varepsilon_{in}) \), where \( \nu(\cdot, \cdot) \) is defined in (3.13). 

Finally, we characterize the primal suboptimality for optimization problem (P).

**Theorem 3.8.** Under the conditions of Theorem 3.7 the following estimates hold on primal suboptimality:

\[
- \left[ \|\lambda^*\| + \frac{\rho}{2} \nu(k, \varepsilon_{in}) \right] \nu(k, \varepsilon_{in}) \leq f(\hat{z}_k) - f^* \leq \frac{2L_d \|\lambda_0\|^2}{(k+1)(k+2)} + \frac{4(k+3)}{3} \left( 1 + \sqrt{L_p R_p} \right) \varepsilon_{in}.
\]

**Proof.** The left-hand side inequality can be obtained similarly as in Theorem 3.4. We now prove the right-hand side. From (3.14) and (3.16) we have:

\[
d_h(\mu_k) \geq f(\hat{z}_k) + \frac{S_k}{2L_d} \|A\hat{z}_k - b\|^2 + (\lambda_0, A\hat{z}_k - b) + \frac{\rho}{2} \|A\hat{z}_k - b\|^2 - C_Z \varepsilon_{in} S_k^{-1} \sum_{j=0}^{k} S_j \geq f(\hat{z}_k) - \frac{2L_d}{(k+1)(k+2)} \|\lambda_0\|^2 - \frac{4(k+3)}{3} C_Z \varepsilon_{in}.
\]

Therefore, we get:

\[
f(\hat{z}_k) - d_h(\mu_k) \leq \frac{2L_d}{(k+1)(k+2)} \|\lambda_0\|^2 + \frac{4(k+3)}{3} C_Z \varepsilon_{in}.
\]

Since \( d_h(\mu_k) \leq f^* \), we obtain the right-hand side inequality from the last relation. 

Similar to the previous subsection, we assume that we fix the outer accuracy \( \varepsilon_{out} \) and the goal is to find \( k_{out} \) and a relation between \( \varepsilon_{out} \) and \( \varepsilon_{in} \) such that after \( k_{out} \) outer iterations of the scheme (IDFGM) relations (13) holds. We can take e.g.:

\[
k_{out} := \left\lfloor 2R_d \sqrt{\frac{L_d}{\varepsilon_{out}}} \right\rfloor \quad \text{and} \quad \varepsilon_{in} := \frac{3}{8(1 + \sqrt{L_p R_p}) (k_{out} + 3)} \varepsilon_{out}.
\]

Using now Theorems 3.6, 3.7 and 3.8 we can conclude that the following bounds for dual suboptimality, primal infeasibility and primal suboptimality hold:

\[
f^* - d_h(\hat{\lambda}_{k_{out}}) \leq \varepsilon_{out}, \quad \hat{z}_{k_{out}} \in Z, \quad \|A\hat{z}_{k_{out}} - b\| \leq \frac{3}{R_d} \varepsilon_{out} \quad \text{and} \quad
\]

\[
- \left( \frac{3\|\lambda^*\|}{R_d} + \frac{9\rho}{2R_d^2} \varepsilon_{out} \right) \varepsilon_{out} \leq f(\hat{z}_{k_{out}}) - f^* \leq \left( \frac{\|\lambda_0\|^2 + R_d^2}{2R_d^2} \right) \varepsilon_{out}.
\]

We can summarize the above convergence rate analysis into the following algorithm.

**Algorithm (Inexact dual fast gradient method (IDFGM)).**

**Initialization:** Choose parameters \( \rho > 0 \) and \( \theta_0 := 1 \). Choose an initial point \( \lambda_0 \in \mathbb{R}^m \) and set \( S_0 := 1 \).

**Outer iteration:** For \( k = 0, 1, \ldots, k_{out} \), perform:

1. **(Inner loop):** For given \( \lambda_k \), solve the inner problem (2.13) with accuracy \( \varepsilon_{in} \), such that one of the stopping criterions (2.4 - 2.7) are satisfied, to obtain \( \hat{z}_k \).
2. Form the approximate gradient vector of \( d_\rho \) as \( \nabla d_\rho(\lambda_k) := A\hat{z}_k - b \).
3. Update \( \mu_k := \lambda_k + L_d^{-1} \nabla d_\rho(\lambda_k) \).
4. Update \( \theta_{k+1} := 0.5 \left( 1 + \sqrt{1 + 4R_k^2} \right), \quad S_{k+1} := S_k + \theta_{k+1} \) and \( a_{k+1} := S_{k+1}^{-1} \theta_{k+1} \).
Step 4. Update $\lambda_{k+1} := (1 - a_{k+1})\mu_k + a_{k+1} \left[ \lambda_0 + L_d^{-1}\sum_{j=0}^{k} \theta_j \nabla \tilde{d}_j(\lambda_j) \right]$. 

Output: $\tilde{z}_{k+1} := S_{k+1}^{1} \sum_{j=0}^{k} \theta_j \tilde{z}_j$.

As in previous section, the penalty parameter $\rho$ can be also updated adaptively by using the same procedure as before.

4. Complexity certification for linear MPC problems. In this section we discuss different implementation aspects for the application of the algorithms derived in Sections 3.1 and 3.2 in the context of state-input constrained MPC for fast linear embedded systems. We first prove that for linear MPC with quadratic stage and final costs, the augmented Lagrangian function becomes strongly convex and therefore the inner problems (2.1) can be solved in linear time with a fast gradient scheme [12]. We also discuss how the different parameters, which appear in our derived complexity bounds of Algorithms [IDGM] and [IDFGM], can be computed such that tight estimates on the total number of iterations can be derived and thus to facilitate the implementation on linear embedded systems with state-input constraints.

4.1. Implementation aspects for MPC problems. We denote by $X_N$ a subset of the region of attraction for the MPC scheme discussed in Section 1.3. A detailed discussion on the stability of suboptimal MPC schemes can be found e.g. in [20]. For a given $x \in X_N$, we denote with $z^*(x)$ an optimal solution for $(P(x))$ and with $\lambda^*(x)$ an associated optimal multiplier. Usually, in MPC problems the stage and final costs are quadratic functions of the form:

$$\ell(x_i, u_i) := x_i^T Q x_i + u_i^T Ru_i$$

and $\ell_i(x_N) := x_N^T P x_N$, where the matrices $Q$ and $P$ are positive semidefinite and $R$ is positive definite.

Note that in our formulation we do not require strongly convex stage cost, i.e. we do not impose the matrices $Q$ and $P$ to be positive definite. The following lemma characterizes the convexity properties of the augmented Lagrangian function.

**Lemma 4.1.** If the optimization problem $(P(x))$ comes from a linear MPC problem with quadratic stage and final costs, then the augmented Lagrangian $L_\rho(z, \lambda, x)$ is a strongly convex quadratic function w.r.t. variable $z$.

**Proof.** If we consider quadratic costs in the MPC problem (1.1), then the objective function $f$ is quadratic, i.e. $f(z) := \frac{1}{2} z^T Hz$, where the Hessian $H := \text{diag}(Q, R)$ is positive semidefinite, with $Q := \text{diag}(Q, \cdots, Q, P)$ and $R := \text{diag}(R, \cdots, R)$. Note that $R$ is positive definite, since we assume $R$ to be positive definite. Using these notations, we can rewrite the augmented Lagrangian in the form (see Section 1.2):

$$L_\rho(z, \lambda, x) := \frac{1}{2} z^T (H + \rho A^T A) z + (A^T \lambda - \rho A^T b(x)) z - b(x)^T \lambda + \frac{\rho}{2} b(x)^T b(x).$$

It is straightforward to see that since $H$ is positive semidefinite, then $z^T (H + \rho A^T A) z > 0$ for all $z$ which satisfy $Az \neq 0$. On the other hand, if we consider the following set $\{ z \in \mathbb{R}^n \mid Az = 0 \}$, which comes from the linear dynamics, we can rewrite equivalently this set as $\{ z \in \mathbb{R}^n \mid z = \begin{bmatrix} Au \\ u \end{bmatrix}, u \in \prod_{i=1}^N U \}$, where $u := [u_0^T \cdots u_{N-1}^T]^T$ and the matrix $\hat{A}$ is obtained from the matrices $A_x$ and $B_u$ describing the dynamics of the system. Further, since $Az = 0$, we can write $z^T (H + \rho A^T A) z = z^T Hz = u^T \hat{A}^T \hat{Q} \hat{A} u + u^T \hat{R} u > 0$ for all $u \neq 0$. The last inequality follows from the fact that $\hat{R}$ is positive definite. In conclusion, we proved that $H + \rho A^T A$ is a positive definite matrix and therefore $L_\rho(z, \lambda, x)$ is a quadratic strongly convex function in $z$.  \(\square\)
The previous lemma shows that in the linear MPC case with quadratic costs the objective function of the inner subproblems $L_p$ are quadratic strongly convex in the first variable $z$. Moreover, $L_p$ has also Lipschitz continuous gradient. Note that the convexity parameter $\sigma_p$ of this function can be computed easily:

$$\sigma_p := \lambda_{\min}(H + \rho A^T A),$$

and the Lipschitz constant $L_p$ of the gradient of $L_p$ is:

$$L_p := \lambda_{\max}(H + \rho A^T A).$$

Note that since $L_p(z, \lambda, x)$ is strongly convex and with Lipschitz continuous gradient in the variable $z$, by solving the inner problem (2.1) with a fast gradient scheme we can ensure stopping criterion (2.4) in a linear number of inner iterations [1, 2]. Since the estimate for the number of inner iterations depends on $\sigma_p$, $L_p$ and also on the diameter $R_p$ of the set $Z$, we can see immediately that this diameter can be computed easily for cases when the set $Z$ has a specific structure. Note that the set $Z$ is a Cartesian product and thus:

$$R_p := \sqrt{(N - 1)D_x^2 + D_{xf}^2 + ND_u^2},$$

where $D_x$, $D_{xf}$ and $D_u$ denotes the diameters of $X$, $X_f$ and $U$, respectively. These diameters can be computed explicitly for constraints sets defined e.g. by boxes or Euclidean balls, which typically appear in the context of MPC problems.

Further, the estimates for the number of outer iterations depend on the norm of the dual optimal solution. We now discuss how we can bound $\|\lambda^*\|$ in the MPC case. We make use of the result from [3]:

**Lemma 4.2.** [3] For the family of MPC problems $(P(x))_{x \in X_N}$ we assume that there exists $r > 0$ such that $B(0, r) \subseteq \{Az - b(x) \mid z \in Z, x \in X_N\}$, where $B(0, r)$ denotes the Euclidean ball in $\mathbb{R}^{N(n_x + n_u)}$ with center 0 and radius $r$. Then, the following upper bound on the norm of the dual optimal solutions of MPC problems $(P(x))$ holds:

$$\|\lambda^*(x)\| \leq \max_{x \in X_N} \frac{\langle Hz^*(x), z - z^*(x) \rangle}{\bar{r}} \quad \forall x \in X_N,$$

where $\bar{r} := \max \{r \mid B(0, r) \subseteq \{Az - b(x) \mid x \in X_N\}\}$.

Based on the previous lemma, in [10] upper bounds are derived on $\|\lambda^*(x)\|$ for all $x \in X_N$ for linear MPC problems with $X$, $X_f$, $U$ and $X_N$ polyhedral sets:

$$R_d \geq \max_{x \in X_N} \|\lambda^*(x)\|. \quad (4.1)$$

Recall that Lipschitz constant of the gradient of augmented dual function is $L_d = 1/\rho$.

### 4.2. Total complexity of solving MPC problems

Now, we assume that we know the outer accuracy $\epsilon_{\text{out}}$ and we want to estimate the total number of iterations and also the number of flops per inner and outer iterations which have to be performed by Algorithms (IDGM) or (IDFGM) in order to solve the MPC problem $(P(x))$. For both algorithms we assume the initialization $\lambda_0 = 0$ and the inner problems are solved using the stopping criterion (2.4).

First, we discuss the complexity certificates in the case when problem $(P(x))$ is solved using Algorithm (IDGM) for all $x \in X_N$. We denote by $k_{\text{idgm}}^x$ the number of inner iterations which has to be performed in order to solve each inner problem and
by $k_{G_{out}}$ the number of outer iterations. From the discussion in Section 3.1 an upper bound on the number of outer iterations is given by:

$$k_{G_{out}} := \left\lfloor \frac{L_d R_d^2}{\varepsilon_{out}} \right\rfloor.$$  

Since we have proved that in the MPC case $L_p(\cdot, \lambda, x)$ is strongly convex with convexity parameter $\sigma_p$ and has also Lipschitz continuous gradient with constant $L_p$, in order to find a point $z_{k_{G_{in}}}(\lambda, x) - L_{p}(z^*(\lambda), \lambda, x) \leq \varepsilon_{in}$ we can apply a fast gradient scheme. From Theorem 2.2.3 in [12] and taking into account that $\varepsilon_{in} = \frac{1}{2(1+\sqrt{L_p R_p})} \varepsilon_{out}$ (see (3.8)) we get that the number of inner iterations for finding such a point does not exceed:

$$k_{G_{in}} := \left\lfloor \frac{2 \sqrt{L_p}}{\sigma_p} \ln \left( \frac{3 \sqrt{L_p R_p} (1 + \sqrt{L_p R_p})}{\varepsilon_{out}} \right) \right\rfloor.$$  

In the case of Algorithm (IDFGM), the number of outer iterations, according to the discussion in Section 3.2, is given by:

$$k_{F G_{out}} := \left\lfloor \frac{2 R_d}{\varepsilon_{out}} \right\rfloor.$$  

Taking into account that in this case we consider that the inner accuracy is chosen as $\varepsilon_{in} = \frac{3}{8(1+\sqrt{L_p R_p})} \varepsilon_{out}$ (see (3.17)), then the number of inner iterations for solving each inner problem will be given by:

$$k_{F G_{in}} := \left\lfloor \frac{2 \sqrt{L_d}}{\sigma_p} \ln \left( \frac{5 \sqrt{L_d R_d} \sqrt{L_p R_p} (1 + \sqrt{L_p R_p})}{\varepsilon_{out} \sqrt{\varepsilon_{out}}} \right) \right\rfloor.$$  

Further, we are also interested in finding the total number of flops for both outer and inner iterations. For solving the inner problem we use a simple fast gradient scheme for smooth strongly convex objective functions, see e.g. [12]. For this scheme, an inner iteration will require $n_{flops}^{in} = N (\frac{3}{8} 3n^2 + 2n_x n_u + 2n^2 u + 10n_x + 8n_u)$ flops. Regarding the number of flops required by an outer iteration, the following values can be established: $n_{flops}^{G_{out}} := N (2n^2 + 2n_x n_u + 5n_x) + k_{G_{in}} n_{flops}^{in}$ for Algorithm (IDGM) and $n_{flops,FG}^{out} := N (2n^2 + 2n_x n_u + 10n_x) + k_{F G_{in}} n_{flops}^{in}$ for Algorithm (IDFGM), respectively.

5. Numerical experiments. In order to certify the efficiency of the proposed algorithms, we consider different numerical scenarios. We first analyze the behavior of Algorithms (IDGM) and (IDFGM) in terms of CPU time and number of iterations for some practical MPC problems and then we compare the CPU time, of our algorithms and of other well known QP solvers used in the context of MPC, on randomly generated QP problems. All the simulations were performed on a Laptop with CPU Intel T6670 with 2.2GHz and 4GB RAM memory, using Matlab R2008b. In all simulations we consider $\lambda_0 = 0$.

5.1. Practical MPC problems. In this section we apply the newly developed Algorithms (IDGM) and (IDFGM) on MPC problems for some practical applications, i.e. a ball on plate system and an oscillating masses system.
5.1.1. Ball on plate system. The first application discussed in this section is the ball on plate system described in [10]. We consider box constraints for states $X$ and $X_t$, inputs $U$ and for the region of attraction $X_N$ as in [10], while for the stage costs we take the matrices $Q = q_1 q_1^T$, where $q_1 = [2 1]^T$, $R = 1$ and we compute the terminal matrix $P$ as the solution of the LQR problem.

For different prediction horizons ranging from $N = 5$ to $N = 20$, we analyze first the behavior of Algorithms [IDGM] and [IDFGM] in terms of the number of outer iterations. For each prediction horizon length, we consider two different estimates for the number of outer iterations depending on the way we compute the upper bound on the optimal Lagrange multipliers $\lambda^*(x)$. For Algorithm [IDGM], $k^G_{\text{out}}$ is the theoretical number of iterations obtained using relation (4.2) with $R_{d}$ computed according to [10] (see 4.1), while $k^G_{\text{out}, \text{samp}}$ is the average number of iterations obtained using our derived bound (3.8) with $R_{d}$ computed exactly using Gurobi 5.0.1 solver, iterations which correspond to 50 random initial states $x \in X_N$. We also compute the average number of outer iterations $k^G_{\text{out, real}}$ observed in practice, obtained by imposing stopping criteria $\|f(\hat{z}^G_{\text{out, real}}) - f^*\|$ and $\|A \hat{z}^G_{\text{out, real}} - b\|$ less than accuracy $\varepsilon_{\text{out}} = 10^{-3}$.

For Algorithm [IDFGM] we compute in a similar way $k^F_{\text{out}}$ using (4.4), $k^F_{\text{out, samp}}$ using (3.17) and $k^F_{\text{out, real}}$ observed in practice. In all simulations we take $\rho = 1$. The results for both algorithms are reported in Figure 5.1. We can observe that in practice Algorithm [IDFGM] performs much better than Algorithm [IDGM]. Also, we can notice that the expected number of outer iterations $k^G_{\text{out, samp}}$ and $k^F_{\text{out, samp}}$ obtained from our derived bounds in Section 3 offer a good approximation for the real number of iterations performed by the two algorithms. Thus, these simulations show that our derived bounds in Section 3 are tight. On the other hand, $k^F_{\text{out}}$ is about three orders of magnitude, while $k^G_{\text{out}}$ is about six orders of magnitude greater than the real number of iterations.

In Figure 5.2 we also plot the evolution of the states and inputs over the simulation horizon for a prediction horizon $N = 5$ and an outer accuracy $\varepsilon_{\text{out}} = 10^{-3}$. We observe that the system is driven to the equilibrium point. Since we obtained similar trajectories for the states and inputs with both algorithms, we present only the results for Algorithm [IDFGM].

Since the number of outer iterations is also dependent on the way the inner accuracy $\varepsilon_{\text{in}}$ is chosen, we are also interested in the behavior of the two algorithms w.r.t to $\varepsilon_{\text{in}}$. For this purpose we apply Algorithms [IDGM] and [IDFGM] for solving the optimization problem (P(x)) with a prediction horizon $N = 20$, a fixed
outer accuracy $\varepsilon_{\text{out}} = 10^{-3}$ and varying $\varepsilon_{\text{in}}$. In Figure 5.3 we plot the average number of outer iterations performed by the algorithms by taken 10 random samples for the initial state $x \in X_N$. We observe that we can increase the inner accuracy $\varepsilon_{\text{in}}$ derived in Section 3 up to a certain value and the algorithms still perform a number of iterations less than the theoretical bounds derived in Section 3 for finding a suboptimal solution. On the other hand, if the inner accuracy is too large, the desired suboptimality cannot be ensured in a finite number of iterations. We see that Algorithm (IDGM) is less sensitive to the choice of the inner accuracy $\varepsilon_{\text{in}}$ than Algorithm (IDFGM) due to the fact that Algorithm (IDFGM) accumulates errors (see Theorems 3.4 and 3.8).

In conclusion, we notice from simulations that on the one hand the Algorithm (IDFGM) is faster than (IDGM), but on the other hand that it is less robust. Thus, depending on the requirements of the application, one can choose between the two algorithms.

5.1.2. Oscillating masses. The second example is a system comprised of $M$ oscillating masses connected by springs to each other and to walls on either sides, having $2M$ states and $M - 1$ inputs. For a detailed description of the system, its parameters and constraints see [23]. We choose a quadratic stage cost with randomly generated positive semidefinite matrices $Q \in \mathbb{R}^{2M \times 2M}$, having rank($Q$) = $M$, $R = 0.1I_M$ and the final cost $P = Q$.

For this application we are interested in the CPU time. Thus, we consider only the Algorithm (IDFGM), which is usually faster than Algorithm (IDGM). In simulations we vary the number $M$ of masses and also the prediction horizon length $N$. Fig. 5.2. The trajectories of the states and inputs for a prediction horizon $N = 5$ obtained using Algorithm (IDFGM) with accuracy $\varepsilon_{\text{out}} = 10^{-3}$.

Fig. 5.3. The number of outer iterations performed by Algorithm (IDGM) (left) and Algorithm (IDFGM) (right) with fixed outer accuracy $\varepsilon_{\text{out}} = 10^{-3}$ and different inner accuracies $\varepsilon_{\text{in}}$. 
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In conclusion, we notice from simulations that on the one hand the Algorithm (IDFGM) is faster than (IDGM), but on the other hand that it is less robust. Thus, depending on the requirements of the application, one can choose between the two algorithms.
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Further, we consider both formulations of the MPC problem: sparse QP (i.e., we keep the states as variables) and dense QP (i.e., we eliminate the states using the dynamics of the system). Our goal is to compare the performances of Algorithm (IDFGM) and other methods used in the framework of linear MPC. Algorithm (IDFGM) and Gurobi 5.0.1 solver (Gur1) are used for solving the sparse formulation of the MPC problem. Alg. 1 in [14] and Gurobi 5.0.1 (Gur2) are used for solving the dense formulation of the MPC problem. In the implementation of the Algorithm (IDFGM) we consider an adaptive scheme in order to update the penalty parameter \( \rho \), similar to the one presented in [5]. Since the number of iterations is sensitive to the choice of penalty parameter, we have also tuned the initial guess of \( \rho \). For each number of masses and prediction horizon, 50 simulations were run starting from different random initial states. We have considered the accuracy \( \varepsilon_{\text{out}} = 10^{-3} \) and the stopping criteria \( |f(\hat{z}_k) - f^*| \) and \( \|A\hat{z}_k - b\| \) less than accuracy \( \varepsilon_{\text{out}} \).

<table>
<thead>
<tr>
<th>M</th>
<th>N</th>
<th>IDFGM</th>
<th>Gur1</th>
<th>Alg. 1</th>
<th>Gur2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>avg</td>
<td>max</td>
<td>avg</td>
<td>max</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>0.03 (31)</td>
<td>0.04 (33)</td>
<td>0.005 (10)</td>
<td>0.008 (11)</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>0.07 (36)</td>
<td>0.10 (38)</td>
<td>0.029 (11)</td>
<td>0.048 (12)</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>0.13 (65)</td>
<td>0.22 (110)</td>
<td>0.014 (11)</td>
<td>0.017 (12)</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>0.10 (28)</td>
<td>0.12 (30)</td>
<td>0.013 (10)</td>
<td>0.014 (12)</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>0.25 (47)</td>
<td>0.38 (72)</td>
<td>0.027 (11)</td>
<td>0.028 (13)</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>0.04 (79)</td>
<td>0.41 (139)</td>
<td>0.054 (12)</td>
<td>0.060 (13)</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>0.43 (72)</td>
<td>0.34 (60)</td>
<td>0.039 (11)</td>
<td>0.040 (12)</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>1.64 (98)</td>
<td>2.90 (193)</td>
<td>0.078 (12)</td>
<td>0.084 (13)</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>5.53 (356)</td>
<td>14.9 (646)</td>
<td>0.230 (12)</td>
<td>0.270 (13)</td>
</tr>
</tbody>
</table>

We can observe from Table 5.1 that Algorithm (IDFGM) outperforms Alg. 1 in [14], especially when the dimension of the problem increases. On the other hand, we can notice that the solver Gurobi 5.0.1 performs much faster than our algorithm, since the MPC problem is sparse. However, the CPU times of the two algorithms are comparable in the case of dense QP problems (see next section).

5.2. Random quadratic programming problems. In this section we compare the performance, in terms of CPU time, of Algorithms (IDGM) and (IDFGM) against some well known QP solvers used for solving MPC problems: quadprog (Matlab R2008b), Sedumi 1.3, Cplex 12.4 (IBM ILOG) and Gurobi 5.0.1.

We consider random QP problems of the form

\[
\min_{-b \leq z \leq ub} \left\{ 0.5z^TQz + q^Tz : \ s.t. \ Az = b \right\},
\]

where matrices \( Q \in \mathbb{R}^{n \times n} \) and \( A \in \mathbb{R}^{n \times n} \) are taken from a normal distribution with zero mean and unit variance. Matrix \( Q \) is then made positive semidefinite by transformation \( Q \leftarrow Q^TQ \), having rank(\( Q \)) ranging from 0.5n to 0.9n. Further, \( ub = -lb = 1 \) and \( b \) is taken from a uniform distribution.

We plot in Figure 5.4 the average CPU time for each solver, obtained by solving 50 random QP’s for each dimension \( n \), with an accuracy \( \varepsilon_{\text{out}} = 10^{-3} \) and the stopping criteria \( |f(\hat{z}_k) - f^*| \) and \( \|A\hat{z}_k - b\| \) less than accuracy \( \varepsilon_{\text{out}} \). In the case of Algorithm (IDGM), at each outer iteration we set the algorithm perform only \( k_{in}^G = 50 \) inner iterations. For the Algorithm (IDFGM) we consider two scenarios: in the first one, we let the algorithm to perform only \( k_{in}^{FG} = 100 \) inner iterations, while in the
second one we use the theoretic number of inner iterations obtained in Section 4.2 (see (4.5)). As described previously, in our algorithms we consider an adaptive scheme for updating the penalty parameter $\rho$, similar to the one presented in [5]. We can observe that even if the Algorithms (IDGM) and (IDFGM) are well suited for embedded applications, i.e. the implementation of the iterates is very simple, the iteration complexity is low and also the number of iterations for finding an approximate solution can be easily predicted, the computational time is comparable with the one of the other solvers used in the context of MPC. Although the obtained averaged CPU times are comparable, we cannot compare the exact computation complexity since for this purpose an equivalence between different stopping criteria of each solver should be studied, like e.g. the maximum violation of the constraints.

6. Conclusions. Motivated by MPC problems for fast embedded linear systems, we have proposed two dual gradient based methods for solving the augmented Lagrangian dual of a primal convex optimization problem with complicating linear constraints. We have moved the complicating constraints in the cost using augmented Lagrangian framework and solved the dual problem using gradient and fast gradient methods with inexact information. We have solved the inner subproblems only up to a certain accuracy, discussed the relations between the inner and the outer accuracy of the primal and dual problems and derived tight estimates on both primal and dual suboptimality and also on feasibility violation. We have also discussed some implementation issues of the new algorithms for embedded linear MPC problems and tested them on several examples.
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