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Abstract We propose and test a new linearisation technique for the Binary Quadratic Problems (BQPs). We computationally prove that the new formulation, called Extended Linear Formulation, can be effective for different classes of problems in practice. Our tests are based on two sets of classical BQPs from the literature, i.e., the Unconstrained BQP and the Maximum Cut of edge-weighted graphs. Finally we discuss the relations between the Linear Programming relaxations of the different linearisation techniques presented and we discuss the elimination of constraint redundancy which is effective at speeding up the computational convergence.
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1 Introduction

A widely used technique for solving the Binary Quadratic Problems (BQPs) is by formulating them as Mixed Integer Linear Programs (MILPs). The big advantage of this method is the possibility of using solvers available for tackling generic MILPs which have been strongly developed for decades and are constantly improving (see for example Lodi [18]). On the other hand, it is worth mentioning that BQPs can be tackled also using solvers specifically conceived
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for non-linear problems. To mention just a few examples, we can cite some commercial softwares like BARON [3] and CPLEX [8]; as well as non-commercial, for instance SCIP [20] and Bonmin [5]. All the techniques, implemented in these solvers and used to tackle BQPs directly, without any linearisation of the quadratic terms, are out of the scope of this paper.

**Literature Review.** Several linearisation techniques have been proposed in the literature for reformulating BQPs as equivalent MILPs. The seminal works of this stream of research are Fortet [9] and Glover and Woolsey [12]. These papers propose linearisation techniques based on additional binary variables. Then, since the difficulty of BQPs typically depends more strongly on the number of integer variables than on the number of continuous variables, other linearisation techniques have been proposed, based only on additional continuous variables and linear constraints. In this stream of research we cite the following works: Glover and Woolsey [13], Glover [11], Chaoualitwongse et al. [6] and Sherali and Smith [22]. All these formulations will be presented in detail in Section 2 and compared in the computational Section 3. It is worth mentioning that other linearisation techniques have been also proposed but they will not be treated in this paper. Among these techniques, we quote the following ones. A tighter reformulation in terms LP-relaxation was proposed by Adams and Sherali [2], this approach was subsequently generalized to design the reformulation–linearization technique (RLT) in Sherali and Adams [21]. Recently other interesting linearisation techniques have been proposed in Hansen and Meyer [15] and in Gueye and Michelon [14].

**Paper Contribution.** In this work we focus on analysing an alternative linear formulation for BQPs. The linearisation proposed is called Extended Linear Formulation (ELF) and is valid for a generic BQP. This new formulation has been inspired by the ideas proposed in Jaumard et al. [16], where a reformulation specifically conceived for the Quadratic Stable Set Problem (QSSP) is proposed. The ELF is characterized by the same Linear Programming Relaxation (LP-relaxation) value of the standard linearisation technique (see Section 2.1) but it presents a slightly higher number of variables and constraints (same order of magnitude). Extended formulations (see for example Conforti et al. [7]) have been introduced to derive tighter formulations of hard combinatorial optimization problems, i.e. formulations that can provide stronger dual bounds (see for example Bertsimas and Weismantel [4]). Typically these formulations are characterized by a higher number of constraints or variables. Similarly, in this paper we use extended formulations but this time in order to obtain a new linearisation technique. A second contribution of this paper is a discussion of the Linear Programming relaxations of the different linearisation techniques presented. This analysis has brought to some new interesting interconnections between the classical linearisation techniques and to the identification of subsets of constraints which are redundant for the formulations. Finally the removal of this redundancy allows a significant speed up in terms of computing time necessary to solve the Linear Programming relaxations of each formulation respectively.
2 Linearisation techniques for Binary Quadratic Problems

A generic Binary Quadratic Problem (BQP), with \(n\) variables and \(p\) constraints, can be formulated using the following Quadratic Formulation (QF).

\[
\text{QF : } \min \sum_{i=1}^{n} \sum_{j=1}^{n} Q_{ij} x_i x_j + \sum_{i=1}^{n} L_i x_i \\
x \in K \\
x \in \{0,1\}^n,
\]

where \(Q \in \mathbb{R}^{n \times n}, L \in \mathbb{R}^n, K = \{x \in \mathbb{R}^n : Ax \geq b\}, A \in \mathbb{R}^{p \times n}\) and \(b \in \mathbb{R}^p\). \(Q\) is a generic symmetric matrix, not restricted to being convex. In the following we describe several alternatives for linearising BQPs present in the literature and then we introduce a new extended linear formulation.

2.1 Glover-Woolsey Linear Formulation

The standard method for linearising the quadratic terms is the one introduced by Glover and Woolsey and described in [13]. This linear formulation, called \(\text{GW}_{[13]}\), reads as follows:

\[
\text{GW}_{[13]} : \min \sum_{i=1}^{n} \sum_{j=1}^{n} Q_{ij} y_{ij} + \sum_{i=1}^{n} L_i x_i \\
y_{ij} \leq x_i \quad i, j = 1, \ldots, n, \ i < j \quad (1) \\
y_{ij} \leq x_j \quad i, j = 1, \ldots, n, \ i < j \quad (2) \\
y_{ij} \geq x_i + x_j - 1 \quad i, j = 1, \ldots, n, \ i < j \quad (3) \\
y_{ij} \geq 0 \quad i, j = 1, \ldots, n, \ i < j \quad (4) \\
x \in K \\
x \in \{0,1\}^n.
\]

The new variables \(y_{ij}\) take the place of the products between the original variables \(x_i\) and \(x_j\) in the objective function. We recall that \(\text{GW}_{[13]}\) increases the size of the problem by adding \(n(n-1)/2\) variables and \(4n(n-1)/2\) constraints.

The number of constraints can be reduced by eliminating redundant constraints. A constraint is redundant for a formulation if its removal does not change the set of optimal solution of its LP-relaxation. Since we are interested in a feasible region \(K\) described by only linear constraints (i.e. not involving directly the variables \(y_{ij}\)), we can take into account the signs of the entries of the quadratic cost matrix \(Q\) and eliminate some of them. This can be resumed in the following observation:
Observation 1 Inequalities (1) and (2), corresponding to non-positive entries of $Q$, and inequalities (3) and (4), corresponding to non-negative entries of $Q$, are redundant for $GW_{[13]}$.

Observation 1 is due to the fact that the value of each variable $y_{ij}$ is uncorrelated from the values of the other $y$ variables and depends only on the bounds defined by (1)-(4). Moreover, the optimization sense of $GW_{[13]}$ pushes the $y$ variables to their bounds and hence inequalities (1) and (2), corresponding to non-positive entries of $Q$, and inequalities (3) and (4), corresponding to non-negative entries of $Q$, will never be active.

$GW_{[13]}$ can be strengthened by applying the so-called Reformulation Linearisation Technique (RLT) presented in Sherali and Adams [21]. The RLT is a procedure divided into two steps: the reformulation step creates additional nonlinear constraints by multiplying the constraints in $K$ by product factors of the binary variables $x$ and their complements $(1-x)$, and subsequently enforces the identity $x^2 = x$. The linearisation step then substitutes a continuous variable for each distinct product of variables. A full characterization of the convex hull is available at the $n$-th level. Hence, $GW_{[13]}$ can be viewed as first level RLT applied only on the bound constraints $0 \leq x \leq 1$.

2.2 Glover Linear Formulation

In this section we introduce the linearisation described in Glover [11]. This linear formulation, called $G_{[11]}$, reads as follows.

$$ G_{[11]} : \min \sum_{i=1}^{n} w_i + \sum_{i=1}^{n} L_i x_i $$

$$ w_i \leq Q_i^- x_i \quad i = 1, \ldots, n \quad (5) $$

$$ w_i \geq Q_i^- x_i \quad i = 1, \ldots, n \quad (6) $$

$$ w_i \leq \sum_{j=1}^{n} Q_{ij} x_j - Q_i^- (1 - x_i) \quad i = 1, \ldots, n \quad (7) $$

$$ w_i \geq \sum_{j=1}^{n} Q_{ij} x_j - Q_i^+ (1 - x_i) \quad i = 1, \ldots, n \quad (8) $$

$$ x \in K $$

$$ x \in \{0,1\}^n , $$

where $Q_i^-$ and $Q_i^+$ are suitable large constants. The main intuition behind this linearisation is the introduction of the additional set of variables $w_i$ representing the quantity $\sum_{j=1}^{n} Q_{ij} x_j$ if $x_i = 1$, or taking a value of 0 otherwise.

Formulation $G_{[11]}$ has the big advantage of using less variables and constraints
than GW. On the other hand, it requires the introduction of the so-called “big-M” constraints, leading to a weaker LP-relaxation.

An important point concerns the computation of $Q_i^-$ and $Q_i^+$. In Glover [11], the author suggest to impose:

$$Q_i^- = \sum_{j=1}^{n} \min\{0, Q_{ij}\}, \quad Q_i^+ = \sum_{j=1}^{n} \max\{0, Q_{ij}\}. \quad (9)$$

Subsequently, in several works (see for example Adams et al. [1] and Wang et al. [23]) this approach has been improved by taking into account the feasible region $K$ and hence computing the values for $Q_i^-$ and $Q_i^+$ with more accuracy. This can be done as follows:

$$Q_i^- = \min_{x \in K} \sum_j Q_{ij} x_j, \quad Q_i^+ = \max_{x \in K} \sum_j Q_{ij} x_j. \quad (10)$$

It is easy to check that equations (9) and equations (10) coincide when $K = \emptyset$. From now on, when we refer to $G_{[11]}$ we imply the version with $Q_i^-$ and $Q_i^+$ defined in (10). Regardless of the method used for computing $Q_i^-$ and $Q_i^+$, $G_{[11]}$ increases the size of the problem by adding only $n$ variables and $4n$ constraints. However, since we are minimizing and the coefficients of the $w$ variables are positive, it is possible to reduce the number of constraints:

**Observation 2** Inequalities (5) and (7) are redundant for $G_{[11]}$.

The motivations for Observation 2 are analogous to the ones used for Observation 1.

### 2.3 Sherali-Smith Linear Formulation

The third method linearises the quadratic terms using the techniques described in Sherali and Smith [22]. This linear formulation, called SS [22], reads as follows.

$$\text{SS}_{[22]} : \min \sum_{i=1}^{n} s_i + \sum_{i=1}^{n} (L_i + Q_i^-) x_i$$

$$y_i = \sum_{j=1}^{n} Q_{ij} x_j - s_i - Q_i^- \quad i = 1, \ldots, n \quad (11)$$

$$y_i \leq (Q_i^+ - Q_i^-)(1 - x_i) \quad i = 1, \ldots, n \quad (12)$$

$$s_i \leq (Q_i^+ - Q_i^-) x_i \quad i = 1, \ldots, n \quad (13)$$

$$y_i \geq 0 \quad i = 1, \ldots, n \quad (14)$$

$$s_i \geq 0 \quad i = 1, \ldots, n \quad (15)$$

$$x \in K$$

$$x \in \{0, 1\}^n,$$
where $Q^+_i$ and $Q^-_i$ are defined as in (10). The idea behind SS$_{(22)}$ is similar to the one behind GW$_{(13)}$, i.e., the introduction of $n$ additional variables representing this time the quantity $\sum_{j=1}^n Q_{ij} - Q^-_i$ using big-Ms constraints. SS$_{(22)}$ increases the size of the problem by adding $2n$ variables, $4n$ inequalities and $n$ equations.

Formulation SS$_{(22)}$ is a strengthening of a precedent formulation proposed by Chaovalitwongse et al. [6] called CPP$_{(6)}$ which uses instead the following definition of $Q^+_i$ and $Q^-_i$:

$$Q^+_i = \max_i \sum_{j=1}^n |Q_{ij}|, \quad Q^-_i = -\max_i \sum_{j=1}^n |Q_{ij}|.$$  

CPP$_{(6)}$ is weaker than SS$_{(22)}$. This is due to the fact of using worse big-M values (see Sherali and Smith [22]).

Like for $G_{(11)}$, also for SS$_{(22)}$ (and analogously for CPP$_{(6)}$) some inequalities can be eliminated:

**Observation 3** Inequalities (13) and (14), are redundant for SS$_{(22)}$.

The motivations for Observation 3 are analogous to the ones given for Observation 2. The strong connection between $G_{(11)}$ and SS$_{(22)}$ is finally confirmed by the following Observation:

**Observation 4** The LP-relaxation of $G_{(11)}$ and SS$_{(22)}$ are identical.

**Proof** As first step we apply to SS$_{(22)}$ the variables substitution $s_i = w_i - Q^-_i x_i$ and subsequently equations (11) can be used to substitute variables $y$ into the remaining constraints and into the objective function, thus obtaining exactly $G_{(11)}$. $\square$

### 2.4 Extended Linear Formulation

We now introduce a new linearisation, called Extended Linear Formulation (ELF).

$$\text{ELF: } \min \sum_{i=1}^{n} \sum_{j=i}^{n} Q_{ij} + \sum_{i=1}^{n} L_i x_i - \sum_{i=1}^{n} \sum_{j=1}^{n} Q_{ij}(z^i_{ij} + z^j_{ij})$$

\begin{align}
  & z^i_{ij} + z^j_{ij} \leq 1 \quad i, j = 1, \ldots, n, \quad i < j \quad (16) \\
  & x_i + z^i_{ij} \leq 1 \quad i, j = 1, \ldots, n, \quad i < j \quad (17) \\
  & x_j + z^j_{ij} \leq 1 \quad i, j = 1, \ldots, n, \quad i < j \quad (18) \\
  & x_i + z^i_{ij} + z^j_{ij} \geq 1 \quad i, j = 1, \ldots, n, \quad i < j \quad (19) \\
  & x_j + z^i_{ij} + z^j_{ij} \geq 1 \quad i, j = 1, \ldots, n, \quad i < j \quad (20) \\
  & x \in K \\
  & x \in \{0, 1\}^n.
\end{align}
This linearisation increases the size of the problem by adding $2n(n-1)$ variables and $5n(n-1)/2$ constraints. A pair of new variables $z_{ij}^1$ and $z_{ij}^2$ is used instead of the product of variables $x_i$ and $x_j$. These new variables modify the objective function and appear in the new set of constraints. The total sum of the quadratic costs is paid in the objective function $(\sum_{i=1}^{n} \sum_{j=1}^{n} Q_{ij})$ and then the correct value is reconstructed with the use of the $z$ variables $(\sum_{i=1}^{n} \sum_{j=1}^{n} Q_{ij}(z_{ij}^1 + z_{ij}^2))$. The values of the $z$ variables are set according to the values of the $x$ variables thanks to constraints (16)-(20), i.e. if $x_i = x_j = 1$ then $z_{ij}^1 = z_{ij}^2 = 0$, on the other hand if one or both variables $x_i$ and $x_j$ have a value of 0 then one of the variables $z_{ij}^1$ and $z_{ij}^2$ is forced to have a value of 1.

In the final part of this section we introduce two properties of the ELF. The first Observation shows that ELF is an extended formulation of GW\cite{13}:

**Observation 5** The LP-relaxation of GW\cite{13} and ELF are identical.

*Proof* Let $(\tilde{x}, \tilde{y})$ be a feasible solution to the LP-relaxation of GW\cite{13}. We consider the following solution $(\tilde{x}, \tilde{z}^1, \tilde{z}^2)$ of the LP-relaxation of ELF: $\tilde{x} = \bar{x}$, $\tilde{z}^1 = 1 - \bar{x}_i$, $\tilde{z}^2 = \bar{x}_i - \bar{y}_i$. It is easy to check that it is feasible and it has the same value. Now let $(\tilde{x}, \tilde{z}^1, \tilde{z}^2)$ be a feasible solution to the LP-relaxation of ELF. We consider the following solution $(\tilde{x}, \tilde{y})$ of the LP-relaxation of LF: $\tilde{x} = \bar{x}$, $\tilde{y} = 1 - \bar{z}_i - \bar{z}_j$. Again, it is easy to check that it is feasible and it has the same value. This imply that for every feasible solution of the LP-relaxation of GW\cite{13} there exists one feasible solution of the LP-relaxation of ELF of the same value and vice versa, proving the statement (i.e. they are identical). □

Observation 5 implies that every valid inequality for GW\cite{13} is also valid for ELF. A second Observation allows the reduction of the number of constraints also for ELF:

**Observation 6** Inequalities (19) and (20), corresponding to non-positive entries of $Q$, and inequalities (16), (17) and (18), corresponding to non-negative entries of $Q$ are redundant for ELF.

*Proof* Let $(\tilde{x}, \tilde{z}^1, \tilde{z}^2)$ be a solution to LP-relaxation of ELF satisfying all inequalities except some of the (19)-(20) associated to an entry $Q_{ij} \leq 0$. Let $x_i + z^1_{ij} + z^2_{ij} \geq 1$ be one of the violated inequalities, this means that $\tilde{x}_i + \tilde{z}^1_{ij} + \tilde{z}^2_{ij} < 1$, hence one value $\tilde{z}^i > \tilde{z}^i$ exists such that $\tilde{x}_i + \tilde{z}^1_{ij} + \tilde{z}^2_{ij} = 1$. The point $(\tilde{x}, \tilde{z}^1, \tilde{z}^2)$ is still feasible and has a better objective function (because $Q_{ij}$ is non-positive). This means that $(\tilde{x}, \tilde{z}^1, \tilde{z}^2)$ is not an optimal solution. Similarly, let $(\tilde{x}, \tilde{z}^1, \tilde{z}^2)$ be a solution to LP-relaxation of ELF satisfying all inequalities except some of the (17)-(18), associated to an entry $Q_{ij} \geq 0$. Let $x_i + z^1_{ij} \leq 1$ be one of the violated inequalities, this means that $\tilde{x}_i + \tilde{z}^1_{ij} > 1$, hence one value $\tilde{z}^i > \tilde{z}^i$ exists such that $\tilde{x}_i + \tilde{z}^1_{ij} = 1$. The point $(\tilde{x}, \tilde{z}^1, \tilde{z}^2)$ is still feasible and has a better objective function (because $Q_{ij}$ is non-negative). This means that $(\tilde{x}, \tilde{z}^1, \tilde{z}^2)$ is not an optimal solution. Similar considerations can be done for inequalities (16). Hence, eliminating from ELF the inequalities (19) and (20), corresponding to a couple of indices $i$ and $j$ with non-negative $Q_{ij}$ or
In Table 1, we report the number of additional variables and constraints needed by each formulation respectively. The columns concerning the constraints are subdivided in two parts. Columns – Original – report the number of inequalities and equations needed by each formulation while columns – Reduced – report the number of non-redundant inequalities and equations needed by each formulation (see Observations 1, 2, 3 and 6). In the following, this reduction of the formulation dimensions will be referred to as Constraint-Redundancy elimination. As far as GW\textsubscript{13}, G\textsubscript{11}, CPP\textsubscript{6} and SS\textsubscript{22} are concerned, regardless of the sign of the entries of Q, the Constraint-Redundancy elimination allows us to reduce by one half the number of additional constraints. For ELF the situation is slightly different because the number of non-redundant constraints depends on the sign of Q and it is hence included in the interval \([2n(n-1), 3n(n-1)]\), for this reason we reported the average value of \(\frac{5}{2}n(n-1)\).

Table 2 summarizes the relations between the different LP-relaxations of the formulations studied. The relation “A ⇔ B” stands for “A and B have the same LP-relaxation” and “A ⇒ B” stands for “A has a stronger LP-
relaxation than B". For each relation, we report the reference where it is proved.

3 Computational experiments

In this section, we assess the computational performances of the linearisation techniques discussed in this paper, i.e., GW\textsubscript{[13]}, G\textsubscript{11}, CPP\textsubscript{[6]} and SS\textsubscript{[22]} and the new ELF. We first describe the test problems and then we report the tables’ discussion.

Test problems. Our primary aim is to investigate the strength of the different formulations without the influence of additional constraints, and hence we focus on unconstrained problems (\(K = \emptyset\)). We adopt the Biq Mac library (see Wiegele [24]) as a case study. It is a collection of instances widely used in the literature, see for example Rendl et al. [19] or more recently Krislock et al. [17]. This library is composed by two families of problems: the first one is the Unconstrained BQP (UBQP):

\[
\min \left\{ \sum_{i=1}^{n} \sum_{j=1}^{n} Q_{ij} x_i x_j : x \in \{0, 1\}^n \right\},
\]

where \(Q\) is a symmetric matrix of order \(n\). The second family is the Max Cut (MC) problem. The MC is to determine a maximum weighted bipartition of a graph \(G\) of \(n\) vertices (see for example Rendl et al. [19]) and it can be formulated as follows:

\[
\max \left\{ \sum_{i=1}^{n} \sum_{j=1}^{n} \tilde{Q}_{ij} x_i x_j : x \in \{-1, 1\}^n \right\},
\]

where \(\tilde{Q}\) is the Laplacian matrix of the graph \(G\). It is well known that the UBQP and the MC are equivalent (see Krislock et al. [17]), i.e., the MC can be transformed into an UBQP by considering a change of variable (note that in our experiments we used the UBQP version of the MC problem). The BiqMac library is divided into five classes: beasley, gka, and be are UBQP instances, while rudy, ising are MC instances. The classes altogether form a test bed of 343 instances. Some are randomly generated instances and others come from a statistical physics application. In each class, the instances differ in terms of size \(n\) and density of the matrices \(Q\) and \(L\) (for further details on the instance features, we refer the reader to Wiegele [24]).
Tables’ discussion. We run the tests on a PC with an Intel(R) Core2 Duo CPU E6550 at 2.33GHz and 2 GB RAM memory, under Linux Ubuntu 12, 64-bit. In the remaining part of this section, we discuss two sets of experiments aiming respectively at comparing the LP-relaxation of the different formulations and the computational behaviour for solving the test problems to proven optimality. In both tables, i.e., Table 3 and Table 5, we report the results concerning the whole Biq Mac Library. These tables are divided into 5 horizontal blocks, one for each class of instances (be, beasly, gka, ising and rudy), in each line we group together the results relative to instances of the same size (same values of $n$). In this way we create subclasses of instances and we report their average arithmetic values. The first two columns of both tables report the size of the subclasses of instances (value of $n$) and their cardinality (i.e., the number of instances of a specific subclass). For each run, we set a time limit of 600 seconds using CPLEX 12.4 [8] with default parameter settings. In case the time limit is reached for all the instances of a specific subclass and formulation, we report tl.

In Table 3 we report the results concerning the solution of the LP of the different formulations. The discussion of the results will be done for couples of formulations having the same value of LP-relaxation, i.e. $G_{[11]}$ – $SS_{[22]}$ (see Observation 4) and $GW_{[13]}$ – ELF (see Observation 5). The table is vertically divided into three parts. In the first part, called – LP times – , we report the average time in seconds necessary to solve the LP-relaxation. In the second part, called – LP iterations – , we report the average number of simplex iterations necessary to solve the LP-relaxation. As far as the comparison between $G_{[11]}$ and $SS_{[22]}$ is concerned, it is interesting to note that $SS_{[22]}$ tends to outperforms $GW_{[13]}$ for both the computational time and the simplex iterations. This better behaviour can be seen clearly comparing subclasses of instances with large values of $n$ where $SS_{[22]}$ utilises roughly 50% of the simplex iterations less than $GW_{[13]}$. This behaviour can be possibly explained by the simplified version of the linearisation constraints. As far as the comparison between $GW_{[13]}$ and ELF is concerned, $GW_{[13]}$ slightly outperforms ELF for both the computational time and the simplex iterations. This behaviour can be explained considering the lower number of variables and constraints of the $GW_{[13]}$ formulation. There are no relevant differences to be reported between the behaviour of the formulations considering different classes of instances. In the third part of the table, called – LP comparisons – , we report the relative percentage gap between the LP-relaxation of $G_{[11]}$ and $SS_{[22]}$ with respect to LP-relaxation of $GW_{[13]}$ and ELF. It is worth stressing that, for the Mac instances, all the formulations have the same LP-relaxation values. For the Biq instances instead, $GW_{[13]}$ and ELF are characterized by stronger LP-relaxation values (this difference is less marked for the be class of instances). Finally we report the relative percentage gap of the formulation CPP$_{[6]}$ with respect to LP-relaxation of formulations $GW_{[13]}$ and ELF. In all the classes of instances CPP$_{[6]}$ is characterized by weaker LP-relaxation values, this is due to the fact of having larger big-M values. Since on our test bed this formulation is
Table 3: Computational comparison of LP-relaxation of the different formulations for Biq Mac instances

<table>
<thead>
<tr>
<th>n</th>
<th>#</th>
<th>GW_{13}</th>
<th>G_{11}</th>
<th>SS_{22}</th>
<th>ELF</th>
<th>G_{11}</th>
<th>SS_{22}</th>
<th>ELF</th>
<th>C_{22}, SS_{22}</th>
<th>CPP_N</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>10</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.7</td>
<td>4292</td>
<td>213</td>
<td>100</td>
<td>9098</td>
<td>56.56</td>
</tr>
<tr>
<td>120</td>
<td>20</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.5</td>
<td>3451</td>
<td>278</td>
<td>122</td>
<td>7311</td>
<td>62.29</td>
</tr>
<tr>
<td>150</td>
<td>20</td>
<td>0.5</td>
<td>0.0</td>
<td>0.0</td>
<td>1.0</td>
<td>4900</td>
<td>350</td>
<td>151</td>
<td>11220</td>
<td>61.26</td>
</tr>
<tr>
<td>200</td>
<td>20</td>
<td>1.4</td>
<td>0.0</td>
<td>0.0</td>
<td>3.4</td>
<td>8669</td>
<td>456</td>
<td>201</td>
<td>19718</td>
<td>60.24</td>
</tr>
<tr>
<td>250</td>
<td>10</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.2</td>
<td>2798</td>
<td>632</td>
<td>292</td>
<td>6070</td>
<td>69.93</td>
</tr>
<tr>
<td>50</td>
<td>10</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>121</td>
<td>99</td>
<td>63</td>
<td>194</td>
<td>72.87</td>
</tr>
<tr>
<td>100</td>
<td>10</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>676</td>
<td>261</td>
<td>137</td>
<td>1055</td>
<td>75.63</td>
</tr>
<tr>
<td>250</td>
<td>10</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.2</td>
<td>2822</td>
<td>688</td>
<td>279</td>
<td>6111</td>
<td>69.24</td>
</tr>
<tr>
<td>500</td>
<td>10</td>
<td>1.0</td>
<td>0.5</td>
<td>0.4</td>
<td>2.3</td>
<td>10543</td>
<td>1293</td>
<td>504</td>
<td>23065</td>
<td>67.01</td>
</tr>
<tr>
<td>20</td>
<td>1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>28</td>
<td>21</td>
<td>408</td>
<td>67</td>
<td>95.22</td>
</tr>
<tr>
<td>30</td>
<td>2</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>172</td>
<td>54</td>
<td>561</td>
<td>75</td>
<td>79.28</td>
</tr>
<tr>
<td>40</td>
<td>4</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>312</td>
<td>99</td>
<td>1114</td>
<td>77</td>
<td>77.22</td>
</tr>
<tr>
<td>50</td>
<td>4</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>320</td>
<td>104</td>
<td>71</td>
<td>77</td>
<td>77.22</td>
</tr>
<tr>
<td>60</td>
<td>3</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>350</td>
<td>125</td>
<td>82</td>
<td>77</td>
<td>77.22</td>
</tr>
<tr>
<td>70</td>
<td>3</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>466</td>
<td>154</td>
<td>98</td>
<td>77</td>
<td>77.22</td>
</tr>
<tr>
<td>80</td>
<td>3</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>341</td>
<td>151</td>
<td>109</td>
<td>77</td>
<td>77.22</td>
</tr>
<tr>
<td>100</td>
<td>10</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>1925</td>
<td>220</td>
<td>109</td>
<td>47</td>
<td>70.21</td>
</tr>
<tr>
<td>125</td>
<td>1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.7</td>
<td>182</td>
<td>117</td>
<td>121</td>
<td>48</td>
<td>79.78</td>
</tr>
<tr>
<td>150</td>
<td>6</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>510</td>
<td>256</td>
<td>127</td>
<td>76</td>
<td>72.94</td>
</tr>
<tr>
<td>200</td>
<td>6</td>
<td>0.4</td>
<td>0.1</td>
<td>0.1</td>
<td>2.2</td>
<td>15686</td>
<td>447</td>
<td>200</td>
<td>28246</td>
<td>79.74</td>
</tr>
<tr>
<td>250</td>
<td>3</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>777</td>
<td>454</td>
<td>218</td>
<td>1548</td>
<td>72.53</td>
</tr>
<tr>
<td>300</td>
<td>6</td>
<td>0.6</td>
<td>0.1</td>
<td>0.1</td>
<td>3.4</td>
<td>633</td>
<td>469</td>
<td>235</td>
<td>1129</td>
<td>75.23</td>
</tr>
<tr>
<td>350</td>
<td>3</td>
<td>0.9</td>
<td>0.2</td>
<td>0.1</td>
<td>4.6</td>
<td>26308</td>
<td>686</td>
<td>300</td>
<td>48105</td>
<td>78.95</td>
</tr>
<tr>
<td>400</td>
<td>3</td>
<td>0.0</td>
<td>0.1</td>
<td>0.0</td>
<td>0.1</td>
<td>1233</td>
<td>712</td>
<td>346</td>
<td>2401</td>
<td>74.87</td>
</tr>
<tr>
<td>500</td>
<td>5</td>
<td>0.4</td>
<td>0.0</td>
<td>0.0</td>
<td>0.8</td>
<td>4894</td>
<td>482</td>
<td>210</td>
<td>10985</td>
<td>65.90</td>
</tr>
<tr>
<td>100</td>
<td>5</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>50312</td>
<td>1199</td>
<td>500</td>
<td>114622</td>
<td>58.76</td>
</tr>
<tr>
<td>125</td>
<td>3</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
<td>0.2</td>
<td>3437</td>
<td>217</td>
<td>101</td>
<td>6405</td>
<td>79.78</td>
</tr>
<tr>
<td>150</td>
<td>6</td>
<td>0.2</td>
<td>0.0</td>
<td>0.0</td>
<td>1.1</td>
<td>10253</td>
<td>333</td>
<td>150</td>
<td>18812</td>
<td>76.13</td>
</tr>
<tr>
<td>200</td>
<td>6</td>
<td>0.4</td>
<td>0.1</td>
<td>0.1</td>
<td>2.2</td>
<td>15686</td>
<td>447</td>
<td>200</td>
<td>28246</td>
<td>79.74</td>
</tr>
<tr>
<td>250</td>
<td>6</td>
<td>0.6</td>
<td>0.1</td>
<td>0.1</td>
<td>3.4</td>
<td>20947</td>
<td>564</td>
<td>250</td>
<td>37984</td>
<td>78.95</td>
</tr>
<tr>
<td>300</td>
<td>6</td>
<td>0.9</td>
<td>0.2</td>
<td>0.1</td>
<td>4.6</td>
<td>26308</td>
<td>686</td>
<td>300</td>
<td>48105</td>
<td>78.95</td>
</tr>
<tr>
<td>350</td>
<td>3</td>
<td>0.0</td>
<td>0.1</td>
<td>0.0</td>
<td>0.1</td>
<td>1233</td>
<td>712</td>
<td>346</td>
<td>2401</td>
<td>74.87</td>
</tr>
<tr>
<td>400</td>
<td>3</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.1</td>
<td>1177</td>
<td>852</td>
<td>416</td>
<td>2033</td>
<td>76.24</td>
</tr>
<tr>
<td>500</td>
<td>5</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>619</td>
<td>63</td>
<td>63</td>
<td>2345</td>
<td>40.09</td>
</tr>
<tr>
<td>60</td>
<td>10</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>1372</td>
<td>144</td>
<td>81</td>
<td>3480</td>
<td>54.24</td>
</tr>
<tr>
<td>80</td>
<td>30</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.1</td>
<td>1372</td>
<td>144</td>
<td>81</td>
<td>3480</td>
<td>54.24</td>
</tr>
<tr>
<td>100</td>
<td>90</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.2</td>
<td>1917</td>
<td>161</td>
<td>103</td>
<td>5526</td>
<td>54.24</td>
</tr>
</tbody>
</table>

In Table 4 we report the results concerning the Constraint-Redundancy elimination possibilities for the different formulations. The table is divided in two parts, the first one concerns the LP-relaxation computing time and the second one concerns the number of simplex iterations. Each entry of the table reports the ratio between the average values obtained without and with the Constraint-Redundancy elimination. As far as the computing times are concerned, surprisingly, the Constraint-Redundancy elimination has a great impact on the GW[13]. For this formulation and for some subclasses of instances, a reduction of up to 3 orders of magnitude can be achieved. A similar behaviour, but less marked, can be seen for ELF. The other two formulations, computationally dominated by SS_{22}, it will be dropped from the comparison tests presented in the following tables.
Table 4: Ratios between the average time and the average number of simplex iterations before and after applying the Constraint-Redundancy policies for Mac instances.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>9</td>
<td>2.8</td>
<td>1.8</td>
<td>1.1</td>
<td>3.3</td>
<td>1.4</td>
<td>1.0</td>
<td>1.0</td>
<td>1.6</td>
</tr>
<tr>
<td>125</td>
<td>3</td>
<td>40.3</td>
<td>1.0</td>
<td>1.0</td>
<td>94.8</td>
<td>13.1</td>
<td>1.0</td>
<td>1.0</td>
<td>15.2</td>
</tr>
<tr>
<td>150</td>
<td>6</td>
<td>18.1</td>
<td>1.6</td>
<td>1.1</td>
<td>2.2</td>
<td>1.1</td>
<td>1.0</td>
<td>1.0</td>
<td>1.2</td>
</tr>
<tr>
<td>200</td>
<td>6</td>
<td>30.4</td>
<td>1.7</td>
<td>1.1</td>
<td>2.7</td>
<td>1.2</td>
<td>1.0</td>
<td>1.0</td>
<td>1.4</td>
</tr>
<tr>
<td>225</td>
<td>3</td>
<td>1013.5</td>
<td>1.2</td>
<td>1.2</td>
<td>111.2</td>
<td>24.0</td>
<td>1.0</td>
<td>1.0</td>
<td>25.3</td>
</tr>
<tr>
<td>250</td>
<td>6</td>
<td>54.9</td>
<td>1.7</td>
<td>1.1</td>
<td>2.9</td>
<td>1.4</td>
<td>1.0</td>
<td>1.0</td>
<td>1.6</td>
</tr>
<tr>
<td>300</td>
<td>6</td>
<td>77.8</td>
<td>1.6</td>
<td>1.1</td>
<td>3.5</td>
<td>1.8</td>
<td>1.0</td>
<td>1.0</td>
<td>1.7</td>
</tr>
<tr>
<td>400</td>
<td>3</td>
<td>3186.0</td>
<td>1.2</td>
<td>1.2</td>
<td>216.6</td>
<td>40.0</td>
<td>1.0</td>
<td>1.0</td>
<td>41.8</td>
</tr>
<tr>
<td>500</td>
<td>3</td>
<td>1341.5</td>
<td>1.4</td>
<td>1.0</td>
<td>284.1</td>
<td>70.1</td>
<td>1.0</td>
<td>1.0</td>
<td>75.1</td>
</tr>
</tbody>
</table>

Table 4: Ratios between the average time and the average number of simplex iterations before and after applying the Constraint-Redundancy policies for Mac instances.

i.e., G[11] and SS[22], are instead less conditioned. As far as the number of simplex iterations is concerned, the Constraint-Redundancy elimination has again a large impact on GW[13] and ELF (with a reduction of almost two orders of magnitude). G[11] and SS[22], instead, maintain the same performance. We only report the data for the Mac instances since the behaviour for the Bic instances is similar. Summarizing, if we only consider the formulations without the Constraint-Redundancy elimination, surprisingly the ELF outperforms GW[13].

In Table 5 we report the results concerning the computational behaviour for solving the test problems to proven optimality. The table is vertically divided into three parts. In the first part, called MILP times, we report the average time in seconds necessary to solve the instances. If some of them are not solved within the time-limit of 600 seconds, we report the number of instances solved to optimality (we report tl and 0 in case all the instances of a specific subclass and formulation reach the time limit). The winning formulation is reported in bold text, i.e. less computing time or larger number of instances solved respectively. In the second part, called MILP branching nodes, we report the total number branching nodes. The formulations with the better computational behaviour for the Bic Mac instances are GW[13] and ELF. These formulations clearly outperform GW[13] and SS[22] concerning both the average computing time and the total number of instances solved. For the Bic instances, this is due to the fact of having stronger LP-relaxation values which allows a better computational convergence. For the Mac instances, where the LP-relaxation values coincides, the different behaviour can be explained by the better performance of GW[13] and ELF during the branching scheme or by the efficacy of the generic cuts of CPLEX. In the third part, called MILP exit gaps, we report the exit gap between the upper and the lower bounds computed by CPLEX in case the time limit is reached (0.0 is reported.
As a valid alternative to the standard GW, ELF outperforms it. The principal cause is the computational difficulty of the LP-relaxation of ELF, which is slightly bigger and thus a bit slower than the LP-relaxation of GW. It is somehow surprising that both the classical GW and the new ELF outperform the other formulations G and SS for BiC Mac instances, in particular as far as the number of instances solved to proven optimality within the time-limit are concerned.

The winning formulation is reported in bold text, i.e., lower exit gaps.

Table 5

<table>
<thead>
<tr>
<th>n</th>
<th>MILP times</th>
<th>MILP branching nodes</th>
<th>exit gaps</th>
</tr>
</thead>
<tbody>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>--------</td>
</tr>
<tr>
<td>100</td>
<td>10</td>
<td>tl 0</td>
<td>tl 0</td>
</tr>
<tr>
<td>120</td>
<td>20</td>
<td>tl 0</td>
<td>tl 0</td>
</tr>
<tr>
<td>150</td>
<td>20</td>
<td>tl 0</td>
<td>tl 0</td>
</tr>
<tr>
<td>200</td>
<td>20</td>
<td>tl 0</td>
<td>tl 0</td>
</tr>
<tr>
<td>250</td>
<td>10</td>
<td>tl 0</td>
<td>tl 0</td>
</tr>
<tr>
<td>500</td>
<td>10</td>
<td>tl 0</td>
<td>tl 0</td>
</tr>
</tbody>
</table>

Table 5: Computational comparison of the different formulations for solving the Biq Mac instances to proven optimality.
4 Conclusion

In this paper we compared several linearisation techniques for Binary Quadratic Problems present in the literature, called here GW[13], G[11] and SS[22] with a new formulation called ELF. We showed that G[11] and SS[22] are identical and that GW[13] and ELF are identical, i.e., they have the same LP-relaxation values. Among the formulation studied, GW[13] and ELF provide the better performances in practice. Even if both formulations present the same LP-relaxation, their behaviour in practice can be significantly different, as the test on the BiMac instances have demonstrated. Finally, it is also interesting to notice that SS[22] outperforms G[11] in practice, and this is again due to having an LP-relaxation that is easier to solve.
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