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ABSTRACT. Utilizing dual descriptions of the normal cone of convex optimization problems in conic form, we characterize the vertices of semidefinite representations arising from Lovász theta body, generalizations of the elliptope, and related convex sets. Our results generalize vertex characterizations due to Laurent and Poljak from the 1990’s. Our approach also leads us to nice characterizations of strict complementarity and to connections with some of the related literature.

1. INTRODUCTION

The study of the boundary structure of polyhedra arising from combinatorial optimization problems has been a very successful undertaking in the field of polyhedral combinatorics. Part of this success relies on a very rich interplay between geometric and algebraic properties of the faces of such polyhedra and corresponding combinatorial structures of the problems they encode. This remains true even in the context of some NP-hard problems, where one is generally resigned to seek partial characterizations of the boundary structure via some families of facets.

A different line of attack on combinatorial optimization problems, which has become quite popular, is that of utilizing semidefinite programming relaxations. For the stable set problem on perfect graphs, semidefinite programs (SDPs) provide the only known approach for efficient solution. Feasible regions of SDPs, known as spectrahedra, are in general much richer in complexity than polyhedra. However, or perhaps owing to that, it is reasonable to presume the existence of a wealth of combinatorial information encoded in the boundary structure of spectrahedra arising from combinatorial optimization problems. Indeed, since semidefinite optimization is a strict generalization of linear optimization, SDPs should in principle encode at least all that is known via polyhedral combinatorics.

Nonetheless, currently, results relating the boundary structure of SDPs and combinatorial properties of the corresponding problems are rather scarce. In fact, even the study of the boundary structure of SDPs per se is somewhat limited. A representative sample is given by [7, 24, 23, 4, 29, 30, 3, 1, 28, 5].

A plausible reason behind this scarcity is simple to guess. From the viewpoint of conic optimization, a (pointed) polyhedron is the intersection of the nonnegative orthant $\mathbb{R}_+^n$ with an affine subspace of $\mathbb{R}^n$, whereas a spectrahedron is the intersection of the positive semidefinite cone $\mathbb{S}_+^n$ with an affine subspace of the set $\mathbb{S}^n$ of $n \times n$ symmetric matrices. By regarding $\mathbb{S}^n$ as $\mathbb{R}^{n(n+1)/2}$ (and thus stripping off the extremely convenient algebraic structure of $\mathbb{S}^n$), one could argue that nothing is gained in terms of ambient space or affine constraints when moving from polyhedra to spectrahedra (though we shall question this very statement later on). On the other hand, the boundary structure of the cone $\mathbb{S}_+^n$, while completely understood (see, e.g., [38]), is far more intricate than that of $\mathbb{R}_+^n$. The latter is in fact separable in that it may be written as the direct sum of $n$ copies of the nonnegative line $\mathbb{R}_+$. In this context, one is comparing the rich boundary structure of $\mathbb{S}_+^n$ with the trivial boundary structure of $\mathbb{R}_+$. This difference in complexity becomes starker when contrasting the boundary structure of spectrahedra and polyhedra, since the intersection of an affine subspace with $\mathbb{S}_+^n$ can be so pathological that Strong Duality as well as Strict Complementarity may fail for SDPs.

In this paper, we are interested in the vertices of spectrahedra arising from combinatorial optimization problems. We focus on SDP relaxations of the two combinatorial problems most successfully attacked via SDPs, namely, MAXCUT and the stable set problem. The aspects of the boundary structure we shall study
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revolve around the concept of normal cone. By carefully analyzing a simple expression for the normal cone, we identify all vertices of some of the spectrahedra arising from these two problems. We also point out a simple relation between normal cones and strict complementarity, which may be helpful in proving that the latter holds for specific SDPs.

Vertices are naturally among the first objects to understand in a study of the boundary structure. Recall that a vertex of a convex set is an extreme point of that set whose normal cone is full-dimensional. For a polyhedron, extreme points and vertices coincide, and there are only finitely many of them. On the other hand, the unit ball \( B := \{ x \in \mathbb{R}^d : \|x\| \leq 1 \} \), which is affinely isomorphic to a spectrahedron, has uncountably many extreme points and no vertices whenever \( d \geq 2 \). Indeed, the extreme points of \( B \) are precisely the unit vectors, but the normal cone at each such vector is one-dimensional. This example illustrates why an extreme point of a convex set whose normal cone is one-dimensional is called smooth, and how the dimension of a normal cone at a point is a measure of the “degree of non-smoothness” of the set at that point.

Vertices of a convex set can also be regarded as the only likely points to optimize a uniformly chosen linear function, in the following sense. Fix a full-dimensional convex set \( C \subseteq \mathbb{R}^n \) and a point \( \bar{x} \in C \). Now choose a unit vector \( c \in \mathbb{R}^n \) uniformly at random. Then the probability that \( \bar{x} \) is an optimal solution for the optimization problem \( \max \{ \langle c, x \rangle : x \in C \} \) is positive if and only if \( \bar{x} \) is a vertex of \( C \).

The property described above may have practical significance in many contexts including the situations where one formulates an SDP relaxation to a problem and the vertices of the feasible region correspond exactly to the combinatorial (or non-convex) objects from that problem. This kind of property may be useful in low-rank recovery schemes; see [33]. Other instances occur in combinatorial optimization, in some previous results which suggest that vertices of feasible regions of SDPs play an analogous role to that of extreme points in polyhedral combinatorics. We discuss these next.

We start with the elliptope \( E_V \), the spectrahedron arising from the famous SDP relaxation for MaxCut utilized by Goemans and Williamson [12] in their approximation algorithm. Laurent and Poljak [20, 21] proved that all the vertices of the elliptope are rank-one, i.e., they correspond precisely to the exact solutions to the MaxCut problem. Next, we consider the theta body \( \Theta(G) \) of a graph \( G \), introduced in [15] as a relaxation of the stable set polytope of \( G \). Shepherd [36] observed that, by a result of [14], the vertices of \( \Theta(G) \) are precisely the incidence vectors of stable sets of \( G \), i.e., again the exact solutions for the stable set problem. As far as we know, these are the only results in the literature about vertices of spectrahedra arising from large classes of combinatorial optimization problems.

One of our main results is both a generalization of the aforementioned result by Laurent and Poljak and a different version of Shepherd’s observation. We describe it briefly. The theta body \( \Theta(G) \) of a graph \( G = (V, E) \) is naturally described as the projection into \( \mathbb{R}^V \) of the feasible region of an SDP lying in the space of symmetric matrices indexed by \( \{0\} \cup V \), where \( 0 \) is a new element. We denote this feasible region by \( \tilde{\Theta}(G) \). When the graph \( G \) has no edges, then \( \tilde{\Theta}(G) \) is a well-known relaxation of the boolean quadric polytope and it is linearly isomorphic to the elliptope \( E_{\{0\} \cup V} \). We will prove that, for any graph \( G \), all vertices of \( \tilde{\Theta}(G) \) are rank-one, i.e., they are the exact solutions for the stable set problem in the sense that they are the symmetric tensors of incidence vectors of stable sets in \( G \).

Using similar arguments, we shall find all vertices of some well-known variants of \( \tilde{\Theta}(G) \) and \( E_V \). These include the SDP usually presented to introduce the Lovász theta number and its variants, and also the SDP studied by Kleinberg and Goemans [17] for the vertex cover problem.

We should remark that throughout the paper we only study spectrahedra in a very special form. In the literature, it is common to define spectrahedra as sets of the form \( \{ y \in \mathbb{R}^m : A_0 + \sum_{i=1}^m y_i A_i \in S^n \} \) for given matrices \( A_0, \ldots, A_m \in S^n \); the defining constraint is known as a linear matrix inequality (LMI). For the sake of convenience, we shall instead focus only on spectrahedra defined as the intersection of the cone \( S^n_+ \) with an affine subspace of \( S^n \). An advantage is that, by confining ourselves to subsets of symmetric matrices, we retain the ability to use directly the simple but powerful algebraic structure of the underlying space \( S^n \).

We start the next section with a general set-up for convex optimization problems in conic form. In this general form, we state and prove a dual characterization of the normal cone. Then we turn to the vertices of spectrahedra arising from interesting combinatorial optimization problems. Continuing with the normal cone, duality and boundary structure themes, we conclude with a discussion of a characterization of strict complementarity via the normal cone and exposed faces of the polar convex sets.
2. Some Foundational Results

2.1. Notation and Preliminaries. We work throughout with finite-dimensional inner-product spaces over \( \mathbb{R} \), and we denote them by \( \mathbb{E} \) and \( \mathbb{Y} \). We denote the inner-product of \( x, y \in \mathbb{E} \) by \( \langle x, y \rangle \). The dual of \( \mathbb{E} \) is denoted by \( \mathbb{E}^* \). The adjoint of a linear map \( A : \mathbb{E} \to \mathbb{Y} \) is denoted by \( A^* \). If \( A \) is nonsingular, we set \( A^{-1} := (A^*)^{-1} \). If \( K \subseteq \mathbb{E} \) is a pointed closed convex cone with nonempty interior, then \( K \) induces a partial order \( \preceq_K \) on \( \mathbb{E} \) defined by setting \( x \preceq_K y \) if \( x - y \in K \).

Let \( U, V \) be finite sets. We equip the set \( \mathbb{R}^{U \times V} \) of real \( U \times V \) matrices with the Frobenius inner-product defined as \( \langle A, B \rangle := \text{Tr}(A^T B) \), where \( \text{Tr} \) is the trace. Let \( X \in \mathbb{R}^{U \times V} \). If \( S \subseteq U \) and \( T \subseteq V \), then \( X[S, T] \) denotes the submatrix of \( X \) in \( \mathbb{R}^{S \times T} \). We also write \( X[S] := X[S, S] \).

Let \( V \) be a finite set. Assume throughout that \( 0 \not\in V \). We denote the set of \( V \times V \) symmetric matrices by \( S^V \), the set of \( V \times V \) positive semidefinite matrices by \( S^+_V \), and the set of \( V \times V \) positive definite matrices by \( S^+_V \). For a positive integer \( n \), set \( [n] := \{1, \ldots, n\} \). When \( V = [n] \), we abuse the notation and write \( S^n \) for \( S^{[n]} \) and similarly for other sets with a superscript \( V \). Note that \( S^V \) is a linear subspace of \( \mathbb{R}^{V \times V} \). For \( X \in S^n \), we denote by \( \lambda_i(X) \in \mathbb{R} \) the vector of eigenvalues of \( X \) in non-increasing order. The map

\[
\operatorname{Sym} : Y \in \mathbb{R}^{V \times V} \mapsto \frac{1}{2}(Y + Y^T)
\]

is the orthogonal projection from \( \mathbb{R}^{V \times V} \) onto \( S^V \). For a matrix \( L \in \mathbb{R}^{V \times V} \), the map

\[
\mathcal{C}_L : X \in S^V \mapsto LXL^T
\]

is the congruence mapping. Note that \( \operatorname{Sym} \) and \( \mathcal{C}_L \) commute.

The set of nonnegative reals is denoted by \( \mathbb{R}_+ \). Let \( V \) be a finite set. The standard basis vectors of \( \mathbb{R}^V \) are \( \{e_i : i \in V\} \). The support of \( x \in \mathbb{R}^V \) is \( \text{supp}(x) := \{i \in V : x_i \neq 0\} \). The vector of all-ones is denoted by \( \mathbb{1} \), and the incidence vector of \( S \subseteq V \) is \( \mathbb{1}_S \). The orthogonal group on \( V \) is denoted by \( O(V) \). The map \( \text{diag} : \mathbb{R}^{V \times V} \to \mathbb{R}^{V \times V} \) extracts the diagonal of a matrix; its adjoint is denoted by \( \text{Diag} \).

For a finite set \( V \), we let \( \binom{V}{2} \) denote the set of all subsets of \( V \) of size 2. If \( i, j \in V \) are distinct, we abbreviate \( \{i, j\} \) to \( ij \). For a graph \( G = (V, E) \), we denote its complement by \( \overline{G} \) and the edge set of \( \overline{G} \) is \( E \). The degree of a node \( i \in V \) in \( G \) is denoted by \( \deg_G(i) \). We also use the Iverson bracket: if \( P \) is a predicate, we set

\[
[P] := \begin{cases} 1 & \text{if } P \text{ holds;} \\ 0 & \text{otherwise.} \end{cases}
\]

Let \( \mathcal{C} \subseteq \mathbb{E} \) be a convex set. The relative interior of \( \mathcal{C} \) is denoted by \( \text{ri}(\mathcal{C}) \). The boundary of \( \mathcal{C} \) is denoted by \( \partial(\mathcal{C}) \). The polar of \( \mathcal{C} \) is

\[
\mathcal{C}^* := \{y \in \mathbb{E}^* : \langle y, x \rangle \leq 1 \forall x \in \mathcal{C}\}.
\]

The smallest convex cone containing \( \mathcal{C} \), with the origin adjoined, is denoted by \( \text{cone}(\mathcal{C}) \). The support function of \( \mathcal{C} \) is

\[
\delta^*(y | \mathcal{C}) := \sup\{\langle y, x \rangle : x \in \mathcal{C}\}
\]

and the gauge function of \( \mathcal{C} \) is

\[
\gamma(x | \mathcal{C}) := \inf\{\lambda \geq 0 : x \in \lambda \mathcal{C}\}.
\]

A convex subset \( \mathcal{F} \) of \( \mathcal{C} \) is a face of \( \mathcal{C} \) if \( x, y \in \mathcal{F} \) holds whenever \( x, y \in \mathcal{C} \) are such that the open line segment between \( x \) and \( y \) meets \( \mathcal{F} \). A face \( \mathcal{F} \) of \( \mathcal{C} \) is exposed if it has the form \( \mathcal{F} = \mathcal{C} \cap \mathcal{H} \) for a supporting hyperplane \( \mathcal{H} \) of \( \mathcal{C} \).

A convex corner is a compact convex set \( \mathcal{C} \subseteq \mathbb{R}^V_+ \) with nonempty interior which satisfies the following property: if \( 0 \leq y \leq x \) and \( x \in \mathcal{C} \), then \( y \in \mathcal{C} \). The antiblocker of \( \mathcal{C} \) is defined as

\[
\text{abl}(\mathcal{C}) := \mathcal{C}^* \cap \mathbb{R}^V_+.
\]

Let \( \mathcal{C} \subseteq \mathbb{E} \) be convex and let \( \bar{x} \in \mathcal{C} \). Define the normal cone of \( \mathcal{C} \) at \( \bar{x} \) as

\[
\text{Normal}(\mathcal{C}; \bar{x}) := \{c \in \mathbb{E}^* : \langle c, x \rangle \leq \langle c, \bar{x} \rangle \forall x \in \mathcal{C}\}.
\]

We say that \( \bar{x} \) is a vertex of \( \mathcal{C} \) if \( \dim(\text{Normal}(\mathcal{C}; \bar{x})) = \dim(\mathbb{E}^*) \).

When a convex set \( \mathcal{C} \) is described as the intersection of a polyhedron and a pointed closed convex cone with nonempty interior, the Strong Duality Theorem for conic optimization yields a simple algebraic expression for the normal cones of \( \mathcal{C} \). This may be seen as a dual characterization of normal cones.
Proposition 1. Let $\mathbb{K} \subseteq \mathbb{E}$ be a pointed closed convex cone with nonempty interior. Let $A: \mathbb{E} \rightarrow \mathbb{R}^p$ and $B: \mathbb{E} \rightarrow \mathbb{R}^q$ be linear functions. Let $a \in \mathbb{R}^p$ and $b \in \mathbb{R}^q$. Set $\mathcal{C} := \{ x \in \mathbb{K} : A(x) = a, B(x) \leq b \}$. Suppose that $\mathcal{C} \cap \text{int}(\mathbb{K}) = \emptyset$. If $\bar{x} \in \mathcal{C}$, then

$$\text{Normal}(\mathcal{C}; \bar{x}) = \text{Im}(A^*) + \{ B^*(z) : z \in \mathbb{R}^q_+, \supp(z) \cap \supp(B(\bar{x}) - b) = \emptyset \} - (\mathbb{K}^* \cap \{ \bar{x} \})^\perp.$$  

(2.1)

Proof. First we prove ‘$\subseteq$’. Let $c \in \text{Normal}(\mathcal{C}; \bar{x})$. Then $\bar{x}$ is an optimal solution for the conic programming problem

$$\sup\{ \langle c, x \rangle : A(x) = a, B(x) \leq b, x \in \mathbb{K} \},$$

which has a restricted Slater point by assumption, i.e., there exists $\bar{x} \in \text{int}(\mathbb{K})$ such that $A(\bar{x}) = a$ and $B(\bar{x}) \leq b$. By the Strong Duality Theorem (see, e.g., [9, Theorem 1.1]), its dual

$$\inf\{ \langle a, y \rangle + \langle b, z \rangle : y \in \mathbb{R}^p, z \in \mathbb{R}^q_+, A^*(y) + B^*(z) \geq c \},$$

has an optimal solution $\bar{y} \oplus \bar{z} \in \mathbb{R}^p \oplus \mathbb{R}^q_+$ whose slack $\bar{s} := A^*(\bar{y}) + B^*(\bar{z}) - c \in \mathbb{K}^*$ satisfies $\langle \bar{s}, \bar{x} \rangle = 0$. (Here we are using the usual inner-product $\langle a, b \rangle = a^T b$ in the dual space.) By complementarity, we also have $\langle B(\bar{x}) - b, \bar{z} \rangle = 0$. Together with $B(\bar{x}) \leq b$ and $\bar{z} \in \mathbb{R}^q_+$, this implies that $\supp(\bar{z}) \cap \supp(B(\bar{x}) - b) = \emptyset$. Since $c = A^*(\bar{y}) + B^*(\bar{z}) - \bar{s}$, we find that $c$ lies on the set described by the RHS of (2.1).

Next we prove ‘$\supseteq$’. Let $\bar{s} \in \mathbb{K}^* \cap \{ \bar{x} \}^\perp$, let $\bar{y} \in \mathbb{R}^p$ and $\bar{z} \in \mathbb{R}^q_+$ such that $\supp(\bar{z}) \cap \supp(B(\bar{x}) - b) = \emptyset$. Set $c := A^*(\bar{y}) + B^*(\bar{z}) - \bar{s}$. If $x \in \mathcal{C}$, then

$$\langle c, x \rangle = \langle A^*(\bar{y}), x \rangle + \langle B^*(\bar{z}), x \rangle - \langle \bar{s}, x \rangle = \langle \bar{y}, A(x) \rangle + \langle \bar{z}, B(x) \rangle - \langle \bar{s}, x \rangle \leq \langle \bar{y}, a \rangle + \langle \bar{z}, b \rangle - \langle \bar{s}, x \rangle = \langle \bar{y}, A(\bar{x}) \rangle + \langle \bar{z}, B(\bar{x}) \rangle - \langle \bar{s}, x \rangle = \langle A^*(\bar{y}), \bar{x} \rangle + \langle B^*(\bar{z}), \bar{x} \rangle - \langle \bar{s}, \bar{x} \rangle = \langle c, \bar{x} \rangle.$$ 

Thus, $c \in \text{Normal}(\mathcal{C}; \bar{x})$. \hfill \Box

Now, we move back to the special case of SDP. In this setting, it is beneficial to exploit the extra algebraic properties of the underlying space $\mathbb{S}^n$. A conspicuous extra feature is the fact that each point in a spectrahedron, as a matrix, has a range, a nullspace, and a rank. We shall use these concepts to massage the identity (2.1) for the normal cone and obtain a simple formula for its dimension.

We start by examining the rightmost term in (2.1), namely $\mathbb{K}^* \cap \{ \bar{x} \}^\perp$, known as the conjugate face of $\bar{x}$ in $\mathbb{K}^*$. When $\mathbb{K}$ is the positive semidefinite cone $\mathbb{S}^n_+$, the conjugate face of a point $\bar{X}$ in $\mathbb{S}^n_+$ may be described as a lifted copy of a smaller semidefinite cone, appropriately rotated via a linear automorphism of $\mathbb{S}^n_+$ which depends only on the range of $\bar{X}$. This allows us to associate the dimension of the conjugate face to the rank of $\bar{X}$, as shown by the following well-known result (for the sake of completeness, we include a proof):

Proposition 2. Let $\bar{X} \in \mathbb{S}^n_+$. Let $Q \in \mathbb{O}(n)$ such that $\bar{X} = Q \text{Diag}(\lambda^+(\bar{X}))Q^T$, and set $r := \text{rank}(\bar{X})$. Then

$$\mathbb{S}^n_+ \cap \{ \bar{X} \}^\perp = Q(0 \oplus \mathbb{S}^n_+^{-r})Q^T,$$  

(2.2)

$$\text{ri}(\mathbb{S}^n_+ \cap \{ \bar{X} \}^\perp) = Q(0 \oplus \mathbb{S}^n_+^{-r})Q^T,$$  

(2.3)

$$\text{dim}(\mathbb{S}^n_+ \cap \{ \bar{X} \}^\perp) = \left( \frac{\text{dim}(\text{Null}(\bar{X}))}{2} + 1 \right),$$  

(2.4)

$$\mathbb{S}^n_+ \cap \{ \bar{X} \}^\perp = \text{cone}\{ bb^T : b \in \text{Null}(\bar{X}) \}.$$  

(2.5)

Proof. Set $\lambda := \lambda^+(\bar{X})$. Let $u$ prove that

$$\mathbb{S}^n_+ \cap \{ \text{Diag}(\lambda) \}^\perp = 0 \oplus \mathbb{S}^n_+^{-r}.$$  

(2.6)

It is clear that ‘$\supseteq$’ holds. For the reverse inclusion, let $Y \in \mathbb{S}^n_+ \cap \{ \text{Diag}(\lambda) \}^\perp$. Then $0 = \langle Y, \text{Diag}(\lambda) \rangle = \langle \text{diag}(Y), \lambda \rangle$, which together with $\text{diag}(Y) \geq 0$ and $\lambda \geq 0$ implies that $Y_{ii} = 0$ for each $i \in \text{supp}(\lambda) = [r]$. Since $Y \in \mathbb{S}^n_+$, we find that $Y_{ij} = 0$ for each $i \in [r]$ and $j \in [n]$, so $Y = 0 \oplus \mathbb{S}^n_+^{-r}$. This proves (2.6).

Set $D := \text{Diag}(\lambda)$ and apply the map $C_Q = C_Q^*$ to both sides of (2.6) to obtain

$$Q(0 \oplus \mathbb{S}^n_+^{-r})Q^T = C_Q(\mathbb{S}^n_+ \cap \{ \text{span}(D) \})^\perp = C_Q(\mathbb{S}^n_+ \cap \{ \text{span}(D) \})^\perp = \mathbb{S}^n_+ \cap \{ C_Q^*(\text{span}(D)) \}^\perp = \mathbb{S}^n_+ \cap \{ \text{span}(\bar{X}) \}^\perp.$$

This proves (2.2).
To prove \((2.3)\), apply \(\text{ri}(\cdot)\) to both sides of \((2.2)\) to get

\[
\text{ri}(S_n^+ \cap \{ \bar{X} \}) = \text{ri}(C_Q(0 \oplus S_n^+)) = C_Q(\text{ri}(0 \oplus S_n^+)) = Q(0 \oplus S_n^+)Q^T.
\]

For \((2.4)\), use the fact that the nonsingular map \(C_Q\) preserves dimension:

\[
\dim(S_n^+ \cap \{ \bar{X} \}) = \dim(C_Q(0 \oplus S_n^+)) = \dim(0 \oplus S_n^+) = \dim(\text{Null}(\bar{X})) + 1.
\]

Finally, we prove \((2.5)\). Let \(Y \in S_n^+\) be arbitrary, and write \(Y = \sum_{i=1}^h h_i h_i^T\) where \(\{ h_i : i \in [k] \} \subseteq \mathbb{R}^n\). Since \(\bar{X} \in S_n^+\), the equation \(\langle \bar{X}, Y \rangle = 0\) is equivalent to \(h_i^T \bar{X} h_i = 0\) for each \(i \in [k]\), and the latter is equivalent to \(h_i \in \text{Null}(\bar{X})\) for each \(i \in [k]\). \(\square\)

As the proof of Proposition 2 illustrates, it is often helpful to restrict our attention to a specific class of positive semidefinite matrices (e.g., diagonal matrices) for which it is easy to prove a result, and then extend it by changing the basis, e.g., by applying a congruence \(C_Q\). We now look at how normal cones behave when we apply such transformations.

Let \(\mathcal{C} \subseteq \mathbb{E}\) be a convex set and let \(\bar{x} \in \mathcal{C}\). If \(T : \mathbb{E} \to \mathbb{F}\) is a linear bijection, then

\[
\text{Normal}(T(\mathcal{C}); T(\bar{x})) = \{ c \in \mathbb{F}^* : \langle c, T(x) \rangle \leq \langle c, T(\bar{x}) \rangle \forall x \in \mathcal{C} \} = \{ c \in \mathbb{F}^* : \langle T^*(c), x \rangle \leq \langle T^*(c), \bar{x} \rangle \forall x \in \mathcal{C} \} = \langle T^{-1}(c), x \rangle \leq \langle T^{-1}(c), \bar{x} \rangle \forall x \in \mathcal{C}\}
\]

The identity \((2.7)\) shows that the coordinate-free properties of normal cones remain invariant under linear bijections. In the case of SDPs, we can say a bit more in terms of the rank of a feasible matrix \(X\):

**Lemma 3.** Let \(A : \mathbb{S}^n \to \mathbb{R}^p\) and \(B : \mathbb{S}^n \to \mathbb{R}^q\) be linear functions. Let \(a \in \mathbb{R}^p\) and \(b \in \mathbb{R}^q\). Let \(L \in \mathbb{R}^{n \times n}\) be nonsingular, and define

\[
A_L := A \circ C_L^{-1} \quad \text{and} \quad B_L := B \circ C_L^{-1},
\]

then, for any \(\bar{X} \in \mathcal{C}\), we have:

(i) \(\mathcal{C} \cap \mathbb{S}_n^+ \neq \emptyset\) if and only if \(\mathcal{C}_L \cap \mathbb{S}_n^+ \neq \emptyset\);  
(ii) \(\text{Normal}(\mathcal{C}_L; C_L(X)) = C_L^{-1}(\text{Normal}(\mathcal{C}; X))\) so \(\dim(\text{Normal}(\mathcal{C}_L; C_L(X))) = \dim(\text{Normal}(\mathcal{C}; X))\);  
(iii) \(\text{Im}(A_L^*) = C_L^{-1}(\text{Im}(A^*))\) so \(\dim(\text{Im}(A_L^*)) = \dim(\text{Im}(A^*))\); and analogously for \(B_L^*\);  
(iv) \(\text{Null}(C_L(X)) = L^{-T} \text{Null}(X)\) so \(\text{rank}(C_L(X)) = \text{rank}(X)\).

**Proof.** We shall use throughout the fact that the map \(C_L\) is an automorphism of \(\mathbb{S}_n\), and in particular it is nonsingular. Note that \(\mathcal{C}_L \cap \mathbb{S}_n^+ = C_L(\mathcal{C} \cap \mathbb{S}_n^+) = C_L(\mathcal{C} \cap \mathbb{S}_n^+)\). This proves (i). Statement (ii) follows from \((2.7)\), whereas (iii) is elementary linear algebra. For (iv), let \(h \in \mathbb{R}^n\) and note that \(XL^Th = 0\) is equivalent to \(XL^Th = 0\), i.e., to \(L^{-T} \text{Null}(X)\). \(\square\)

### 2.2. Vertices of the Elliptope.

We now recall some of the results from the papers \([20, 21]\). We first state a slightly generalized version of a result by Laurent and Pajak \([21]\) and give a proof for the sake of completeness.

**Theorem 4** \([21]\). Let \(A : \mathbb{S}^n \to \mathbb{R}^m\) be a linear map, and let \(A_i := A^*(e_i)\) for each \(i \in [m]\). Let \(b \in \mathbb{R}^m\) such that \(\text{supp}(b) = [m]\). Set \(\mathcal{C} := \{ X \in \mathbb{S}_n^+ : A(X) = b \}\). Suppose that \(\mathcal{C} \cap \mathbb{S}_n^+ \neq \emptyset\) and \(\text{rank}(\sum_{i=1}^m A_i) = \sum_{i=1}^m \text{rank}(A_i)\). Then, for every \(\bar{X} \in \mathcal{C}\), we have

\[
\dim(\text{Normal}(\mathcal{C}; \bar{X})) = \dim(\text{Im}(A^*)) + \left(\dim(\text{Null}(\bar{X})) + 1\right).
\]

**Proof.** The proof of \(\langle \cdot \rangle\) in \((2.8)\) follows from Propositions 1 and 2.

Now we prove the reverse inequality. We shall use the fact that, if \(L \in \mathbb{R}^{n \times n}\) is nonsingular, then the hypotheses and conclusion of the result hold if and only if they also hold when \(A\) is replaced with \(A_L := A \circ C_L^{-1}\) and \(\mathcal{C}\) is replaced with \(\mathcal{C}_L := C_L(\mathcal{C})\).
Note that \( \text{rank}(\sum_{i=1}^{m} A_i^*(e_i)) = \text{rank}(\sum_{i=1}^{m} A_i^*(e_i)) = \sum_{i=1}^{m} \text{rank}(A_i^*(e_i)) = \sum_{i=1}^{m} \text{rank}(A_i^*(e_i)) \) since \( \text{rank}(A_i^*(y)) = \text{rank}(L^{-T}A^*(y)L^{-1}) = \text{rank}(A^*(y)) \) for each \( y \in \mathbb{R}^m \). Together with Lemma 3, this proves (2.9).

Let us prove that

\[
\text{we may assume that } A_i A_j = 0 \text{ whenever } i, j \in [m] \text{ are distinct. (2.10)}
\]

For each \( i \in [m] \), set \( r_i := \text{rank}(A_i) \) and let \( B_i \in \mathbb{R}^{n \times r_i} \) with full column-rank and \( \text{Im}(A_i) = \text{Im}(B_i) \). Set \( r := \sum_{i=1}^{m} r_i \). Then the \( n \times r \) matrix

\[
B := [B_1 \cdots B_m]
\]

has full column-rank, since our hypothesis and the relation \( \text{Im}(\sum_{i=1}^{m} A_i) \subseteq \sum_{i=1}^{m} \text{Im}(A_i) = \sum_{i=1}^{m} \text{Im}(B_i) = \text{Im}(B) \) imply that

\[
r = \sum_{i=1}^{m} r_i = \text{rank}(\sum_{i=1}^{m} A_i) = \dim(\text{Im}(\sum_{i=1}^{m} A_i)) \leq \dim(\text{Im}(B)) = \text{rank}(B).
\]

Thus, there exists a nonsingular \( L \in \mathbb{R}^{n \times n} \) such that \( LB = \sum_{i=1}^{m} e_i e_i^T \). If \( i, j \in [m] \) are distinct, then \( \text{Im}(LB_i) \perp \text{Im}(LB_j) \) holds and so does \( \text{Im}(C_L(A_i)) \perp \text{Im}(C_L(A_j)) \). Thus, \( C_L(A_i)C_L(A_j) = 0 \) whenever \( i, j \in [m] \) are distinct. Thus, by replacing \( A \) with \( A \circ C_{L^{-1}}^{T} \) and applying (2.9), this proves (2.10).

Next we shall refine (2.10) and show that

\[
\text{we may assume that } A_i = \text{Diag}(a_i) \text{ for each } i \in [m], \text{ where } a_1, \ldots, a_m \in \mathbb{R}^n \text{ are vectors (2.11)}
\]

with pairwise disjoint supports.

Since the matrices \( A_1, \ldots, A_m \) pairwise commute by (2.10), there exists \( P \in \mathbb{O}(n) \) such that \( P^T A_i P \) is diagonal for every \( i \in [m] \). Let \( a_i \in \mathbb{R}^n \) such that \( A_i = P \text{Diag}(a_i) P^T \) for each \( i \in [m] \). For distinct \( i, j \in [m] \), we have \( 0 = P^T (A_i A_j) P = \text{Diag}(a_i) \text{Diag}(a_j) \), whence \( \text{supp}(a_i) \cap \text{supp}(a_j) = \emptyset \). Thus, by replacing \( A \) with \( A \circ C_{P^{-1}}^{T} \) and applying (2.9), this proves (2.11).

Let \( \bar{X} \in \mathcal{C} \), let \( \{R_1, \ldots, R_p\} \) be a basis of \( S_{n-rank(X)} \), and let \( Q \in \mathbb{O}(n) \) such that \( \bar{X} = Q \text{Diag}(\lambda)Q^T \), where \( \lambda := \lambda^T(\bar{X}) \). To prove \( \geq \) in (2.8), it suffices by Propositions 1 and 2 to show that the set of matrices \( \{A_1, \ldots, A_m\} \cup \{Q(0 \oplus R_1)Q^T, \ldots, Q(0 \oplus R_p)Q^T\} \) is linearly independent. Let \( \alpha \in \mathbb{R}^m \) and \( \beta \in \mathbb{R}^p \) such that

\[
\sum_{i=1}^{m} \alpha_i A_i + \sum_{j=1}^{p} \beta_j Q(0 \oplus R_j)Q^T = 0. \tag{2.12}
\]

Let \( u \in \text{Im}(\bar{X}) \). Then \( Q^T u \in Q^T \text{Im}(\bar{X}) = \text{Im}(Q^T \bar{X}) = \text{Im}(\text{Diag}(\lambda)Q^T) \subseteq \text{Im}(\text{Diag}(\lambda)) \), whence \( \text{supp}(Q^T u) \subseteq [\text{rank}(X)] \). Thus, if we multiply (2.12) on the right by \( u \) we obtain \( u \in \text{Null}(\sum_{i=1}^{m} \alpha_i A_i) \). So \( \text{Im}(\bar{X}) \subseteq \text{Null}(\sum_{i=1}^{m} \alpha_i A_i) \), or equivalently

\[
\text{Im}(\sum_{i=1}^{m} \alpha_i A_i) \subseteq \text{Null}(\bar{X}).
\]

Let \( k \in [m] \). Then from (2.11) we have \( \text{Im}(\alpha_k A_k) \subseteq \text{Im}(\sum_{i=1}^{m} \alpha_i A_i) \subseteq \text{Null}(\bar{X}) \) so \( \alpha_k \bar{X} A_k = 0 \). Since \( 0 \neq b_k = \langle A_k, \bar{X} \rangle = \text{Tr}(A_k \bar{X}) \), we have \( \bar{X} A_k \neq 0 \), so it must be the case that \( \alpha_k = 0 \). This proves that \( \alpha = 0 \), whence \( \beta = 0 \). This concludes the proof of (2.8). \( \square \)

Let \( V \) be a finite set. The set

\[
\mathcal{E}_V := \{ X \in \mathbb{S}^V_+ : \text{diag}(X) = \hat{e} \},
\]

known as the ellipotope, is a well-known relaxation for the cut polytope \( \text{conv}\{ xx^T : x \in \{\pm 1\}^V \} \). The SDP used by Goemans and Williamson [12] in their celebrated approximation algorithm for MAXCUT has \( \mathcal{E}_V \) as its feasible region when applied to a graph on \( V \). When we apply Theorem 4 to the ellipotope \( \mathcal{E}_V \), we find that a point \( \bar{X} \) of \( \mathcal{E}_V \) is a vertex of \( \mathcal{E}_V \) if and only if \( \text{rank}(\bar{X}) = 1 \).

Thus, the vertices of \( \mathcal{E}_V \) are precisely the matrices of the form \( xx^T \) with \( x \in \{\pm 1\}^V \).

**Corollary 5** ([20]). Let \( V \) be a finite set. Then a point \( \bar{X} \) of \( \mathcal{E}_V \) is a vertex of \( \mathcal{E}_V \) if and only if \( \text{rank}(\bar{X}) = 1 \).

In the proof of Corollary 5 by Laurent and Poljak [20], the fact that \( \bar{x}x^T \) is a vertex of \( \mathcal{E}_V \) if \( \bar{x} \in \{\pm 1\}^n \) follows from the simple observation that \( \{(-1)^{[i,j]<0} \text{Sym}(e_i e_j^T) : i, j \in [n]\} \subseteq \text{Normal}(\mathcal{E}_n; \bar{x}x^T) \). For the proof that all vertices of \( \mathcal{E}_n \) have rank one, Laurent and Poljak give the following argument, which we include with some minor modifications for the sake of completeness:
Proposition 6 ([20]). Let $\mathcal{A}: \mathbb{S}^n \to \mathbb{R}^m$ be a linear map, let $b \in \mathbb{R}^m$, and set $\mathcal{G} := \{ X \in \mathbb{S}^n_+ : \mathcal{A}(X) = b \}$. Suppose that $\mathcal{G} \cap \mathbb{S}^n_{++} \neq \emptyset$. Suppose that for some $k \in [n-1]$ there exists a linearly independent subset $\{ h_0 \} \cup \{ h_i : i \in [k] \}$ of $\mathbb{R}^n$ such that $\text{span}\{ \text{Sym}(h_0h_i^T) : i \in [k] \} \subseteq \text{Null}(\mathcal{A})$. Then every vertex of $\mathcal{G}$ has rank $\leq n - k$.

Proof. We first show that, if $L \in \mathbb{R}^{n \times n}$ is nonsingular, then the hypotheses and conclusion of the result hold if

$$Lh_0 = e_n \quad \text{and} \quad Lh_i = e_i \quad \text{for each} \quad i \in [k],$$

and only if they also hold if $\mathcal{A}$ is replaced with $\mathcal{A}_L := \mathcal{A} \circ \mathcal{C}_L^{-1}$ and $\mathcal{G}$ is replaced with $\mathcal{G}_L := \mathcal{C}_L(\mathcal{G})$.

Note that linear independence of $\{ h_0 \} \cup \{ h_i : i \in [k] \}$ in $\mathbb{R}^n$ is equivalent to that of $\{ Lh_0 \} \cup \{ Lh_i : i \in [k] \}$, and the inclusion $\text{span}\{ \text{Sym}(h_0h_i^T) : i \in [k] \} \subseteq \text{Null}(\mathcal{A})$ is equivalent to $\mathcal{C}_L(\text{span}\{ \text{Sym}(h_0h_i^T) : i \in [k] \}) \subseteq \text{Null}(\mathcal{A} \circ \mathcal{C}_L^{-1})$, i.e., $\text{span}\{ \text{Sym}(Lh_0h_i^TL^T) : i \in [k] \} \subseteq \text{Null}(\mathcal{A}_L)$. The proof of (2.13) follows from these facts together with Lemma 3.

By applying (2.13) with $L \in \mathbb{R}^{n \times n}$ nonsingular such that $Lh_0 = e_n$ and $Lh_i = e_i$ for each $i \in [k]$,

we may assume that $h_0 = e_n$ and $h_i = e_i$ for all $i \in [k]$.

Set $d := \dim(\text{Null}(\mathcal{A}))$. Let $\text{Proj}_{\text{Null}(\mathcal{A})}: \mathbb{S}^n \to \mathbb{S}^n$ denote the orthogonal projection onto $\text{Null}(\mathcal{A})$. Since the elements of $\{ \text{Sym}(e_i e_i^T) : i \in [k] \} \subseteq \text{Null}(\mathcal{A})$ are pairwise orthogonal, we have

$$\text{Proj}_{\text{Null}(\mathcal{A})}(\text{Sym}(e_n e_i^T)) = \text{Sym}(e_n e_i^T) \quad \forall i \in [k]$$

and there is a linear isomorphism $\varphi: \text{Null}(\mathcal{A}) \to \mathbb{R}^d$ such that

$$[\varphi(X)]_i = X_{in} \quad \text{for all} \quad X \in \text{Null}(\mathcal{A}) \quad \text{and} \quad i \in [k].$$

Let $\bar{X}$ be a vertex of $\mathcal{G}$. By Proposition 1 and (2.5), we have

$$\text{Normal}(\mathcal{G}; \bar{X}) = \text{Im}(\mathcal{A}^*) - (\mathbb{S}^n_+ \cap \{ \bar{X} \}^\perp) = \text{Im}(\mathcal{A}^*) - \text{cone}\{ bb^T : b \in \text{Null}(\bar{X}) \}.$$
Let $G = (V, E)$ be a graph. The lifted theta body of $G$ is defined as

$$\overline{\text{TH}}(G) := \{ \hat{X} \in S_+^{(0) \cup V} : \mathcal{B}(0) \cup V(\hat{X}) = 1 \oplus 0, \mathcal{A}_E(\hat{X}[V]) = 0 \},$$

(2.18)

where $\mathcal{A}_E : S^V \to \mathbb{R}^E$ is defined by

$$\mathcal{A}_E^T(e_{ij}) := \text{Sym}(e_ie_j^T) \quad \forall i,j \in E.$$ 

(2.19)

The theta body of $G$, first introduced in [15], is the projection

$$\text{TH}(G) := \left\{ \text{diag}(\hat{X}[V]) \in \mathbb{R}^V : \hat{X} \in \overline{\text{TH}}(G) \right\}.$$ 

The facets of $\text{TH}(G)$ are defined precisely by the inequalities $x_i \geq 0$ for each $i \in V$, and by the clique inequalities $(1_K, x) \leq 1$ for each clique $K$ of $G$; see, e.g., [35, Theorem 67.13]. Consequently, as mentioned by Shepherd [36], the vertices of $\text{TH}(G)$ are precisely the incidence vectors of stable sets of $G$. This follows from the formula $\text{ab}l(\text{TH}(G)) = \text{TH}(\overline{G})$ (see [35, Theorem 67.12] for a proof) and the simple duality correspondence between facets and vertices in antiblocking pairs of convex corners, which may be stated as follows:

**Theorem 8.** Let $\mathcal{C} \subseteq \mathbb{R}^V_+$ be a convex corner. Then:

(i) the facets of $\mathcal{C}$ are determined precisely by the inequalities $x_i \geq 0$, for each $i \in V$, and $(\bar{s}, x) \leq 1$, where $\bar{s}$ ranges over all vertices of $\text{ab}l(\mathcal{C})$ such that $\text{Normal}(\mathcal{C}; \bar{s}) \cap \mathbb{R}^V_+$ is full-dimensional.

(ii) if $x$ is a vertex of $\mathcal{C}$ with support $S$, then $x_S := x|_S$ is a vertex of the convex corner $\mathcal{C}_S := \{ z \in \mathbb{R}^V_+ : z \oplus 0 \in \mathcal{C} \}$ and $\text{Normal}(\mathcal{C}_S; x_S) \subseteq \mathbb{R}^V_+$.

Thus, as in the case of the elliptope via Corollary 5, the vertices of the theta body $\text{TH}(G)$ are the exact solutions for the problem for which $\text{TH}(G)$ yields a relaxation. One of our main results is the corresponding statement in matrix space, i.e., for $\overline{\text{TH}}(G)$. One may argue that the set $\text{TH}(G)$, which lives in $\mathbb{R}^V$, is more natural to study, and indeed this is a good argument if we only consider $\text{TH}(G)$ as a relaxation of the stable set polytope. However, when one actually needs to optimize a linear function over $\text{TH}(G)$, the latter set is represented as a projection of $\overline{\text{TH}}(G)$, and the optimization takes place in the ambient space $S^{(0) \cup V}$ of $\overline{\text{TH}}(G)$.

Qualitatively, $\overline{\text{TH}}(G)$ is a spectrahedron, whereas $\text{TH}(G)$ is the projection of a spectrahedron. These classes of sets have quite different properties in general. We refer the reader to the paper [8] for more details.

### 2.4. Our Main Tool.

Now we prove the principal tool for one of our main results: a simple algebraic expression for the dimension of the normal cone:

**Theorem 9.** Let $\mathcal{A} : \mathbb{S}^n \to \mathbb{R}^p$ and $\mathcal{B} : \mathbb{S}^n \to \mathbb{R}^q$ be linear functions. Let $a \in \mathbb{R}^p$ and $b \in \mathbb{R}^q$. Set $\mathcal{C} := \{ X \in \mathbb{S}^n_+ : \mathcal{A}(X) = a, \mathcal{B}(X) \leq b \}$. Suppose that $\mathcal{C} \cap \mathbb{S}^n_+ \neq \emptyset$. Let $\hat{X} \in \mathcal{C}$, and let $P$ denote the orthogonal projection onto $\{ z \in \mathbb{R}^q : \text{supp}(z) \cap \text{supp}(\mathcal{B}(\hat{X}) - b) = \emptyset \}$. Then

$$\dim(\text{Normal}(\mathcal{C}; \hat{X})) = \dim(S^n) - \dim\left( \text{Null}(\mathcal{A}) \cap \text{Null}(P \circ \mathcal{B}) \cap \text{span}\{ \text{Sym}(Xuv^T) : u, v \in \mathbb{R}^q \} \right).$$

(2.20)

In particular, if $\hat{X} = \bar{x}\bar{x}^T$ for some nonzero $\bar{x} \in \mathbb{R}^n$, then

$$\dim(\text{Normal}(\mathcal{C}; \bar{x}\bar{x}^T)) = \dim(S^n) - \dim\left(\left( \{ A_i\bar{x}^T : i \in [p] \} \cup \{ B_i\bar{x} : i \in [q] \} \setminus \text{supp}(\mathcal{B}(\bar{x}\bar{x}^T) - b) \right)\right),$$

(2.21)

where $A_i := \mathcal{A}^*(e_i)$ for all $i \in [p]$ and $B_i := \mathcal{B}^*(e_i)$ for all $i \in [q]$; thus, $\bar{x}\bar{x}^T \in \mathcal{C}$ is a vertex of $\mathcal{C}$ if and only if $\{ A_i\bar{x}^T : i \in [p] \} \cup \{ B_i\bar{x} : i \in [q] \} \setminus \text{supp}(\mathcal{B}(\bar{x}\bar{x}^T) - b)$ spans $\mathbb{R}^n$.

**Proof.** We start by proving that

$$[\text{span}(\mathbb{S}^n_+ \cap \{ \hat{X} \}^\perp)]^\perp = \text{span}\{ \text{Sym}(Xuv^T) : u, v \in \mathbb{R}^n \}.$$ 

(2.23)

Let $Q \in O(n)$ such that $\hat{X} = Q \text{Diag}(\lambda)Q^T$, where $\lambda := \lambda^\perp(\hat{X})$. Set $D := \text{Diag}(\lambda)$ and $r := \text{rank}(\hat{X})$. Note that

$$[\text{span}(\mathbb{S}^n_+ \cap \{ D \}^\perp)]^\perp = \text{span}\{ \text{Sym}(Duv^T) : u, v \in \mathbb{R}^n \}$$

(2.24)
since by Proposition 2 we have
\[
\left[\text{span}(S^+_n \cap \{D\}^+)\right]^\perp = \left[\text{span}(0 \oplus S^n_{n-r})\right]^\perp = \left[0 \oplus S^n_{n-r}\right]^\perp
\]
\[= \text{span}\left\{ \text{Sym}(e_i e_j^T) : i \in [r], j \in [n]\right\}
\]
\[= \text{span}\left\{ \text{Sym}(Du^T v^T) : u, v \in \mathbb{R}^n\right\}.
\]

In the last equality, the inclusion ‘\(\subset\)’ is obvious. For the reverse inclusion, let \(u, v \in \mathbb{R}^n\) and note that
\[\text{Sym}(Du^T v^T) = \sum_{i=1}^n \sum_{j=1}^n u_i v_j \text{Sym}(De_i e_j^T) = \sum_{i=1}^n \sum_{j=1}^n D_{ui} u_j v_j \text{Sym}(e_i e_j^T).\]

This proves (2.24).

To prove (2.23), apply \(C_Q\) to both sides of (2.24) to get
\[\left[\text{span}(S^+_n \cap \{X\}^+)\right]^\perp = \left[\text{span}(C_Q(D))\right]^\perp = \left[\text{span}(S^+_n \cap \{D\}^+)\right]^\perp
\]
\[= \left[C_Q\left(\text{span}(S^+_n \cap \{D\}^+)\right)\right]^\perp
\]
\[= C_Q\left(\text{span}\left\{ \text{Sym}(Du^T v^T) : u, v \in \mathbb{R}^n\right\}\right)
\]
\[= \text{span}\left\{ \text{Sym}(C_Q(D)) : u, v \in \mathbb{R}^n\right\}
\]
\[= \text{span}\left\{ \text{Sym}(Xuv^T) : u, v \in \mathbb{R}^n\right\}.
\]

By Proposition 1 and (2.23), we have
\[\left(\text{span}(\text{Normal}(\ell; \bar{X}))\right)^\perp = \left(\text{Im}(A^*) + \text{Im}(B^* \circ P) - \text{span}(S^+_n \cap \{X\}^+)\right)^\perp
\]
\[= \text{Null}(A) \cap \text{Null}(P \circ B) \cap \left[\text{span}(S^+_n \cap \{X\}^+)\right]^\perp
\]
\[= \text{Null}(A) \cap \text{Null}(P \circ B) \cap \text{span}\left\{ \text{Sym}(Xuv^T) : u, v \in \mathbb{R}^n\right\},
\]

where \(\circ\) denotes composition of functions. This proves (2.20).

For the remainder of the proof, suppose that \(X = \bar{x}x^T\) for some nonzero \(\bar{x} \in \mathbb{R}^n\). Note that (2.23) specializes to
\[\left[\text{span}(S^+_n \cap \{\bar{x}x^T\}^+)\right]^\perp = \left\{ \text{Sym}(\bar{x}h^T) : h \in \mathbb{R}^n\right\}
\]
(2.25)
since the RHS of (2.25) is a linear subspace of \(S^n\).

Let \(h \in \mathbb{R}^n\). Then \([A(\text{Sym}(\bar{x}h^T))]_i = h^T A_i \bar{x}\) for \(i \in [p]\) and \([B(\text{Sym}(\bar{x}h^T))]_i = h^T B_i \bar{x}\) for \(i \in [q]\). Thus, using (2.25), we find that
\[\text{Null}(A) \cap \text{Null}(P \circ B) \cap \left[\text{span}(S^+_n \cap \{X\}^+)\right]^\perp
\]
\[= \left\{ \text{Sym}(\bar{x}h^T) : h \in \left((\{ A_i \bar{x} : i \in [p]\} \cup \{ B_i \bar{x} : i \in [q] \} \setminus \supp(B(\bar{x}x^T) - b)\}\right)^\perp\right\},
\]
which has the same dimension as \((\{ A_i \bar{x} : i \in [p]\} \cup \{ B_i \bar{x} : i \in [q] \} \setminus \supp(B(\bar{x}x^T) - b))\) since the linear map \(h \in \mathbb{R}^n \mapsto \text{Sym}(\bar{x}h^T)\) is injective. This concludes the proof of (2.21). \(\Box\)

3. Vertices of the Lifted Representation of the Theta Body and its Relatives

In this section, we shall use Theorem 9 to characterize the vertices of the lifted theta body, defined in (2.18). In fact, we shall identify the vertices of all the spectrahedra in a slightly more general family, which includes variations of the lifted theta body that may be used to define the graph parameters \(\vartheta, \vartheta'\) and \(\vartheta^+\), introduced in [25, 27, 34, 37]. This will allow us to determine the vertices of some other spectrahedra that arise as relaxations in combinatorial optimization; in particular, we shall see the extent to which our result generalizes the characterization of the vertices of the elliptope by Laurent and Poljak [20, 21].

Let \(V\) be a finite set. Let \(E \subseteq (V)_2\). Recall the linear maps \(B_{[0] \cup V}\) and \(A_E\) defined in (2.16)–(2.19). We shall use this notation extensively throughout this section.
We will compute all the vertices of \( \hat{\text{TH}}(G) \) and its variants, which we introduce next. For a graph \( G = (V, E) \), define
\[
\hat{\text{TH}}'(G) := \{ \hat{X} \in \mathbb{S}^{0}_{+} \cup \mathbb{S}^{0}_{-} : B_{(0) \cup V}(\hat{X}) = 1 \oplus 0, \mathcal{A}_{E}(\hat{X}|V) = 0, \mathcal{A}_{E}(\hat{X}|V) \geq 0 \},
\]

\[
\text{TH}'(G) := \left\{ \text{diag}(\hat{X}|V) \in \mathbb{R}^{V} : \hat{X} \in \hat{\text{TH}}'(G) \right\},
\]

and
\[
\hat{\text{TH}}^+(G) := \{ \hat{X} \in \mathbb{S}^{0}_{+} \cup \mathbb{S}^{0}_{-} : B_{(0) \cup V}(\hat{X}) = 1 \oplus 0, \mathcal{A}_{E}(\hat{X}|V) \leq 0 \},
\]

\[
\text{TH}^+(G) := \left\{ \text{diag}(\hat{X}|V) \in \mathbb{R}^{V} : \hat{X} \in \hat{\text{TH}}^+(G) \right\}.
\]

It is well known that the Lovász theta number and its variants are the support functions of these sets, i.e., for a graph \( G = (V, E) \) and \( w \in \mathbb{R}^{V}_{+} \), we have
\[
\partial(G; w) = \max \{ \langle w, x \rangle : x \in \text{TH}(G) \},
\]
\[
\partial'(G; w) = \max \{ \langle w, x \rangle : x \in \text{TH}'(G) \},
\]
\[
\partial^+(G; w) = \max \{ \langle w, x \rangle : x \in \text{TH}^+(G) \}.
\]

We refer the reader to [18, 16] and the references therein for more details.

We are now ready to present one of our main results of this section, which identifies the vertices of \( \hat{\text{TH}}(G) \), \( \hat{\text{TH}}'(G) \), and \( \hat{\text{TH}}^+(G) \):

**Theorem 10.** Let \( V \) be a finite set, and let \( E^+, E^- \subseteq \binom{V}{2} \). Set
\[
\hat{\mathcal{G}} := \{ \hat{X} \in \mathbb{S}^{0}_{+} \cup \mathbb{S}^{0}_{-} : B_{(0) \cup V}(\hat{X}) = 1 \oplus 0, \mathcal{A}_{E^+}(\hat{X}|V) \geq 0, \mathcal{A}_{E^-}(\hat{X}|V) \leq 0 \}.
\]

Let \( \hat{X} \in \hat{\mathcal{G}} \). Then \( \hat{X} \) is a vertex of \( \hat{\mathcal{G}} \) if and only if \( \text{rank}(\hat{X}) = 1 \).

**Proof.** We first prove the ‘if’ part. Let \( \hat{X} \in \hat{\mathcal{G}} \) be rank-one, so that \( \hat{X} \) is of the form \( \hat{X} = (1 \oplus \bar{x})(1 \oplus \bar{x})^{T} \) for some \( \bar{x} \in \mathbb{R}^{V} \). Since \( B_{V}(\hat{X}) = 0 \), we have \( \bar{x} \in \{0, 1\}^{V} \). Then \( [B_{(0)}^{*}](e_{0})(1 \oplus \bar{x}) = e_{0}e_{0}^{T} \) and, for \( i \in V \), we have \( 2[B_{V}^{*}(e_{i})](1 \oplus \bar{x}) = 2 \text{Sym}(e_{i}(e_{i} - e_{0}))^{T}(1 \oplus \bar{x}) = (\bar{x}_{i} - 1)e_{i} + \bar{x}_{i}(e_{i} - e_{0}) = (2\bar{x}_{i} - 1)e_{i} = \bar{x}_{i}e_{0} \).

These vectors form a basis for \( \mathbb{R}^{0 \cup V} \), whence \( \hat{X} \) is a vertex of \( \hat{G} \) by Theorem 9.

Now we prove that ‘only if’ part. Let \( \hat{X} \) be a vertex of \( \hat{\mathcal{G}} \). For each \( k \in V \), define
\[
\frac{1}{2}C_{k} := \text{Sym}(\hat{X}e_{0}e_{0}^{T}) + \sum \left\{ \frac{X_{k\ell}}{X_{\ell\ell}} \text{Sym}(\hat{X}e_{\ell}e_{\ell}^{T}) : \ell \in V, \hat{X}_{\ell\ell} > 0 \right\}.
\]

For \( E \in \{ E^+, E^- \} \), let \( P_{E} \) denote the orthogonal projection onto \( \{ z \in \mathbb{R}^{E} : \text{supp}(z) \cap \text{supp}(\mathcal{A}_{E}(\hat{X}|V)) = \emptyset \} \). Let \( \mathcal{F} : \mathbb{S}^{0 \cup V} \rightarrow \mathbb{R}^{V} \oplus \mathbb{R}^{E^+} \oplus \mathbb{R}^{E^-} \) be defined as \( \mathcal{F}(\hat{Y}) := B_{V}(\hat{Y}) \oplus (P_{E^+} \circ \mathcal{A}_{E^+}(\hat{Y}|V)) \oplus (P_{E^-} \circ \mathcal{A}_{E^-}(\hat{Y}|V)) \) for each \( \hat{Y} \in \mathbb{S}^{0 \cup V} \). (Note the absence of \( \{0\} \) in the index set of \( B_{V} \).) Let us prove that
\[
C_{k} \in \text{Null}(\mathcal{F}).
\] (3.1)

Let \( i, j \in \{0\} \cup V \). Then
\[
[C_{k}]_{ij} = \hat{X}_{ik}[j = 0] + [i = 0] \hat{X}_{kj} + \sum \left\{ \frac{X_{k\ell}}{X_{\ell\ell}} \left( \hat{X}_{\ell\ell}[\ell = j] + [\ell = i] \hat{X}_{ij} \right) : \ell \in V, \hat{X}_{\ell\ell} > 0 \right\} = \hat{X}_{ik}[j = 0] + [i = 0] \hat{X}_{kj} + \hat{X}_{ij} \sum \left\{ \frac{X_{k\ell}}{X_{\ell\ell}} \left( \ell = j \right) + \left[ \ell = i \right] \right\} : \ell \in V, \hat{X}_{\ell\ell} > 0 \}
\] (3.2)

Thus, if \( i, j \in V \) are distinct and \( \hat{X}_{ij} = 0 \), then \( [C_{k}]_{ij} = 0 \). Let \( i \in V \). Then
\[
[C_{k}]_{ii} = \hat{X}_{ii} \sum \left\{ \frac{X_{k\ell}}{X_{\ell\ell}} \left[2 = i \right] : \ell \in V, \hat{X}_{\ell\ell} > 0 \right\} = 2[\hat{X}_{ii} > 0] \hat{X}_{ki} = \hat{X}_{ki}
\]
whereas
\[
[C_k]_{i0} = \hat{X}_{ik} + \hat{X}_{i0} \sum \left\{ \frac{\hat{X}_{\ell i}}{X_{\ell \ell}} : \ell \in V, \hat{X}_{\ell \ell} > 0 \right\} = \hat{X}_{ik} + [\hat{X}_{ii} > 0] \hat{X}_{ki} = 2\hat{X}_{ki}. \tag{3.3}
\]
This concludes the proof of (3.1).

We claim that
\[
\text{if } k, \ell \in V \text{ are such that } \hat{X}_{kk} > 0 \text{ and } \hat{X}_{\ell \ell} > 0, \text{ then } \hat{X}_{kk} = \hat{X}_{\ell \ell} = \hat{X}_{kt}. \tag{3.4}
\]
Let \( k, \ell \in V \) such that \( \hat{X}_{kk} > 0 \) and \( \hat{X}_{\ell \ell} > 0 \). Set
\[
D := \frac{1}{X_{kk}} C_k - \frac{1}{X_{\ell \ell}} C_\ell.
\]
Note that \( [C_k]_{i0} = 2\hat{X}_{0k} = 2\hat{X}_{kk} \) and \( [C_\ell]_{i0} = 2\hat{X}_{0\ell} = 2\hat{X}_{\ell \ell} \), whence \( D_{i0} = 0 \). Hence, \( D \in \text{Null}(B_{(0)}) \).

By (3.1), we also have \( D \in \text{Null}(F) \). Thus, by Theorem 9, we must have \( D = 0 \). Now from (3.3) we get
\[
0 = D_{k0} = \frac{[C_k]_{i0}}{X_{kk}} - \frac{[C_\ell]_{i0}}{X_{\ell \ell}} = 2\hat{X}_{kk} - 2\hat{X}_{\ell \ell} \implies \hat{X}_{\ell \ell} = \hat{X}_{kk}
\]
and
\[
0 = D_{i0} = \frac{[C_k]_{i0}}{X_{kk}} - \frac{[C_\ell]_{i0}}{X_{\ell \ell}} = 2\hat{X}_{\ell \ell} - 2\hat{X}_{kk} \implies \hat{X}_{kk} = \hat{X}_{\ell \ell}.
\]
This concludes the proof of (3.4).

From (3.4) we find that there exists \( \eta \in \mathbb{R} \) such that
\[
\hat{X} = (1 - \eta)\left\{ (1 + 0)(1 + 0)^T \right\} + \eta\left\{ (1 + I_S)(1 + I_S)^T \right\} \tag{3.5}
\]
where \( S := \text{supp}(\text{diag}(\hat{X}[V])) \). If \( S = \emptyset \), the proof is complete, so assume that \( S \neq \emptyset \). Then \( \hat{X} \succeq 0 \) is equivalent to \( \eta \in [0, 1] \). If \( \eta = 0 \) the proof is complete, so assume \( \eta > 0 \). Then (3.5) describes the extreme point \( \hat{X} \) as a convex combination of two distinct points of \( \mathcal{G} \), from which we conclude that \( \eta \in [0, 1] \). Now \( \text{rank}(\hat{X}) = 1 \) follows from (3.5).

We immediately obtain from Theorem 10 the vertices of all the lifted theta bodies defined above:

**Corollary 11.** Let \( G = (V, E) \) be a graph. Let \( \mathcal{G} \in \{ \mathcal{TH}(G), \mathcal{TH}'(G), \mathcal{TH}^+(G) \} \). Then a point \( \hat{X} \) of \( \mathcal{G} \) is a vertex of \( \mathcal{G} \) if and only if \( \text{rank}(\hat{X}) = 1 \). Thus, the vertices of \( \mathcal{G} \) are precisely the matrices of the form \((1 + I_S)(1 + I_S)^T\) where \( S \subseteq V \) is a stable set of \( G \).

**Proof.** Immediate from Theorem 10: for \( \mathcal{G} = \mathcal{TH}(G) \), take \( E^+ := E^- := E \); for \( \mathcal{G} = \mathcal{TH}'(G) \), take \( E^+ := (V')_2 \) and \( E^- := E \); for \( \mathcal{G} = \mathcal{TH}^+(G) \), take \( E^+ := \emptyset \) and \( E^- := E \).

Let \( V \) be a finite set. Define
\[
\text{BQ}_{(0)}_{U \cup V} := \{ \hat{X} \in S^+_{(0) \cup V} : B_{(0) \cup V}(\hat{X}) = 1 + 0 \}, \tag{3.6a}
\]
\[
\text{BQ}'_{(0)}_{U \cup V} := \{ \hat{X} \in B_{(0) \cup V} : \hat{X}[V] \succeq 0 \}, \tag{3.6b}
\]
\[
\text{BQ}''_{(0)}_{U \cup V} := \{ \hat{X} \in \text{BQ}_{(0) \cup V} : \langle \text{Sym}((e_0 - e_i)(e_0 - e_j)^T), \hat{X} \rangle \geq 0, \forall i, j \in (V_2') \}. \tag{3.6c}
\]
These sets are well-known relaxations for the boolean quadric polytope \( \text{conv}\{ (1 + x)(1 + x)^T : x \in \{0, 1\}^V \} \).

Also, set
\[
\text{Flip} := e_0 e_0^T + \sum_{i \in V} e_i (e_0 - e_i)^T \in \mathbb{R}^{((0) \cup V) \times ((0) \cup V)}.
\]
Note that \( \text{Flip}(1 + I_S) = (1 + I_{V \cup S}) \) for each \( S \subseteq V \), and that \( \text{Flip} \) is its own inverse. It is easy to check that \( C_{\text{Flip}} \) is an automorphism of \( \text{BQ}_{(0) \cup V} \), and that
\[
C_{\text{Flip}}(\text{BQ}'_{(0)}_{U \cup V}) = \text{BQ}''_{(0) \cup V}. \tag{3.7}
\]

**Corollary 12.** Let \( V \) be a finite set. Let \( \mathcal{G} \in \{ \text{BQ}_{(0) \cup V}, \text{BQ}'_{(0) \cup V}, \text{BQ}''_{(0) \cup V} \} \). Then a point \( \hat{X} \) of \( \mathcal{G} \) is a vertex of \( \mathcal{G} \) if and only if \( \text{rank}(\hat{X}) = 1 \). Thus, the vertices of \( \mathcal{G} \) are precisely the matrices of the form \((1 + I_S)(1 + I_S)^T\) where \( S \subseteq V \).
Theorem 15. Let 

$$
\mathcal{E} := \{ X \in \mathbb{E} \mid \langle \text{Sym}(e_0 + e_i)(e_0 + e_j)^T, X \rangle \geq 0, \forall ij \in \binom{V}{2} \},
$$

$$
\mathcal{E}'' := \{ \hat{X} \in \mathcal{E} \mid \langle \text{Sym}(e_0 - e_i)(e_0 - e_j)^T, \hat{X} \rangle \geq 0, \forall ij \in \binom{V}{2} \}.
$$

Like \( \mathcal{E} \) these sets are also relaxations for the convex \( \{ (1 \oplus x)(1 \oplus x)^T : x \in \{ \pm 1 \}^V \} \), which is a variant of the cut polytope. Also, set

$$
\text{Bool} := \frac{1}{2} \sum_{x \in \{0,1\}^V} e_i(e_0 + e_i)^T \in \mathbb{R}^{(0\cup V) \times (0\cup V)},
$$

Note that \( \text{Bool}(1 \oplus (I_S - I_{V \setminus S})) = 1 \oplus I_S \) for each \( S \subseteq V \). It is easy to check that \( \text{Bool} \) is invertible and

$$
\text{C}_{\text{Bool}}(\mathcal{E}) = \text{BOQ}(\mathcal{E}), \quad (3.8a)
$$

$$
\text{C}_{\text{Bool}}(\mathcal{E}'') = \text{BOQ}'(\mathcal{E}), \quad (3.8b)
$$

$$
\text{C}_{\text{Bool}}(\mathcal{E}'') = \text{BOQ}''(\mathcal{E}). \quad (3.8c)
$$

The linear isomorphism \( \text{C}_{\text{Bool}} \) is quite interesting in the sense that it also maps the cut polytope to the boolean quadric polytope, the sets for which \( \mathcal{E} \) and \( \text{BOQ} \) are relaxations, respectively; see [10, 22].

Corollary 13. Let \( V \) be a finite set. Let \( \mathcal{E} := \{ \mathcal{E}_{\mathcal{E}} \} \). Then a point \( \hat{X} \) of \( \mathcal{E} \) is a vertex of \( \mathcal{E} \) if and only if \( \text{rank}(\hat{X}) = 1 \). Thus, the vertices of \( \mathcal{E} \) are precisely the matrices of the form \( (1 \oplus x_S)(1 \oplus x_S)^T \) where \( x_S = I_S - I_{V \setminus S} \) for some \( S \subseteq V \).

Proof. Immediate from Corollary 12 and (3.8) via Lemma 3.

Corollary 13 allows us to gauge the extent to which Corollary 11 generalizes Corollary 5: the latter result characterizes the vertices for one convex set for each positive integer \( n \), whereas the former does the same for all positive integers \( n \) and all graphs with \( n \) nodes.

Kleinberg and Goemans [17] presented SDP relaxations for the vertex cover problem. For a graph \( G = (V, E) \), the feasible regions of their relaxations are:

$$
\mathcal{VC}(G) := \{ X \in \mathcal{E} \mid \langle \text{Sym}(e_0 - e_i)(e_0 - e_j)^T, X \rangle = 0, \forall ij \in E \},
$$

$$
\mathcal{VC}'(G) := \mathcal{VC}(G) \cap \mathcal{E}''.
$$

Corollary 14. Let \( G = (V, E) \) be a graph. Let \( \mathcal{E} := \{ \mathcal{VC}(G), \mathcal{VC}'(G) \} \). Then a point \( \hat{X} \) of \( \mathcal{E} \) is a vertex of \( \mathcal{E} \) if and only if \( \text{rank}(\hat{X}) = 1 \). Thus, the vertices of \( \mathcal{E} \) are precisely the matrices of the form \( (1 \oplus I_S)(1 \oplus I_S)^T \) where \( S \subseteq V \) is a vertex cover of \( G \).

Proof. Immediate from Corollary 11 via Lemma 3, since we have

$$
\mathcal{VC}(G) = (\text{C}_{\text{flip}} \circ \text{C}_{\text{flip}})(\mathcal{TH}(G)),
$$

$$
\mathcal{VC}'(G) = (\text{C}_{\text{flip}} \circ \text{C}_{\text{flip}})(\mathcal{TH}(G)). \quad \square
$$

The Lovász theta number is sometimes presented using another SDP, in a smaller dimensional space. We shall now show that the vertices of the feasible region of this SDP do not coincide with what would be considered its exact solutions:

Theorem 15. Let \( V \) be a finite set, and let \( E^+, E^- \subseteq \binom{V}{2} \). Set

$$
\mathcal{E} := \{ X \in \mathcal{S}^+_E : \text{Tr}(X) = 1, \ A_{E^+}(X) \geq 0, \ A_{E^-}(X) \leq 0 \},
$$

$$
H := (V, E^+ \cup E^-), \quad \text{and} \quad n := |V|.
$$

Then the set of vertices of \( \mathcal{E} \) is \( \{ e_k e_k^T : \deg_H(k) = n - 1 \} \).
Theorem 4 is not yet entirely coordinate-free; this may be seen from the fact that it does not apply directly which is nothing but we warned about in the introduction. We roughly discuss some other difficulties next.

Let $\bar{X}$ be a vertex of $\mathcal{C}$. Let $k, \ell \in V$ be distinct. Set
\[
\frac{1}{2} D := \bar{X}_{k\ell} \text{Sym}(\bar{X} e_k e_k^\top) - \bar{X}_{kk} \text{Sym}(\bar{X} e_\ell e_\ell^\top).
\]
If $i, j \in V$, then
\[
D_{ij} = \bar{X}_{i\ell} \left( \bar{X}_{kk}[k = j] + [k = i] \bar{X}_{kj} \right) - \bar{X}_{kk} \left( \bar{X}_{\ell\ell}[\ell = j] + [\ell = i] \bar{X}_{ij} \right)
= \bar{X}_{i\ell} \bar{X}_{ij} ([k = j] + [k = i]) - \bar{X}_{kk} \bar{X}_{ij} ([\ell = j] + [\ell = i])
= \bar{X}_{ij} \left[ \bar{X}_{i\ell} ([k = j] + [k = i]) - \bar{X}_{kk} ([\ell = j] + [\ell = i]) \right].
\]
For $ij \in \binom{V}{2}$, we clearly have $D_{ij} = 0$ whenever $\bar{X}_{ij} = 0$. We also have
\[
\text{Tr}(D) = D_{kk} + D_{\ell\ell} = (2 \bar{X}_{kk} \bar{X}_{\ell\ell}) + (-2 \bar{X}_{k\ell} \bar{X}_{\ell\ell}) = 0.
\]
Note that $|V|^{-1} I$ lies in $\mathcal{C} \cap \mathbb{S}^n_{++}$, so we may apply Theorem 9 to get $D = 0$. Thus, $0 = D_{kk} = 2 \bar{X}_{kk} \bar{X}_{\ell\ell}$.

Since $k$ and $\ell$ were arbitrary, (3.9) follows from $\text{Tr}(\bar{X}) = 1$.

We will now show that, for $k \in V$, the point $e_k e_k^\top$ is a vertex of $\mathcal{C}$ if and only if $\deg_H(k) = n - 1$. (3.10)

Let $k \in V$. Set $E := E^+ \cup E^-$. By Theorem 9, the point $e_k e_k^\top$ is a vertex of $\mathcal{C}$ if and only if $\{e_k\} \cup \{2 \text{Sym}(e_i e_j^\top) e_k : ij \in E\}$ spans $\mathbb{R}^V$. The latter set is $\{e_k\} \cup \{|j = k| e_i + |i = k| e_j : ij \in E\} = \{e_k\} \cup \{e_j : jk \in E\}$, so it spans $\mathbb{R}^V$ precisely when $\deg_H(k) = n - 1$.

The result now follows from (3.9) and (3.10). \[\square\]

Corollary 16. Let $G = (V, E)$ be a graph. Set $P := \{k \in V : \deg_G(k) = |V| - 1\}$. Then

(i) the set of vertices of $\{X \in \mathbb{S}^V_+ : \text{Tr}(X) = 1, A_E(X) = 0\}$ is $\{e_k e_k^\top : k \in P\}$;

(ii) the set of vertices of $\{X \in \mathbb{S}^V_+ : \text{Tr}(X) = 1, A_{\overline{E}}(X) = 0, A_{\overline{\overline{E}}}(X) \geq 0\}$ is $\{e_k e_k^\top : k \in V\}$;

(iii) the set of vertices of $\{X \in \mathbb{S}^V_+ : \text{Tr}(X) = 1, A_{\overline{E}}(X) \leq 0\}$ is $\{e_k e_k^\top : k \in P\}$.

Proof. Immediate from Theorem 15, as in the proof of Corollary 11. \[\square\]

The results in this section significantly extend the combinatorially-inspired spectrahedra whose vertices are completely understood. However, we do not know the set of vertices of some of their simplest variants, such as $\text{BQ}_{\{0\} \cup V} \cap \text{BQ}_{\{0\} \cup V}$ or even $\{\hat{X} \in \text{BQ}_{\{0\} \cup V} : \langle \text{Sym}(e_i e_i^\top), \hat{X} \rangle \geq 0, \forall (i,j) \in V \times V\}$;

the constraints of the latter usually appear in spectrahedra arising from the lift-and-project operator of Lovász and Schrijver [26]. This is just a hint of the complexity of the vertex structure of spectrahedra that we warned about in the introduction. We roughly discuss some other difficulties next.

When considering sufficient conditions which bound the rank of vertices of a spectrahedron, such as the ones from Theorem 4 and Proposition 6, ideally one seeks to obtain coordinate-free conditions that are easy to check and that have a built-in detection for a change of basis. Let us use Theorem 4 to explain this. Suppose we replace the rank hypothesis from that theorem with the condition that $A_i A_j = 0$ for distinct $i, j \in [n]$. Note that we eventually reach this stronger assumption in (2.10) in its proof. Then the modified theorem would be applicable to the elliptope $\mathcal{E}_{\{0\} \cup V}$, but not to its linear isomorphic image
\[
\{\hat{X} \in \mathbb{S}^V_+ \cup V : \langle (e_0 - 2e_i)(e_0 - 2e_i)^\top, \hat{X} \rangle = 1 \forall i \in \{0\} \cup V\},
\]
which is nothing but $\text{BQ}_{\{0\} \cup V}$. What happened in this case was that we have the following equivalent: there exists a nonsingular $L \in \mathbb{R}^{n \times n}$ such that $C_L (A_i) C_L (A_j) = 0$ for distinct $i, j \in [n]$ if and only if the rank condition from Theorem 4 holds. That is, a simple algebraic condition subsumes an existential predicate about a convenient basis; the rank condition factors out the trivial congruences. This is in contrast with the existential hypothesis from Proposition 6, which is harder to check, and thus harder to apply. However, Theorem 4 is not yet entirely coordinate-free; this may be seen from the fact that it does not apply directly
to $\text{BQ}_{\{0\}}$, using its description in (3.6a), since the theorem requires the RHS of the defining linear equations to be nonzero everywhere. In this sense, Theorem 4 still has some room for improvement.

The algebraic aspects just described have a complementary role to geometry in some situations. For instance, it is easy to see how to start with a spectrahedron all of whose vertices have rank one and transform it into one that has all vertices of rank two; one could take a direct sum with a constant nonzero block, and apply a congruence transformation to “hide” the triviality of this transformation. Here the geometric aspect of the transformation is trivial. However, a broad sufficient condition to bound the rank of vertices needs to factor out all these congruences. This seems hard to describe algebraically without an existential hypothesis. On the other direction, Corollary 7 describes a transformation of spectrahedra that is trivial in terms of algebra, but geometrically it modifies the boundary structure drastically.

The above results indicate that the approach presented here and in the previous literature we cited, may lead to further fruitful results. To indicate some of this potential, we move to some other aspects of the boundary structure beyond the vertices, but continue to utilize the characterizations of normal cone and duality themes.

4. Strict Complementarity

We continue considering the consequences of the dual characterization (2.1) of the normal cone at a boundary point which has been very fruitful so far. Note that Proposition 1, which is a dual characterization of the normal cone at $\bar{x}$, shows explicitly that the normal cone at $\bar{x}$ of the feasible region of a conic optimization problem is the Minkowski sum of a polyhedral cone (defined by $A$, $B$, and $\bar{x}$) and the conjugate of the minimal face of $K \subseteq E$ containing $\bar{x}$. By taking the relative interior of both sides of this characterization, we shall find a strong connection to strict complementarity. We first recall a definition by Pataki [29].

**Definition 17.** Let $K \subseteq E$ be a pointed closed convex cone with nonempty interior. Let $A \colon E \to Y^*$ be a linear function. Let $c \in E^*$ and $b \in Y^*$. Set

$$C_P := \{ x \in K : A(x) = b \}, \quad (4.1a)$$

$$C_D := \{ s \in K^* : s \in \text{Im}(A^*) - c \}. \quad (4.1b)$$

We say that a pair $(\bar{x}, \bar{s}) \in C_P \times C_D$ is strictly complementary if there exists a face $\mathcal{F}$ of $K$ such that

$$\bar{x} \in \text{ri}(\mathcal{F}) \text{ and } \bar{s} \in \text{ri}(\mathcal{F}^\perp).$$

In the above $\mathcal{F}^\perp := K^* \cap \mathcal{F}^\perp$ is the conjugate face of $\mathcal{F}$. Note that the condition $\bar{x} \in \text{ri}(\mathcal{F})$ for a face $\mathcal{F}$ of $K$ is equivalent to the fact that $\mathcal{F}$ is the smallest face of $K$ that contains $\bar{x}$; see, e.g., [32, Theorem 18.1]. Thus, if we define $\mathcal{F}$ as the smallest face of $K$ containing $\bar{x}$, then $\mathcal{F}^\perp = K^* \cap \{ \bar{x} \}^\perp$. With this in mind, the next observation becomes clear from Proposition 1 (it appears in a slightly different form in [6, Sec. 2]):

**Proposition 18.** In the context of Definition 17, suppose that $C_P \cap \text{int}(K) \neq \emptyset$. Let $\bar{x} \in C_P$. Then there exists $\bar{s} \in C_D$ such that $(\bar{x}, \bar{s})$ is strictly complementary if and only if $c \in \text{ri}(\text{Normal}(C_P; \bar{x}))$.

**Proof:** The condition for strict complementarity of a pair $(\bar{x}, \bar{s})$ requires a face $\mathcal{F}$ of $K$ to satisfy $\bar{x} \in \text{ri}(\mathcal{F})$. Since our primal feasible $\bar{x}$ is fixed, the face $\mathcal{F}$ is also fixed to be the minimal face of $K$ containing $\bar{x}$. Thus, given $\bar{s} \in C_D$, strict complementarity of $(\bar{x}, \bar{s})$ is equivalent to the membership $\bar{s} \in \text{ri}(\mathcal{F}^\perp) = \text{ri}(K^* \cap \{ \bar{x} \}^\perp)$. Under the assumption that $C_P \cap \text{int}(K) \neq \emptyset$, we have by Proposition 1 that

$$\text{ri}(\text{Normal}(C_P; \bar{x})) = \text{Im}(A^*) - \text{ri}(K^* \cap \{ \bar{x} \}^\perp). \quad (4.2)$$

Suppose that $\bar{s} \in C_D$ is such that $\bar{s} \in \text{ri}(K^* \cap \{ \bar{x} \}^\perp)$. Since $\bar{s} \in C_D$, we have $c \in \text{Im}(A^*) - \bar{s} \subseteq \text{Im}(A^*) - \text{ri}(K^* \cap \{ \bar{x} \}^\perp) = \text{ri}(\text{Normal}(C_P; \bar{x}))$ by (4.2). For the converse, suppose that $c \in \text{ri}(\text{Normal}(C_P; \bar{x}))$. Then by (4.2) there exists $\bar{s} \in \text{ri}(K^* \cap \{ \bar{x} \}^\perp)$ such that $c \in \text{Im}(A^*) - \bar{s}$. In particular, $\bar{s} \in C_D$. Thus, $(\bar{x}, \bar{s})$ is strictly complementary. \qed

The above proposition already implies that strict complementarity is **locally generic** in the following sense:

**Corollary 19.** In the context of Definition 17, suppose that $C_P \cap \text{int}(K) \neq \emptyset$. Let $\bar{x} \in C_P$. Consider the set $\text{Normal}(C_P; \bar{x})$ of all $c \in E^*$ for which $\bar{x}$ is optimal for sup$\{ \langle c, x \rangle : x \in C_P \}$. Set $d := \text{dim}(\text{Normal}(C_P; \bar{x}))$. Then, the set

$$\{ c \in \text{Normal}(C_P; \bar{x}) : \text{there does not exist } \bar{s} \in C_D \text{ such that } (\bar{x}, \bar{s}) \text{ is strictly complementary} \}$$
is of measure zero with respect to $d$-dimensional Hausdorff measure.

Proof. Normal cone is closed and convex, and we may assume that it is pointed. Then, we can analyze its boundary structure by taking a cross-section of it via intersection by a hyperplane whose normal is defined by an interior point of the cone dual to the normal cone (in the $d$-dimensional affine span of the cone). Let $\bar{C}$ denote this cross-section (whose dimension is $d-1$). It is well-known that the set of all $(d-2)$-dimensional faces of such a convex set $\bar{C}$ is a countable set and furthermore the union of the relative boundaries of these faces have zero $(d-2)$-dimensional Hausdorff measure (a result of Larman [19]). Therefore, for the $(d-1)$-dimensional convex set $\bar{C}$, its boundary has a zero $(d-1)$-dimensional Hausdorff measure. Hence, the relative boundary of the normal cone in consideration is of measure zero with respect to $d$-dimensional Hausdorff measure. Therefore, the claim follows from Proposition 18. □

There are similar strict complementarity results in the literature starting with Alizadeh, Haeberly and Overton [2], Pataki and the second author [31], Gortler and Thurston [13], Nie, Ranestad and Sturmfels [28], and Drusvyatskiy and Lewis [11]. All of these results are referred to as generic. Many of these papers also address various related notions of nondegeneracy and establish that they too are generic. However, it is well-known in LP literature that degeneracy arises often in applications and in many cases “naturally.” Therefore, it is of interest to characterize when a certain geometric/algebraic condition can guarantee nondegeneracy or strict complementarity.

We shall next present a characterization of strict complementarity which may be helpful in proving that some specific SDPs satisfy strict complementarity. First we recall an elementary result in convex analysis (for the sake of completeness a proof is included in the appendix):

**Proposition 20.** Let $C \subseteq \mathbb{E}$ be a compact convex set. Then the gauge function $\gamma(\cdot | C)$ of $C$ is closed.

Using Proposition 20, we slightly extend a characterization of the exposed faces of the polar from [6] (again, for the sake of completeness, a proof is included in the appendix):

**Theorem 21.** Let $C \subseteq \mathbb{E}$ be a compact convex set. Then the nonempty exposed faces of $C^\circ$ other than $C^\circ$ itself are precisely the nonzero closed convex sets of the form

$$
F_x := \{ y \in \text{Normal}(C; x) : \langle y, x \rangle = 1 \}
$$

as $x$ ranges over $C$. Moreover, for any such face,

$$
\text{ri}(F_x) = \{ y \in \text{ri}(\text{Normal}(C; x)) : \langle y, x \rangle = 1 \}.
$$

Now we can characterize exactly the existence of strictly complementary solutions for conic programs for a rich class of objective functions.

**Theorem 22.** Let $K \subseteq \mathbb{E}$ be a pointed closed convex cone with nonempty interior. Let $A : \mathbb{E} \to \mathbb{Y}^*$ be a linear function, and let $b \in \mathbb{Y}^*$. Set $C := \{ x \in \mathbb{K} : A(x) = b \}$. Suppose that $\mathcal{Y} \cap \text{int}(K) \neq \emptyset$ and that $C$ is compact. Then the following are equivalent:

(i) for every $c \in \mathbb{E}^* \setminus [\text{cone}(C)]^\circ$, the optimization problem $\max \{ \langle c, x \rangle : A(x) = b, x \in K \}$ and its dual have a strictly complementary pair of optimal solutions;

(ii) $C^\circ$ is facially exposed.

Proof. We start with the forward implication. Let $F$ be a face of $C^\circ$ such that $\emptyset \neq F \neq C^\circ$. Let $c \in \text{ri}(F)$. Since $C$ is compact, $C^\circ$ has nonempty interior. Now $F \neq C^\circ$ implies that $c \in F \subseteq \text{bd}(C^\circ)$. Hence, $c$ lies in some exposed face of $C^\circ$ other than $C^\circ$. Thus, by Theorem 21, there is some $\hat{x} \in C$ such that $c \in F_{\hat{x}}$, using the notation from (4.3). Thus, $\langle c, \hat{x} \rangle = 1$, which shows that $c \notin [\text{cone}(C)]^\circ$. By hypothesis, \max \{ \langle c, x \rangle : A(x) = b, x \in K \} and its dual have a strictly complementary pair of optimal solutions, so that $c \in \text{ri}(\text{Normal}(C; \hat{x}))$ for some $\hat{x} \in C$ by Proposition 18. Note that $1 = \langle c, \hat{x} \rangle \leq \langle c, \hat{x} \rangle$ and $c \in C^\circ$ so $\langle c, \hat{x} \rangle = 1$. Thus, we find by Theorem 21 that $c \in \text{ri}(F_{\hat{x}})$, however, this means that $F = F_{\hat{x}}$, so that $F$ is exposed.

Suppose next that $C^\circ$ is facially exposed, and let $c \in \mathbb{E}^* \setminus \text{cone}(C)^\circ$. Let $\bar{x} \in \text{arg max}_{x \in C} \langle c, x \rangle$. Note that $\langle c, \bar{x} \rangle \leq 0$ would imply that $c \in \text{cone}(C)^\circ$, so $\langle c, \bar{x} \rangle > 0$. Set $\bar{c} := c/\langle c, \bar{x} \rangle$ so that $\langle \bar{c}, \bar{x} \rangle = 1$. Together with $\bar{c} \in \text{Normal}(C; \bar{x})$, this implies that $\bar{c} \in F_{\bar{x}}$, using the notation from (4.3). By Theorem 21, it follows that $\bar{c}$ lies in $\text{bd}(C^\circ)$. Since $C^\circ$ is facially exposed, there exists an exposed face $F$ of $C^\circ$ such that $\bar{c} \in \text{ri}(F)$. By Theorem 21, there exists $\hat{x} \in C$ such that $F = F_{\hat{x}}$. Thus, (4.4) shows that $\bar{c}$ lies in $\text{ri}(\text{Normal}(C; \hat{x}))$, and so does $c$. It follows from Proposition 18 that $\max \{ \langle c, x \rangle : A(x) = b, x \in K \}$ and its dual have a strictly complementary pair of optimal solutions. □
One way to regard Theorem 22 is the following. Determining directly whether \( \max \{ \langle c, x \rangle : A(x) = b, \, x \in \mathbb{R}^n \} \) and its dual have a pair of strictly complementary solutions individually for each \( c \in \mathbb{E}^* \setminus \{ \text{cone}(E) \} \) involves studying a small portion of the boundary of infinitely many convex sets of the form \( \{ s \in \mathbb{R}^n : s \in \text{Im}(A^*) - c \} \), one for each objective vector \( c \). Theorem 22 offers, as an alternative, determining the complete boundary structure of a single convex set, namely, \( \mathcal{E}^o \).

In the same spirit as Proposition 1, the polar of the feasible region of a conic optimization problem may be described as follows (see, e.g., [20, Remark 2.2]):

**Proposition 23.** Let \( K \subseteq \mathbb{E} \) be a pointed closed convex cone with nonempty interior. Let \( A : \mathbb{E} \to \mathbb{Y}^* \) be a linear function, and let \( b \in \mathbb{Y}^* \). Set \( \mathcal{E} := \{ x \in K : A(x) = b \} \). Suppose that \( \mathcal{E} \cap \text{int}(K) \neq \emptyset \). Let \( \bar{x} \in \mathbb{E} \) such that \( A(\bar{x}) = b \). Then

\[
\mathcal{E}^o = (\text{Im}(A^*) \cap \{ \bar{x} \}^o) - K^*.
\]

**Proof.** By the Strong Duality Theorem, membership of \( c \in \mathcal{E}^o \) is equivalent to the existence of \( y \in \mathbb{Y} \) and \( s \in \mathbb{K}^* \) such that \( A^*(y) - s = c \) and \( \langle b, y \rangle \leq 1 \). Note that \( \langle b, y \rangle = \langle A(\bar{x}), y \rangle = \langle \bar{x}, A^*(y) \rangle \), so that \( c \in \mathcal{E}^o \) if and only if \( \bar{x} = (\text{Im}(A^*) \cap \{ \bar{x} \}^o) - K^* \).

Let us apply this in the context of MAXCUT. Let \( G = (V, E) \) be a graph, and let \( w \in \mathbb{R}^E_+ \). Let \( \mathcal{L}_G(w) := \sum_{ij \in E} w_{ij}(e_i - e_j)(e_i - e_j)^T \) denote the weighted Laplacian of \( G \) with respect to \( w \). The SDP relaxation for MAXCUT used by Goemans and Williamson [12] is

\[
\max \{ \frac{1}{4} \mathcal{L}_G(w), X : X \in \mathcal{E}_V \}.
\]

Note that \( \mathcal{L}_G(w) \succeq 0 \). Moreover, \( S^+_V \cap \{ \text{cone}(\mathcal{E}_V) \}^o = \{ 0 \} \), since \( I \in \mathcal{E}_V \). Thus, Theorem 22 and Proposition 23 yield a concrete approach to prove strict complementarity for all the “relevant” objective functions for the MAXCUT SDP. Namely, it suffices to prove that \( \mathcal{E}_V^o = (\text{Im}(\text{Diag}) \cap \{ I \}^o) - S^+_V \) is facially exposed.

**References**

Proof. We may assume that $\mathcal{C} \neq \emptyset$, so that $\gamma(\cdot | \mathcal{C})$ is proper. Thus, we have to show that $\gamma(\cdot | \mathcal{C})$ is lower semi-continuous, i.e., for each $\alpha \in \mathbb{R}$, the sub-level set $S_\alpha := \{ x \in \mathbb{E} : \gamma(x | \mathcal{C}) \leq \alpha \}$ is closed. This is clearly the case for $\alpha < 0$. For $\alpha \geq 0$, we shall use the fact that

$$\text{there exists } M > 0 \text{ such that } \gamma(x | \mathcal{C}) \geq \|x\|/M \text{ for all } x \in \mathbb{E}. \quad \text{(A.1)}$$

Indeed, set $M := \max\{ \|x\| : x \in \mathcal{C} \} + 1$. Then, if $\lambda \geq 0$ is such that $x \in \lambda \mathcal{C}$, we have $\|x\| \leq \lambda M$. This proves (A.1).

Note that (A.1) implies that $S_0 = \{0\}$. Next, let $\alpha > 0$. Let $(x_n)_{n \in \mathbb{N}}$ be a sequence in $S_\alpha$ converging to $x$. If $x = 0$, then $x_n \in S_0 \subseteq S_\alpha$, so assume that $x \neq 0$. By taking some tail of the sequence, we may assume that $\|x_n\| \geq \frac{1}{2}\|x\|$ for each $n$. Set $\gamma_n := \gamma(x_n | \mathcal{C})$, so that $\frac{\|x\|}{2M} \leq \frac{\|x_n\|}{M} \leq \gamma_n \leq \alpha$ for each $n$. Refine the sequence so that $\gamma_n \to \gamma$ for some $\gamma \in \mathbb{R}$ with $\frac{\|x\|}{2M} \leq \gamma \leq \alpha$. For each $n$, there exists $0 \leq \varepsilon_n \leq 1/n$ such that $x_n \in (\gamma_n + \varepsilon_n)\mathcal{C}$, whence

$$\frac{1}{\gamma_n + \varepsilon_n} x_n \in \mathcal{C} \quad \forall n \in \mathbb{N}.$$

By taking $n \to \infty$, we find that $\frac{1}{\gamma} x \in \mathcal{C}$, so that $\gamma(x | \mathcal{C}) \leq \gamma \leq \alpha$ and $x \in S_\alpha$. \qed

**APPENDIX B. PROOF OF THEOREM 21**

Proof. It is easy to check that

$$\mathcal{F}_\pm = \{ y \in \mathcal{C}^\circ : (y, x) = 1 \} \quad \forall x \in \mathcal{C}. \quad \text{(B.1)}$$
Note that every set of the form \( \{ y \in C^\circ : \langle y, \bar{x} \rangle = 1 \} \) for some \( \bar{x} \in C \) is an exposed face of \( C \). Furthermore 0 \( \in C^\circ \) shows that \( F_{\bar{x}} \) is a proper subset of \( C^\circ \).

Next let \( F \) be a nonempty exposed face of \( C^\circ \) other than \( C^\circ \) itself, so that

\[
F = \{ y \in C^\circ : \langle y, \bar{z} \rangle = \delta^*(\bar{z} | C^\circ) \}
\]

for some \( \bar{z} \in E \) such that \( \delta^*(\bar{z} | C^\circ) < \infty \). By Proposition 20, we have \( \gamma(\bar{z} | C) = \delta^*(\bar{z} | C^\circ) \) for every \( \bar{z} \in E \); see, e.g., [32, p. 125]. Thus, \( 0 < \gamma(\bar{z} | C) = \delta^*(\bar{z} | C^\circ) < \infty \). Set \( \bar{x} := \bar{z} / \gamma(\bar{z} | C) \), so that \( \gamma(\bar{x} | C) = 1 \). Then

\[
F = \{ y \in C^\circ : \langle y, \bar{x} \rangle = 1 \} = F_{\bar{x}}
\]

by (B.1). This completes the precise description of all the nonempty exposed faces of \( C^\circ \).

Finally, let \( \bar{x} \in C \) such that \( F_{\bar{x}} \neq \emptyset \). To prove (4.4), it suffices to prove that \( \text{ri}(\text{Normal}(C; \bar{x})) \) meets \( \{ y \in E^* : \langle y, \bar{x} \rangle = 1 \} \); see, e.g., [32, Theorem 6.5]. Suppose not. Then there is a hyperplane separating \( \text{Normal}(C; \bar{x}) \) and the second set, i.e., there exists a nonzero \( h \in E \) and \( \alpha \in \mathbb{R} \) such that

\[
\text{Normal}(C; \bar{x}) \subseteq \{ y \in E^* : \langle y, h \rangle \leq \alpha \}, \quad (B.2)
\]
\[
\{ y \in E^* : \langle y, \bar{x} \rangle = 1 \} \subseteq \{ y \in E^* : \langle y, h \rangle \geq \alpha \}. \quad (B.3)
\]

Note that 0 \( \in \text{Normal}(C; \bar{x}) \) shows that \( \alpha \geq 0 \), and that \( h = \lambda \bar{x} \) for some \( \lambda > 0 \). Positive homogeneity now shows that \( \langle y, h \rangle \leq 0 \) for all \( y \in \text{Normal}(C; \bar{x}) \), whence \( F_{\bar{x}} = \emptyset \), a contradiction. \( \square \)