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Abstract

Suppose that we are given a feasible conic program with a finite optimal value and with strong duality failing. It is known that there are small perturbations of the problem data that lead to relatively big changes in the optimal value. We quantify the notion of big change in the case of a semidefinite program (SDP). We first show that for any SDP with a finite optimal value where strong duality fails, and where there is a nonzero duality gap, then for a sufficiently small step along any feasible perturbation direction, the optimal value changes by at least a fixed constant. And next, if there is a zero duality gap, with or without dual attainment, then any sufficiently small $\epsilon > 0$ feasible perturbation changes the optimal value by at most $O(\epsilon^\gamma)$ for some, to be specified, constant $\gamma \in (0,1)$. Our main tool involves the facial reduction of SDP.
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1 Introduction

We investigate the sensitivity of semidefinite programs (SDP) for which strong duality fails, with respect to feasible right-hand side perturbations. It is well-known that if strong duality holds for the SDP, then any small right-hand side perturbation changes the optimal value in linear order. Here we provide results without assuming that strong duality holds.

We show that if strong duality (zero duality gap and dual attainment) does not hold for an SDP with finite optimal value, then one of the following two cases holds.

- **Case 1:** nonzero duality gap. In this case, any sufficiently small feasible perturbation changes the optimal value of the SDP by no less than (half) the duality gap (which may be infinite).

- **Case 2:** zero duality gap, but no dual attainment. In this case, there exist a constant \( \kappa > 0 \) and a positive integer \( d \) such that any feasible perturbation of sufficiently small norm \( \epsilon \) changes the optimal value by at most \( \kappa \epsilon^{1/2^d} \). The positive integer \( d \) is the number of facial reduction iterations needed to find the minimal face containing...
the feasible region; and it is bounded above by \( n - 1 \) where \( n \) is the size of the matrix variable.

There is a large volume of results on sensitivity analysis for nonlinear programs. To mention a few, Goldfarb and Scheinberg [12] performed sensitivity analysis on SDP assuming that the Slater condition holds for both the primal and the dual. In [18], Rockafellar used the optimal value function \( \phi(u) := \inf_x F(x, u) \) and its directional derivative to study the sensitivity of the general convex program \( \inf_x f(x) = F(x, 0) \). Bonnans and Shapiro [4] (and also [19, 3]) studied the perturbation theory of nonlinear programs, and in [3, Section 7.3] they focused on the case where the dual is not solvable. Ben-Israel, Ben-Tal and Zlobec used a feasible direction approach to identify the regions of stability for convex optimization problems (i.e., sets of perturbations on which the changes in optimal solutions and values depend continuously) [2, Section 8]. Classical results for nonlinear programs appeared in [11].

The degree of singularity, which is essential in the second half of this article, is coined by Wang and Pang [22] for convex quadratic inequalities and by Sturm [20] for linear matrix inequalities.

1.1 Preliminaries

We consider the primal-dual pair of (linear) semidefinite programs, SDPs,

\[
\begin{align*}
  v_P &:= \sup_y \{ b^T y : C - A^* y \succeq 0 \}, \\
  v_D &:= \inf_X \{ \langle C, X \rangle : A(X) = b, X \succeq 0 \},
\end{align*}
\]

where \( b \in \mathbb{R}^m, C \in \mathbb{S}^n, A : \mathbb{S}^n \to \mathbb{R}^m \) is a linear map, \( \mathbb{S}^n \) is the Euclidean space (i.e., finite dimensional inner product space) of \( n \times n \) real symmetric matrices equipped with the trace inner product \( \langle X, Y \rangle := \text{tr}(X^T Y) \) for all \( X, Y \in \mathbb{S}^n \), and \( X \succeq 0 \) (resp. \( X > 0 \)) denotes \( X \in \mathbb{S}^n_+ \), is positive semidefinite, (resp. \( X \in \mathbb{S}^n_{++} \), is positive definite). We define the spectral norm \( \|B\|_2 := \max_x \{ \|Bx\|_2 : \|x\|_2 \leq 1 \} \) for all \( B \in \mathbb{R}^{m \times n} \), and the Frobenius norm \( \|X\|_F := \sqrt{\langle X, X \rangle} = \sqrt{\text{tr}(X^2)} \) for all \( X \in \mathbb{S}^n \).

The primal SDP (P) is said to be feasible if there exists \( \hat{y} \in \mathbb{R}^m \) such that \( C - A^* \hat{y} \succeq 0 \). (Similarly, (D) is said to be feasible if there exists \( \hat{X} \in \mathbb{S}^n \) such that \( A(\hat{X}) = b \) and \( \hat{X} \succeq 0 \).) If (P) is infeasible, then we take \( v_P = -\infty \); if (D) is infeasible, then we take \( v_D = +\infty \). Strong duality is said to hold for (P) if \( v_P = v_D \) and \( v_D \) is attained. A sufficient condition for strong duality to hold for (P) is that \( v_P \) is finite and (P) satisfies the Slater condition,

\[
C - A^* \hat{y} > 0, \text{ for some } \hat{y} \in \mathbb{R}^m.
\]
We concentrate on SDP of the form (P) that satisfy the following assumption.

**Assumption 1.1** The SDP (P) is feasible and has finite optimal value, $v_P$.

We consider the (linear) perturbed problem

$$\text{val}_P(S) := \sup_y \{ b^T y : C - A^* y \succeq S \},$$

and study the relationship between the size of the perturbation $S$, and the change $\text{val}_P(S) - \text{val}_P(0)$ in the optimal value. We show that if (P) is feasible with finite optimal value, then whenever the perturbed problem ($P_{\text{pert}}(S)$) is feasible and $S \in S^n$ is small, we have

$$\begin{cases} 
\text{val}_P(S) - \text{val}_P(0) = O(\|S\|) & \text{if strong duality holds for (P)}; \\
\geq \frac{1}{2}(v_D - v_P) & \text{if } v_P < v_D; \\
= O(\|S\|^{1/2^d}) & \text{for some integer } d > 0 \text{ if strong duality fails for (P)} \\
& \text{and } v_P = v_D.
\end{cases}$$

(See Theorems 4.6 and 4.10.) Here the integer $d > 0$ is the degree of singularity of the linear matrix inequality, LMI, $C - A^* y \succeq 0$, i.e., the number of steps needed to facially reduce the LMI.

**Remark 1.2** While our results are stated for an SDP of the form (P), they are easily applicable to any feasible SDP in standard equality form, (D), or more generally, subspace formulation [8]. In fact, let $\hat{X}$ satisfy the equation $A(\hat{X}) = b$ and let $V : S^n \to \mathbb{R}^{\dim(\ker(A))}$ be a linear map satisfying $R(V^*) = \ker(A)$. Then for any $X \in S^n$,

$$A(X) = b, \; X \succeq 0 \iff X = \hat{X} + V^* v \succeq 0 \text{ for some } v.$$

The corresponding perturbed problem for (D) would then be

$$\inf \{ \langle C, X \rangle : A(X) = b - s, \; X \succeq 0 \};$$

where $s \in R(A)$ is the right-hand side perturbation. Let $S \in S^n$ satisfy $A(S) = s$. Then

$$A(X) = b - s, \; X \succeq 0 \iff X = \hat{X} + V^* v \succeq S \text{ for some } v.$$

### 1.2 Main Contributions

While there is a vast amount of literature on the sensitivity analysis of linear and nonlinear optimization problems, most results rely on some regularity assumption. On the other
hand, there are a few results (e.g. [20, 22]) on the Hölderian error bounds for convex quadratic inequalities and for linear matrix inequalities that depend on the degree of singularity. The results in this article only assume feasibility and a finite optimal value, and at the same time highlight the importance of the degree of singularity in estimating the change in the optimal value with respect to right-hand side perturbations. The bound on the changes in the optimal value provided in this article are also tight.

1.3 Outline

In Section 2, we recall some relevant well-known results, including: asymptotic properties of SDP (Section 2.1); the facial structure of the cone of positive semidefinite matrices (Section 2.2); and facial reduction for SDP (Section 2.3). Illustrative examples for the perturbation results are provided in Section 2.4. In Section 3, we take a closer look at the set of feasible perturbations. Then we formalize the main results presented in (1.1) and provide the proofs in Section 4. The last case in (1.1) requires some results concerning the degree of singularity; we provide those in the Appendix.

2 Asymptotics and Facial Reduction

2.1 Asymptotic feasibility and optimal value of SDP

A sequence \( \{y^{(k)}\}_k \) is said to be asymptotically feasible for \((P)\) if there exists a sequence \( \{Z^{(k)}\}_k \subset S^+_n \) such that \( Z^{(k)} + A^*y^{(k)} \to C \) as \( k \to \infty \). We say that \((P)\) is weakly infeasible if \((P)\) is not feasible but possesses an asymptotically feasible sequence; and \((P)\) is strongly infeasible if \((P)\) does not have an asymptotically feasible sequence. Similarly, a sequence \( \{X^{(k)}\}_k \) is said to be asymptotically feasible for \((D)\) if \( X^{(k)} \succeq 0 \) for all \( k \) and \( \lim_k A(X^{(k)}) = b \). Strong infeasibility and weak infeasibility of \((D)\) are defined similarly as for \((P)\).

Define the asymptotic optimal value of \((P)\) as

\[
v^a_P := \sup \left\{ \limsup_k b^T y^{(k)} : \{y^{(k)}\}_k \text{ is asymptotically feasible for } (P) \right\},
\]

and the asymptotic optimal value of \((D)\) as

\[
v^a_D := \inf \left\{ \liminf_k \langle C, X^{(k)} \rangle : \{X^{(k)}\}_k \text{ is asymptotically feasible for } (D) \right\}.
\]

We take the convention that \( v^a_P = -\infty \) (resp., \( v^a_D = +\infty \)) if \((P)\) (resp., \((D)\)) is strongly infeasible. Note that if \((P)\) is feasible, then \( v^a_P \geq v_P \). As we can see in Example 2.9 below,
strict inequality may hold.

We say that \( \hat{y} \in \mathbb{R}^m \) is an improving direction for (P) if \(-A^*\hat{y} \geq 0\) and \(b^T\hat{y} \geq 1\); and \(\{y^{(k)}\}_k \subset \mathbb{R}^m\) is an improving direction sequence if there exists a sequence \(\{Z^{(k)}\}_k \subset \mathbb{S}_+^n\) such that \(Z^{(k)} + A^*y^{(k)} \to 0\) and \(b^Ty^{(k)} \geq 1\) for all \(k\). Improving direction sequences and improving directions for (P), respectively, serve as certificates of infeasibility and strong infeasibility of the dual (D).

**Lemma 2.1 ([14, Lemmas 5 and 6])** The SDP (D) is infeasible if, and only if, (P) possesses an improving direction sequence. (D) is strongly infeasible if, and only if, (P) possesses an improving direction.

The dual of an SDP satisfying Assumption 1.1 cannot be strongly infeasible.

**Theorem 2.2 ([9])** If (P) is feasible and \(v_P < +\infty\), then (D) is either feasible or weakly infeasible, and \(v_D^0 = v_P\).

If both (P) and (D) are feasible, then weak duality, i.e., \(v_P \leq v_D\), implies that both (P) and (D) have finite optimal values, and Theorem 2.2 implies that

\[ v_P^0 = v_D^0 = v_P. \tag{2.2} \]

### 2.2 Facial properties of \(\mathbb{S}_+^n\)

We first introduce the notion of faces for general convex sets and convex cones. Let \((V, \langle \cdot, \cdot \rangle_V)\) be a Euclidean space. A face of a nonempty convex set \(S \subseteq V\), denoted by \(F \subseteq S\), is a nonempty convex set \(F \subseteq S\) that satisfies the condition

\[ \{ x, y \in S, \alpha \in (0, 1) \text{ and } \alpha x + (1 - \alpha)y \in F \} \implies x, y \in F. \]

A set \(F\) is called a proper face of \(S\), denoted by \(F \triangleleft S\), if \(F \subseteq S\) and \(F \neq S\). A face \(F\) of \(S\) is exposed if \(F = \{ x \in S : \langle s, x \rangle_V = 0 \}\), for some \(s \in V\) satisfying \(\langle s, x \rangle_V \geq 0\) for all \(x \in S\). Given a face \(F\) of a nonempty convex cone \(K \subseteq V\), the conjugate face of \(F\) is defined as the set \(F^c := F^\perp \cap K^*\), where \(K^* := \{ x \in V : \langle x, y \rangle_V \geq 0, \forall y \in K \}\) is the dual cone of \(K\). It is immediate that

\[ \{ F_1, F_2 \subseteq K \text{ and } F_1 \subseteq F_2 \} \implies F_2^c \subseteq F_1^c, \]

and that \(F^c = \{ x \}^\perp \cap K^*\), where \(x\) is any element in the relative interior of \(F\), denoted by \(\text{ri}(F)\). Moreover, for any \(F \triangleleft K\), \(F^{cc} := (F^c)^c = F\) if, and only if, \(F\) is an exposed face, e.g., [8, Proposition 3.1].
Given a nonempty convex set $S$ and $\emptyset \neq T \subseteq S$, the minimal face of $S$ containing $T$ is defined as the intersection of all faces of $S$ that contain $T$:

$$\text{face}(T, S) := \bigcap \{F : F \subseteq S, \ T \subseteq F\}.$$ 

Since a nonempty intersection of two faces is a face, we have that $\text{face}(T, S) \subseteq S$. By definition, $\text{face}(T, S)$ is inclusion-wise the smallest face of $S$ containing the set $T$.

The facial structure of $\mathbb{S}^n_+$ is well-known, see e.g., [23]:

**Proposition 2.3** The faces of $\mathbb{S}^n_+$ satisfy the following properties.

1. Any face of $\mathbb{S}^n_+$ is either $\{0\}$, $\mathbb{S}^n_+$ or $Q \mathbb{S}^\bar{n}_+ Q^T$, where $Q \in \mathbb{R}^{n \times \bar{n}}$ (with $1 \leq \bar{n} < n$) is of full column rank.

2. $\mathbb{S}^n_+$ is facially exposed, i.e., all the faces of $\mathbb{S}^n_+$ are exposed faces.

3. Let $0 \neq X \in \mathbb{S}^n_+$. If $Q \in \mathbb{R}^{n \times \bar{n}}$ (with $1 \leq \bar{n} < n$) is a full column rank such that $R(Q) = R(X)$, then $\text{face}([X], \mathbb{S}^n_+) = Q \mathbb{S}^\bar{n}_+ Q^T$.

### 2.3 Facial reduction and degree of singularity

In this section we review some concepts regarding the failure of the Slater condition for (P) and the facial reduction algorithm, a regularization technique for SDP instances that fail the Slater condition. We also recall the notion of the degree of singularity for LMI.

We first extend the notion of minimal faces to LMI and SDP. Given $\hat{C} \in \mathbb{S}^n$ and a linear map $\hat{A} : \mathbb{S}^n \to \mathbb{R}^m$ such that $\hat{C} - \hat{A}^*\hat{y} \succeq 0$ for some $\hat{y}$, the minimal face of the LMI $\hat{C} - \hat{A}^*y \succeq 0$ is the minimal face of $\mathbb{S}^n_+$ containing the feasible slacks $\{Z \in \mathbb{S}^n : Z = \hat{C} - \hat{A}^*y \succeq 0\}$. The minimal face of a feasible SDP of the form (P) is defined as the minimal face of the LMI $C - A^*y \succeq 0$ that defines the feasible region of (P). It is immediate that the Slater condition holds for (P) if, and only if, the minimal face of (P) is $\mathbb{S}^n_+$. Similarly, since the constraints of (D) can be written as an LMI provided (D) is feasible, the minimal face of (D) is defined as the minimal face of $\mathbb{S}^n_+$ containing $\{X \in \mathbb{S}^n : A(X) = b, \ X \succeq 0\}$. Under the assumption that (P) is feasible, it is immediate that

$$\text{face}(F^Z_P, \mathbb{S}^n_+) = \text{face}(\mathbb{S}^n_+ \cap L, \mathbb{S}^n_+) \subseteq \mathbb{S}^n_+,$$

where

$$F^Z_P := \{Z \in \mathbb{S}^n : Z = C - A^*y \succeq 0\}, \text{ and } L := \text{span} \{\{C\} \cup R(A^*)\} \subseteq \mathbb{S}^n. \quad (2.3)$$
The notion of minimal face is important because we can \textit{regularize} an SDP (or a conic program in general) by restricting it to the minimal face, resulting in an equivalent SDP for which strong duality holds.

\textbf{Theorem 2.4 ([6])} Suppose that (P) is feasible. Let $f_P$ denote the minimal face of (P). Then

\begin{align}
  v_P &= \sup_y \{b^T y : C - A^* y \in f_P\} \\
  &= \inf_X \{(C, X) : A(X) = b, X \in (f_P)^*\},
\end{align}

and (2.4b) is solvable.

One way to find the minimal face of an LMI is to use \textit{facial reduction}. The facial reduction relies on a theorem of the alternative for the Slater condition. We recall a general version of the theorem of the alternative.

\textbf{Proposition 2.5 ([14])} Let $(\mathbb{V}, \langle \cdot, \cdot \rangle_\mathbb{V})$ be a Euclidean space, $K \subseteq \mathbb{V}$ be a nonempty closed convex cone and $L \subseteq \mathbb{V}$ be a linear subspace. Then

\begin{equation}
  \text{ri}(K) \cap L \neq \emptyset \iff K^* \cap L^\perp \subseteq -K^*.
\end{equation}

In fact,

\[ K \cap L \subseteq \text{face}(K^* \cap L^\perp, K^*)^c \subseteq K. \]

In particular, the Slater condition holds for (P) if, and only if, $S^n_+ \cap L^\perp = \{0\}$ by Proposition 2.5 (where $L$ is defined in (2.3)). If the Slater condition fails for (P), then Proposition 2.5 provides a proper face $\text{face}(S^n_+ \cap L^\perp, S^n_+)^c$ that contains the minimal face of (P) (since $(S^n_+)^* = S^n_+$).

In Algorithm A.1, Page 26, we display one version of the facial reduction algorithm for finding the minimal face of the LMI $C - A^* y \succeq 0$. (More details are available in [7, 8, 16, 20].) The facial reduction takes the linear subspace $L$ and the cone $K := S^n_+$ as input. In each iteration of the facial reduction algorithm, we find a matrix $D \in K^* \cap L^\perp \setminus (-K^*)$, which certifies that the Slater condition fails, i.e., $\text{ri}(K) \cap L = \emptyset$; then we replace $K$ by $K \cap \{D\}^\perp$.

The number of iterations of the facial reduction algorithm to find the minimal face of an LMI is called the \textit{degree of singularity} of the LMI. The importance of the degree of singularity is highlighted in the error bound result from [20] on the distance to the set of feasible slacks of an LMI; see Theorem 4.7. We will show in Theorem 4.10 that if $v_P = v_D$ but $v_D$ is unattained, then for any small feasible perturbation $S$ an upper bound of the difference $\text{val}_P(S) - \text{val}_P(0)$ can be expressed in terms of the degree of singularity.
Given the importance of the degree of singularity in this article, we now formalize its definition. We first define the set of all chains of certificates for the facial reduction. (A similar notion was introduced by Pataki in [16].)

**Definition 2.6** For any linear subspace \( \mathcal{L} \subseteq \mathbb{S}^n \), \( \mathcal{C}(\mathcal{L} \cap \mathbb{S}^n_+, \mathbb{S}^n_+) \) is defined as the set consisting of all finite sequences of matrices \((D^{(1)}, \ldots, D^{(k)})\) that satisfy the following conditions:

- \( D^{(j)} \in \text{ri}(\mathcal{L} \cap (K_{j-1})^\perp) \setminus (-K_{j-1})^\ast \), where \( K_0 := \mathbb{S}^n_+ \) and \( K_j = K_{j-1} \cap \{D^{(j)}\}^\perp \), \( \forall j = 1, \ldots, k \),
- \( \mathcal{L} \cap \text{ri}(K_k) \neq \emptyset \).

In particular, if \( \mathcal{L} \cap \mathbb{S}^n_+ \neq \emptyset \) or \( \mathcal{L} \cap \mathbb{S}^n_+ = \{0\} \), then \( \mathcal{C}(\mathcal{L} \cap \mathbb{S}^n_+, \mathbb{S}^n_+) = \emptyset \). That all sequences satisfying the conditions described in Definition 2.6 are finite in length follows from the fact that the facial reduction algorithm has finitely many iterations. In fact, we will show in Proposition B.1, Page 28, that any two finite sequences in \( \mathcal{C}(\mathcal{L} \cap \mathbb{S}^n_+, \mathbb{S}^n_+) \) must be of the same length. Now we can define the degree of singularity.

**Definition 2.7** Let \( \mathcal{L} \subseteq \mathbb{S}^n \) be a linear subspace. The degree of singularity of the set \( \mathcal{L} \cap \mathbb{S}^n_+ \) is the length of any finite sequence of matrices in \( \mathcal{C}(\mathcal{L} \cap \mathbb{S}^n_+, \mathbb{S}^n_+) \), and is denoted by \( d(\mathcal{L} \cap \mathbb{S}^n_+, \mathbb{S}^n_+) \). The degree of singularity of a feasible LMI \( \hat{C} \prec \hat{A} \) is defined as \( d(\hat{C}, \hat{A}) := d(\text{span}(\{\hat{C}\} \cup \mathcal{R}(\hat{A})) \cap \mathbb{S}^n_+, \mathbb{S}^n_+) \). The degree of singularity of an SDP of the form \( (P) \) is defined to be the degree of singularity of the LMI defining the feasible region of \( (P) \).

### 2.4 Examples

In this section we consider some examples of SDP instances from [15, 17, 21]. In each of the examples, strong duality fails for the SDP instance and we consider one single feasible perturbation direction and the resultant change in optimal value along that direction. By abuse of notation, in this section we restrict the function \( \text{val}_P(\cdot) \) defined on \( (P_{\text{pert}}(S)) \) to a fixed direction \( \epsilon \mapsto \epsilon \hat{S} \) for some particular \( \hat{S} \); so \( \text{val}_P(\cdot) \) is a function on \( \mathbb{R}_+ \).

**Example 2.8** (\( (D) \) is infeasible.) For \( \epsilon \geq 0 \), consider

\[
\text{val}_D(\epsilon) := \inf_x \{ \epsilon x_{33} : x_{11} = 0, \ x_{12} = 1, \ 2x_{13} + x_{22} = 0, \ x \succeq 0 \}. \quad (2.7)
\]

\[
\text{val}_P(\epsilon) := \sup_y \left\{ y_2 : \begin{bmatrix} y_1 & y_2 & y_3 \\ y_2 & 0 & 0 \\ y_3 & 0 & 0 \end{bmatrix} \leq \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & \epsilon \end{bmatrix}, \ y \in \mathbb{R}^3 \right\}, \quad (2.6)
\]
The dual (2.7) is infeasible. When \( \epsilon = 0 \), the degree of singularity of the primal (2.6) is \( d(A, C) = 2 \); (2.6) has optimal value \( \text{val}_P(0) = 0 \) while the asymptotic optimal value is +\( \infty \). Indeed, consider

\[
Z^{(k)} = \begin{bmatrix}
k^2 & -k & 1 \\
-k & 1 & 0 \\
1 & 0 & \frac{1}{k}
\end{bmatrix}, \quad y^{(k)} = \begin{bmatrix}
-k^2 \\
k \end{bmatrix}, \quad \forall \ k \in \mathbb{N}.
\]

Then

\[
Z^{(k)} + A^* y^{(k)} = \begin{bmatrix}
k^2 & -k & 1 \\
-k & 1 & 0 \\
1 & 0 & \frac{1}{k}
\end{bmatrix} + \begin{bmatrix}
-k^2 & k & -1 \\
-k & -1 & 0 \\
-1 & 0 & 0
\end{bmatrix} = \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & \frac{1}{k}
\end{bmatrix} \to 0 \quad \text{as} \quad k \to \infty
\]

(meaning that \( \{y^{(k)}\}_k \) is asymptotically feasible) and \( b^T y^{(k)} = k \) for all \( k \). Hence \( v^*_P = +\infty \).

Now fix any \( \epsilon > 0 \). For all sufficiently large \( k \),

\[
\begin{bmatrix}
k^2 & -k & 1 \\
-k & 1 & 0 \\
1 & 0 & \frac{1}{k}
\end{bmatrix} \geq 0, \quad \text{so} \quad \begin{bmatrix}
-k^2 \\
k \end{bmatrix}
\]

is feasible

for the perturbed problem (2.6). Hence \( \text{val}_P(\epsilon) = +\infty \). This confirms the middle case in (1.1), i.e., the perturbation is bounded below by (half) the duality gap, \( \infty \) here.

**Example 2.9 (nonzero finite duality gap.)** Fix any \( \alpha > 0 \). For \( \epsilon \geq 0 \), consider

\[
\text{val}_P(\epsilon) := \sup_y \left\{ y_2 : \begin{bmatrix} y_2 & 0 & 0 \\ 0 & y_1 & y_2 \\ 0 & y_2 & 0 \end{bmatrix} \preceq \begin{bmatrix} \alpha & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & \epsilon \end{bmatrix}, \quad y \in \mathbb{R}^2 \right\},
\]

\[ (2.8) \]

\[
\text{val}_D(\epsilon) := \inf_X \{ \alpha X_{11} + \epsilon X_{33} : X_{22} = 0, \ X_{11} + X_{23} = 1, \ X \succeq 0 \}. \]

\[ (2.9) \]

Observe that the primal requires only one iteration of facial reduction to identify the minimal face, i.e., \( d(A, C) = 1 \). But the dual of the reduced primal still fails the Slater condition.

Let \( \mathcal{F}_P^y(\epsilon) \) be the set of feasible solutions \( y \) of (2.8), \( \mathcal{F}_P^Z(\epsilon) \) be the set of feasible slacks of (2.8) and \( \mathcal{F}_D^X(\epsilon) \) be the set of feasible solutions \( X \) for (2.9). For \( \epsilon = 0 \), we get

\[
\mathcal{F}_P^y(0) = \mathbb{R}_{-} \times 0, \quad \mathcal{F}_P^Z(0) = \left\{ \begin{bmatrix} \alpha & 0 & 0 \\ 0 & \gamma & 0 \\ 0 & 0 & 0 \end{bmatrix} : \gamma \geq 0 \right\}, \quad \mathcal{F}_D(0) = \left\{ \begin{bmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & \beta \end{bmatrix} : \beta \geq 0 \right\}.
\]
So \( \text{val}_P(0) = 0 < \alpha = \text{val}_D(0) = v^*_P(0) \).

Now consider \( \epsilon > 0 \). Then
\[
\begin{bmatrix}
\alpha - y_2 & 0 & 0 \\
0 & -y_1 & -y_2 \\
0 & -y_2 & \epsilon
\end{bmatrix} \succeq 0 \iff y_2 \leq \alpha \text{ and } y_1 \leq -y_2^2/\epsilon.
\]

Hence \( \text{val}_P(\epsilon) = \alpha = v^*_P(0) \). On the other hand, the constraints of the dual (2.9) are unchanged. Hence \( \text{val}_D(\epsilon) = \alpha = \text{val}_D(\epsilon) \), and \( \text{val}_P(\epsilon) - \text{val}_P(0) = \alpha = \text{val}_D(0) - \text{val}_P(0) \), i.e., this again confirms the middle case in (1.1).

**Example 2.10 (zero duality gap but \( v_D \) is unattained.)** For \( \epsilon \geq 0 \), consider
\[
\text{val}_P(\epsilon) := \sup_y \left\{ 2y : \begin{bmatrix} 0 & y \\ y & 0 \end{bmatrix} \leq \begin{bmatrix} 1 & 0 \\ 0 & \epsilon \end{bmatrix}, \ y \in \mathbb{R} \right\}, \quad (2.10)
\]
\[
\text{val}_D(\epsilon) := \inf_x \left\{ X_{11} + \epsilon x_{22} : \begin{bmatrix} 1 & x_{11} \\ x_{11} & x_{22} \end{bmatrix} \succeq 0 \right\}. \quad (2.11)
\]

Note that \( y \) is feasible for (2.10) if, and only if, \( |y| \leq \sqrt{\epsilon} \). The primal (2.10) can be seen as a positive semidefinite completion problem: (2.10) aims at finding the range of \( y \) so that
\[
\begin{bmatrix}
1 & -y \\
-y & \epsilon
\end{bmatrix} \succeq 0,
\]
where the fixed data has a parameter \( \epsilon \).

When \( \epsilon = 0 \), \( y = 0 \) is the only feasible solution for (2.10) so \( \text{val}_P(0) = 0 \). On the other hand, the dual optimal value \( \text{val}_D(0) = \text{val}_P(0) = 0 \) but is not attained. Hence strong duality fails for (2.10) when \( \epsilon = 0 \). In fact, the degree of singularity of (2.10) is 1 when \( \epsilon = 0 \).

When \( \epsilon > 0 \), (2.10) satisfies the Slater condition, so \( \text{val}_P(\epsilon) = \text{val}_D(\epsilon) = 2\sqrt{\epsilon} \) (and \( \text{val}_D(\epsilon) \) is attained). Yet \( \text{val}_P(\epsilon) - \text{val}_P(0) = 2\sqrt{\epsilon} \), which is not of linear order. This illustrate the last case in (1.1).

**Example 2.11 (Zero duality gap but \( v_D \) is unattained.)** This example generalizes Example 2.10 and illustrates the last case in (1.1). We consider an SDP on \( S^2_+ \) that requires \( n - 1 \) iterations of facial reduction to identify the minimal face of \( S^2_+ \) containing its feasible region, i.e. \( d(A, C) = n - 1 \). We show that there exists a feasible perturbation \( S \) such that \( \text{val}_P(S) - \text{val}_P(0) = 2\|S\|^{1/2n-1} \).

Let \( n \geq 3 \) and \( A : S^n \to \mathbb{R}^{n-1} \) be a linear map defined by the matrices
\[
A_1 = e_1 e_2^T + e_2 e_1^T, \quad \text{and} \quad A_k = e_k e_k^T + e_1 e_1^T + e_{k+1} e_1^T, \ \forall k \in 2 : n - 1.
\]

\(^1\)To see that \( v^*_P = \alpha \), consider \( y^{(k)} = \begin{bmatrix} -\alpha k^2 \\ \alpha \end{bmatrix} \in \mathbb{R}^2 \) and \( Z^{(k)} = \begin{bmatrix} 0 & 0 & 0 \\ 0 & \alpha^2 k & -\alpha \\ 0 & -\alpha & 1/\epsilon \end{bmatrix} \in S^3_+ \). Then
\[
Z^{(k)} + A^* y^{(k)} = \begin{bmatrix} \alpha & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & \frac{1}{\epsilon} \end{bmatrix} \text{ and } b^T y^{(k)} = \alpha \text{ for all } k.
\]
For $\epsilon \geq 0$ consider
\[
\text{val}_P(\epsilon) := \sup_y \{ 2y_1 : A^* y \leq e_1 e_1^T + \epsilon e_n e_n^T \},
\]
(2.12)
\[
\text{val}_D(\epsilon) := \inf_X \{ X_{11} + \epsilon X_{nn} : A(X) = b, \ X \succeq 0 \}.
\]
(2.13)

Again, the primal (2.12) can be considered as a positive semidefinite completion problem, where we look at the growth in the free $(1,2)$ element of the feasible slack $Z = e_1 e_1^T + \epsilon e_n e_n^T - A^* y \succeq 0$ with respect to perturbation in the given $(n,n)$ data element.

Suppose that $\epsilon = 0$. For any $y \in \mathbb{R}^{n-1}$, the matrix $Z = e_1 e_1^T - A^* y$ always satisfies $Z_{nn} = 0$. In particular, $Z \succeq 0$ if, and only if, $Z = e_1 e_1^T$, i.e., $y = 0$. Hence $\text{val}_P(0) = 0$. On the other hand, (2.13) has an optimal value $\text{val}_D(0) = 0$ that is not attained. Hence strong duality does not hold for (2.12) when $\epsilon = 0$. In fact, as noted above, $d(A, e_1 e_1^T) = n - 1$.

Now suppose that $\epsilon > 0$. It is not difficult to see that (2.12) satisfies the Slater condition, i.e., suppose $D \succeq 0$ satisfies $\langle C, D \rangle = 0$ and $A(D) = 0$. It suffices to show that $D = 0$ (see Proposition 2.5). Indeed, $D \succeq 0$ and $\langle C, D \rangle = 0$ imply $D_{11} = D_{nn} = 0$. But this in turn implies that $D$ has zero diagonal. Hence $D = 0$.

Now note that $y$ is feasible for (2.12) if, and only if,
\[
0 \geq y_{n-1} \geq -\epsilon^{1/2}, \quad 0 \geq y_{n-2} \geq -\epsilon^{1/4}, \ldots, \quad 0 \geq y_2 \geq -\epsilon^{1/2^{n-2}}, \quad |y_1| \leq \epsilon^{1/2^{n-1}}.
\]

Hence $\text{val}_P(\epsilon) = \text{val}_D(\epsilon) = 2\epsilon^{1/2^{n-1}}$, and $\text{val}_P(\epsilon) - \text{val}_P(0) = 2\epsilon^{1/2^{n-1}}$.

**Example 2.12 (Zero duality gap but $v_D$ is unattained.)** Let

\[
A_1 = -E_{11}, \quad A_2 = -E_{22}, \quad A_3 = e_3 e_4^T + e_4 e_3^T, \quad A_4 = e_1 e_3^T + e_3 e_1^T, \quad C = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix},
\]

and $b = \begin{bmatrix} 0 & -1 & 2 & 0 \end{bmatrix}^T$. Then (P) reads

\[
\sup_y \left\{ -y_2 + 2y_3 : \begin{bmatrix} y_1 & 1 & -y_4 & 0 \\ 1 & y_2 & 0 & 0 \\ -y_4 & 0 & 0 & -y_3 \\ 0 & 0 & -y_3 & 1 \end{bmatrix} \succeq 0, \ y \in \mathbb{R}^4 \right\} = 0,
\]
(2.14)

which is unattained. (Note that $y$ feasible must satisfy $y_3 = y_4 = 0$.) Meanwhile, (D)
yields

\[
\inf_X \{2X_{12} + X_{44} : X_{11} = 0, X_{22} = 1, X_{34} = 1, X_{13} = 0, X \succeq 0\}
= \inf_X \left\{ X_{44} : X = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 1 & * & * \\ 0 & * & 1 & * \\ 0 & * & 1 & * \end{bmatrix} \succeq 0 \right\} = 0,
\]

which is unattained too. Hence strong duality does not hold for (2.14). In fact, the degree of singularity of (2.14) is 1. Now for any \(\epsilon > 0\),

\[
\text{val}_P(\epsilon) := \sup_y \left\{-y_2 + 2y_3 : \begin{bmatrix} y_1 & 1 & -y_4 & 0 \\ 1 & y_2 & 0 & 0 \\ -y_4 & 0 & \epsilon & -y_3 \\ 0 & 0 & -y_3 & 1 \end{bmatrix} \succeq 0 \right\} = 2\sqrt{\epsilon}.
\]

(Note that \(\text{val}_P(\epsilon)\) is unattained.) In other words, \(\text{val}_P(\epsilon) - \text{val}_P(0) = 2\sqrt{\epsilon}\).

In summary, we considered five SDP instances where strong duality does not hold and a feasible perturbation that leads to big change in optimal value exists. Together with the results in Section 4, we see that the bounds in the second and third cases (1.1) are indeed tight.

### 3 Feasible perturbations

Before we present our main results (Theorems 4.6 and 4.10), we review in this section the classical notion of feasible perturbations and feasible perturbation directions, which will be used in the following section. Specifically, we derive a characterization of feasible perturbation directions for (P); see Theorem 3.3.

Define the set of feasible perturbations for (P):

\[
P := P(A, C) := \{S \in S^n : C - A^* y \succeq S, \text{ for some } y \in \mathbb{R}^m\}. \tag{3.1}
\]

If the LMI \(C - A^* y \succeq 0\) is feasible, then \(0 \in P\). Moreover, \(P\) is a convex set, and \(P\) has nonempty interior if, and only if, \(C - A^* y \succeq 0\) satisfies the Slater condition. However, \(P\) is not necessarily closed.\(^2\) Related to the set \(P\) is the set of feasible perturbation directions

\[^2\text{Let } S, T \in P \text{ and } y_S, y_T \in \mathbb{R}^m \text{ satisfy } C - A^* y_S \succeq S \text{ and } C - A^* y_T \succeq T \text{ respectively. Then for any } \alpha \in [0, 1], \text{ we have } C - A^* (\alpha y_S + (1 - \alpha)y_T) \succeq \alpha S + (1 - \alpha)T. \text{ Hence } \alpha S + (1 - \alpha)T \in P.\]

\[^3\text{Consider } C = \begin{bmatrix} 1 & 1 \\ 1 & 0 \end{bmatrix} \text{ and } A = \begin{bmatrix} 0 & 0 \\ 0 & -1 \end{bmatrix}. \text{ Then } C - yA = \begin{bmatrix} 1 & 1 \\ 1 & y \end{bmatrix} \succeq 0 \text{ if, and only if, } y \geq 1. \text{ Note}\]
\[ \hat{P} := \hat{P}(A, C) := \{ S \in \mathbb{S}^n : C - A^* y \succeq \epsilon S, \text{ for some } y \in \mathbb{R}^m \text{ and } \epsilon > 0 \} \quad (3.2) \]

which is a convex cone. As we see in Example 3.2 below, there exist instances of (P) such that one can find \( S \in \hat{P} \) of arbitrarily small norm such that \( \epsilon S \in \mathcal{P} \) for \( \epsilon > 0 \) only if \( \epsilon \) is “small”, in the sense that \( \epsilon \leq O(\|S\|^2) \). And, we show in Section 4.1 that,

\[ S \in \hat{P} \implies \{ \text{face} (\mathcal{F}^Z, \mathbb{S}^n_+) \subseteq \text{face} (\mathcal{F}^Z(\epsilon S), \mathbb{S}^n_+) \}, \forall \epsilon > 0, \text{ suff. small, with } \epsilon S \in \mathcal{P} \}, \]

where

\[ \mathcal{F}^Z(S) := \{ Z \in \mathbb{S}^n : Z = C - A^* y - S \succeq 0, \text{ for some } y \in \mathbb{R}^m \} \].

It is possible to characterize the set \( \hat{P} \) (and the proof will be given in Section 3.2, below):

\[ \text{let face} (\mathcal{F}^P, \mathbb{S}^n_+) = Q \mathbb{S}^n_+ Q^T \text{ with } Q \in \mathbb{R}^{n \times \bar{n}} \text{ full column rank, and let } U = \begin{bmatrix} P & Q \end{bmatrix} \in \mathbb{R}^{n \times n} \text{ be nonsingular; then we have} \]

\[ \hat{P} = \left\{ USU^T \in \mathbb{S}^n : S = \begin{bmatrix} n-\bar{n} \bar{n} \end{bmatrix} \begin{bmatrix} S_1 & S_2 \\ S_2^T & S_3 \end{bmatrix}, S_1 \preceq 0, \mathcal{R}(S_2) \subseteq \mathcal{R}(S_1) \right\}. \]

Throughout the remainder of this section, by using an orthogonal rotation if needed, we assume without loss of generality that the minimal face of (P) is of the form \( \begin{bmatrix} 0 & 0 \\ 0 & \mathbb{S}^n_+ \end{bmatrix} \).

### 3.1 A technical lemma

We first prove a technical result, that given any \( Z \in \mathbb{S}^n_+ \) and any feasible perturbation direction \( S \in \mathbb{S}^n \), the range of \( Z \) does not shrink when taking sufficiently small step along the direction \( S \).

that \( \begin{bmatrix} 1 & 1 \\ 1 & y \end{bmatrix} \succeq \begin{bmatrix} s & 0 \\ 0 & 0 \end{bmatrix} \) is feasible for all \( s \in (0, 1) \) but infeasible when \( s = 1 \). Hence the set of feasible perturbations is not closed for this instance.
Lemma 3.1 Let $Z = \begin{bmatrix} 0 & 0 \\ 0 & \hat{Z} \end{bmatrix} \in \mathbb{S}^n$ and $\hat{Z} \succ 0$. Then for any $S = \begin{bmatrix} S_1 & S_2 \\ S_2^T & S_3 \end{bmatrix} \in \mathbb{S}^n$ with

$$S_1 \succeq 0 \quad \text{and} \quad \mathcal{R}(S_2) \subseteq \mathcal{R}(S_1),$$

we have $Z + \epsilon S \succeq 0$ and $\mathcal{R}(Z) \subseteq \mathcal{R}(Z + \epsilon S)$ for any $\epsilon \in (0, \delta)$, where

$$\delta := \delta(Z, S) := \frac{\lambda_{\min}(\hat{Z})}{2(\|S_3\| + \|S_2\|_2^2 \lambda_{\max}(S_1^T) + 1)^4}.$$  \hfill (3.4)

Proof. For any $\epsilon \in (0, 2\delta)$, we have $\lambda_{\min}(\hat{Z}) > \epsilon \|S_3\|$ which yields

$$0 \prec (\lambda_{\min}(\hat{Z}) - \epsilon \|S_3\|)I \leq \lambda_{\min}(\hat{Z})I + \epsilon S_3 \leq \hat{Z} + \epsilon S_3. \quad (3.5)$$

Let $B$ be a full column rank matrix such that $S_1 = BB^T$. Then $\mathcal{R}(S_2) \subseteq \mathcal{R}(S_1)$ implies that $S_2 = BR$ for some matrix $R$. It is immediate that

$$R = (B^TB)^{-1}B^TBR = B^TS_2,$$

so $\|R\|_2 \leq \|B\|_2\|S_2\|_2$, i.e.,

$$\lambda_{\max}(RR^T) = \|R\|_2^2 \leq \frac{\|S_2\|_2^2}{(\sigma_{\min}(B))^2} = \|S_2\|_2^2 \lambda_{\max}(S_1^T). \quad (3.6)$$

Hence $\epsilon < \frac{\lambda_{\min}(\hat{Z})}{\|S_3\| + \lambda_{\max}(RR^T) + 1}$ holds for any $\epsilon \in (0, 2\delta)$ by (3.6). Then by (3.5),

$$\epsilon R(\hat{Z} + \epsilon S_3)^{-1}R^T \preceq \epsilon (\lambda_{\min}(\hat{Z}) - \epsilon \|S_3\|)^{-1}RR^T \preceq \frac{\epsilon \lambda_{\max}(RR^T)}{\lambda_{\min}(\hat{Z}) - \epsilon \|S_3\|}I \preceq I.$$

Using the conjugation $B \cdot B^T$, we get

$$BB^T \succeq \epsilon BR(\hat{Z} + \epsilon S_3)^{-1}R^T B \quad \Rightarrow \quad \epsilon S_1 - \epsilon^2 S_2(\hat{Z} + \epsilon S_3)^{-1}S_2^T \succeq 0.$$

Therefore

$$Z + \epsilon S = \begin{bmatrix} \epsilon S_1 & \epsilon S_2 \\ \epsilon S_2^T & \hat{Z} + \epsilon S_3 \end{bmatrix} \succeq 0.$$

Next we show that $\mathcal{R}(Z) \subseteq \mathcal{R}(Z + \epsilon S)$ for all $\epsilon \in (0, \delta)$. Suppose that $x \in \ker(Z + \epsilon S)$. Then $0 = \frac{1}{2}x^T Z x + \frac{1}{2}x^T (Z + 2\epsilon S)x; \ Z \succeq 0$ and $Z + 2\epsilon S \succeq 0$ imply that $x^T Z x = 0$, i.e., $x \in \ker(Z)$. Therefore $\ker(Z + \epsilon S) \subseteq \ker(Z)$, i.e., $\mathcal{R}(Z) \subseteq \mathcal{R}(Z + \epsilon S)$. \Box

\footnote{Note that the quantity $\delta$ in (3.4) is small when $\|S_3\|$ is large; when $\lambda_{\min}(\hat{Z})$ is small; or when $S$ is “ill-conditioned” in the sense that the quantity $\|S_2\|_2^2 \lambda_{\max}(S_1^T) = \frac{\|S_3\|}{\|S_2\|_2^2} \lambda_{\max}(S_1^T)$ is large.}
It is immediate that the bound \((3.6)\) used in the proof is tight, as we can see in Example 3.2, below. In particular, we can show that there exists a feasible instance of \((P)\) such that for any arbitrarily small \(\gamma > 0\), there exists \(S \in \hat{P}\) such that \(\|S\| \leq \gamma\) and \(\epsilon S \in \mathcal{P}\) only if \(\epsilon = O(\gamma^2)\).

**Example 3.2** Consider 
\[
C = \begin{bmatrix}0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1\end{bmatrix}, \quad A_1 = \begin{bmatrix}0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0\end{bmatrix}, \quad A_2 = \begin{bmatrix}0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0\end{bmatrix}.
\]

Then \(\mathcal{F}_P^Z = \{C\}\). Define the matrix 
\[
S = \begin{bmatrix}\delta^2 & 0 & \sqrt{\delta} \\ 0 & \delta & 0 \\ \sqrt{\delta} & 0 & 0\end{bmatrix}, \quad i.e., \quad S_1 = \begin{bmatrix}\delta^2 & 0 \\ 0 & \delta \end{bmatrix}, \quad S_2 = \begin{bmatrix}\sqrt{\delta} \\ 0\end{bmatrix}, \quad S_3 = 0,
\]

where \(\delta \in (0,1)\).\(^5\) Then \(\|S\| = \sqrt{2\delta + \delta^2 + \delta^4} \leq 2\sqrt{\delta}\). Note that for any \(\epsilon \geq 0\), \(C + \epsilon S - \mathcal{A}^* y \succeq 0\) is feasible if, and only if, there exists \(y \in \mathbb{R}^2\) such that 
\[
\begin{bmatrix}
\epsilon \delta^2 & y_1 & \epsilon \sqrt{\delta} \\
y_1 & \epsilon \delta & y_2 \\
\epsilon \sqrt{\delta} & y_2 & 1
\end{bmatrix} \succeq 0,
\]

which holds only if \(\epsilon \leq \delta\) (by considering the \((1,3)\) principal minor). Note also that for any \(\epsilon \in [0,\delta]\), \(C + \epsilon S \succeq 0\). Hence \(S \in \hat{P}\) and \(\epsilon S \in \hat{P}\) only if \(\epsilon \in [0,\delta]\).

This example shows that there exists a feasible instance of \((P)\) such that for any arbitrarily small \(\gamma > 0\), there exists \(S \in \hat{P}\) such that \(\|S\| \leq \gamma\) and \(\epsilon S \in \mathcal{P}\) only if \(\epsilon = O(\gamma^2)\).

### 3.2 Characterizing the set of feasible perturbation directions

We now characterize the set \(\hat{P}\).

**Theorem 3.3** Suppose that \(\text{face}(\mathcal{F}_P^Z, S_\bar{n}^\mathbb{R}) = \begin{bmatrix}0 & 0 \\ 0 & S_{\bar{n}}^\mathbb{R}\end{bmatrix}\), where \(0 < \bar{n} < n\). Then 
\[
\hat{P} = \left\{S = \begin{bmatrix}S_1 & S_2 \\ S_2 & S_3\end{bmatrix} : S_1 \preceq 0, \ R(S_2) \subseteq R(S_1)\right\}.
\]

\(^5\)Relative to the proof of Lemma 3.1, We then have 
\[
S_1 = B^2, \quad \text{where} \quad B = \begin{bmatrix}\delta & 0 \\ 0 & \sqrt{\delta}\end{bmatrix}, \quad \text{and} \quad S_2^T = BR, \quad \text{where} \quad R = \begin{bmatrix}1 & 0 \\ \sqrt{\delta} & 0\end{bmatrix}.
\]
Proof. Let \( \hat{y} \in \mathbb{R}^m \) satisfy
\[
C - A^* \hat{y} = \begin{bmatrix}
n - \bar{n} & \bar{n} \\
0 & 0 \\
0 & \hat{Z}
\end{bmatrix} \succeq 0, \quad \hat{Z} \succ 0.
\]
Suppose that \( S \in \hat{P} \), i.e., \( C - A^* \tilde{y} \succeq \epsilon S \) for some \( \tilde{y} \in \mathbb{R}^m \) and \( \epsilon > 0 \). Then
\[
\begin{bmatrix}
-\alpha \epsilon S_1 & -\alpha \epsilon S_2 \\
-\alpha \epsilon S_2^T & (1 - \alpha) \hat{Z} - \alpha \epsilon S_3
\end{bmatrix} = C - A^* ((1 - \alpha) \hat{y} + \alpha \tilde{y}) - \alpha \epsilon S \succeq 0,
\]
for all \( \alpha \in [0, 1] \); in particular, \( S_1 \preceq 0 \). Pick a sufficiently small \( \alpha \in (0, 1) \) such that \( (1 - \alpha) \hat{Z} - \alpha \epsilon S_1 > 0 \). Then using the Schur complement, we have
\[
-\alpha \epsilon S_1 - \alpha^2 \epsilon S_2 ((1 - \alpha) \hat{Z} - \alpha \epsilon S_3)^{-1} S_2^T \succeq 0,
\]
or equivalently,
\[
S_1 + \alpha \epsilon S_2 ((1 - \alpha) \hat{Z} - \alpha \epsilon S_3)^{-1} S_2^T \preceq 0.
\]
Let \( x \in \ker(S_1) \). Then \( x^T (S_2 ((1 - \alpha) \hat{Z} - \alpha \epsilon S_3)^{-1} S_2^T) x \leq 0 \). But \( ((1 - \alpha) \hat{Z} - \alpha \epsilon S_1)^{-1} \) is positive definite, so we have \( S_2^T x = 0 \). This implies that \( \mathcal{R}(S_2) \subseteq \mathcal{R}(S_1) \).

Conversely, suppose that \( S = \begin{bmatrix} S_1 & S_2 \\ S_2^T & S_3 \end{bmatrix} \) satisfies \( S_1 \preceq 0 \) and \( \mathcal{R}(S_2) \subseteq \mathcal{R}(S_1) \). By Lemma 3.1, \( Z - \epsilon S \succeq 0 \) for sufficiently small \( \epsilon > 0 \). Therefore \( S \in \hat{P} \). □

4 Main results

We first recall that if strong duality holds for \( (P) \), then a small feasible perturbation leads to little change in the optimal value. Here \( f^* \) denotes the convex conjugation of an extended function \( f : \mathcal{V} \rightarrow \mathbb{R} \cup \{+\infty\} \), where \( (\mathcal{V}, \langle \cdot, \cdot \rangle_{\mathcal{V}}) \) is a Euclidean space, i.e., \( f^*(\phi) := \sup_x \{ \langle \phi, x \rangle_{\mathcal{V}} - f(x) : x \in \mathcal{V} \} \).

Theorem 4.1 ([5, 18]) The value function \( \text{val}_P : S^n \rightarrow [-\infty, \infty] \) is concave. Moreover, \( v_D = -(-\text{val}_P)^*(0) \), and the equality \( v_P = v_D \) holds if, and only if, \( \text{val}_P \) is upper semicontinuous at \( 0 \). In this case, \( X^* \) is an optimal solution of \( (D) \) if, and only if, \( \text{val}_P(S) - \text{val}_P(0) \leq \langle X^*, S \rangle \) for all \( S \in S^n \).

In particular, if strong duality holds for \( (P) \), then for any \( S \in S^n \), either \( (P_{\text{pert}}(S)) \) is infeasible or \( (P_{\text{pert}}(S)) \) has a finite optimal value. As a corollary of Theorem 4.1 we get the following linear order type result.
Corollary 4.2 Suppose that strong duality holds for \((P)\). Then there exists a constant \(\kappa > 0\) such that for any \(S \in \mathbb{S}^n\) with \((P_{\text{pert}}(S))\) feasible, \(\text{val}_P(S) - \text{val}_P(0) \leq \kappa \|S\|\).

What if strong duality does not hold? We consider the two different cases: (1) \((P)-(D)\) has a nonzero duality gap, and (2) the duality gap is zero, i.e., \(v_P = v_D\), but \(v_D\) is unattained.

4.1 Case 1: nonzero duality gap

In this case, we show in Theorem 4.6 below that:

for any \(S \in \hat{\mathcal{P}}\) and sufficiently small \(\epsilon > 0\), we have \(\epsilon S \in \mathcal{P}\) and \(\text{val}_P(\epsilon S) - \text{val}_P(0) \geq \frac{1}{2}(v_D - v_P) \in (0, +\infty]\).

First we show in Lemma 4.3, as a simple extension of Theorem 2.2, that when Assumption (1.1) holds, we get \(v_P^a = v_D\) even when \((D)\) is infeasible. (We already saw from Theorem 2.2 that if both \((P)\) and \((D)\) are feasible, then \(v_P^a = v_D\).) In particular, under Assumption 1.1, (2.2) holds and the duality gap between \((P)\) and \((D)\) is given by \(v_D - v_P = v_P^a - v_P \in [0, +\infty]\).

Lemma 4.3 Suppose that \((P)\) is feasible but its dual \((D)\) is infeasible. Then \(v_P^a = +\infty\).

Proof. If \((P)\) does not have a finite optimal value, then \(v_P^a \geq v_P = +\infty\) implies \(v_P^a = +\infty\).

Suppose that \((P)\) has a finite optimal value, i.e., \((P)\) satisfies Assumption 1.1. Since \((D)\) is infeasible, by Lemma 2.1 there exists a sequence \(\{(y^{(k)}, Z^{(k)})\}_k\) satisfying

\[b^T y^{(k)} \geq 1 \quad \text{and} \quad Z^{(k)} \succeq 0 \quad \text{for all} \quad k, \quad \text{and} \quad \lim_k \left( Z^{(k)} + A^* y^{(k)} \right) = 0.\]

By Theorem 2.2, \((D)\) cannot be strongly infeasible. Thus \(Z^{(k)} + A^* y^{(k)} \neq 0\) for all \(k\). (Otherwise \(y^{(k)}\) would be an improving direction for \((P)\), implying that \((D)\) is strongly infeasible from Lemma 2.1.)

For each \(k\), define

\[\hat{y}^{(k)} := \frac{1}{\|Z^{(k)} + A^* y^{(k)}\|^{1/2}} y^{(k)}, \quad \hat{Z}^{(k)} := \frac{1}{\|Z^{(k)} + A^* y^{(k)}\|^{1/2}} Z^{(k)}.\]

Then \(\hat{Z}^{(k)} \succeq 0\) for all \(k\),

\[\|\hat{Z}^{(k)} + A^* \hat{y}^{(k)}\| = \|Z^{(k)} + A^* y^{(k)}\|^{1/2} \implies \lim_k \left( \hat{Z}^{(k)} + A^* \hat{y}^{(k)} \right) = 0.\]
and
\[ b^T \hat{y}^{(k)} \geq \frac{1}{\|Z^{(k)} + \mathcal{A}^*y^{(k)}\|^{1/2}} \to +\infty \implies \lim_k b^T \hat{y}^{(k)} = +\infty. \]

On the other hand, since (P) is feasible, let \( \hat{y} \in \mathbb{R}^m \) satisfy \( C - \mathcal{A}^* \hat{y} \geq 0 \). Then \( \{\hat{y} + \hat{y}^{(k)}\}_k \) is asymptotically feasible for (P), and \( \lim_k b^T (\hat{y} + \hat{y}^{(k)}) = +\infty \). Hence \( v_\infty^\epsilon = +\infty. \square \)

Next we show that under Assumption 1.1, any perturbation \( S \in \mathbb{S}^n \) that gives a strictly feasible \( (P_{\text{pert}}(S)) \) leads to a big jump in the optimal value.

**Proposition 4.4** Suppose that (P) satisfies Assumption 1.1 and \( v_P < v_D \in \mathbb{R} \cup \{+\infty\} \). Suppose that \( S \in \mathbb{S}^n \) is given, such that the perturbed SDP \( (P_{\text{pert}}(S)) \) satisfies the Slater condition. Then for all sufficiently small \( \epsilon \in (0,1) \),
\[ \text{val}_P(\epsilon S) - \text{val}_P(0) \geq \frac{1}{2} (v_D - v_P). \]  

**Proof.** We consider two different cases: (D) is feasible and (D) is infeasible.

**Case 1:** (D) is feasible. Since \( (P_{\text{pert}}(S)) \) satisfies the Slater condition, we have that \( S \in \text{int}(\text{dom}(-\text{val}_P)) \). Note that \( -\text{val}_P(0) \in \mathbb{R} \), so \( -\text{val}_P \) is a proper convex function and we have [13, Prop. 1.2.5]
\[ v_D = -(-\text{val}_P(0))^{**} = \lim_{\epsilon \downarrow 0} \text{val}_P(\epsilon S). \]

In particular, for all sufficiently small \( \epsilon > 0 \), we have \( \text{val}_P(\epsilon S) \geq v_D - \frac{1}{2}(v_D - v_P) \). This proves (4.1).

**Case 2:** (D) is infeasible. In this case, \( (P_{\text{pert}}(S)) \) is feasible and the dual of \( (P_{\text{pert}}(S)) \) is infeasible. Hence Lemma 4.3 applies: there exists a sequence \( \{(y^{(k)}, Z^{(k)})\}_k \) satisfying
\[ Z^{(k)} \geq 0 \forall k, \quad \lim_k \left(Z^{(k)} + \mathcal{A}^*y^{(k)}\right) = C - S \quad \text{and} \quad \lim_k b^T y^{(k)} = +\infty. \]

Let \( \hat{y} \in \mathbb{R}^m \) satisfy \( \hat{Z} := C - \mathcal{A}^* \hat{y} - S \geq 0 \). Fix any \( \epsilon \in (0,\lambda_{\min}(\hat{Z})) \); then there exists \( K \) such that for all \( k \geq K \), \( \|Z^{(k)} + \mathcal{A}^*y^{(k)} - (C - S)\| \leq \epsilon \), implying that
\[ C - S - \mathcal{A}^*y^{(k)} - Z^{(k)} \geq -\epsilon I \geq -\hat{Z} \implies C - \frac{1}{2} \mathcal{A}^*(y^{(k)} + \hat{y}) \geq S + \frac{1}{2} Z^{(k)} \geq S. \]

Hence for all \( k \geq K \), \( \frac{1}{2}(y^{(k)} + \hat{y}) \) is feasible for \( (P_{\text{pert}}(S)) \). The fact that \( \lim_k b^T y^{(k)} = +\infty \) implies that \( \text{val}_P(S) = +\infty = v_D \), so (4.1) holds. \square

**Remark 4.5** Since the Slater condition is generic for feasible SDP instances of fixed size, e.g., [1, 10], the set of feasible perturbations \( S \) such that the perturbed SDP (P) fails the
Slater condition is also of measure zero. In other words, Proposition 4.4 indicates that the set of feasible perturbations of \((P)\) that does not lead to a “big” jump in optimal value is indeed of measure zero.

**Theorem 4.6** Suppose that \((P)\) satisfies Assumption 1.1 and \(v_P < v_D \in \mathbb{R} \cup \{+\infty\}\). Suppose that \(\text{face}(\mathcal{F}_P^n, S^n_+) = \begin{bmatrix} 0 & 0 \\ 0 & S^n_+ \end{bmatrix}\) and \(Z = \begin{bmatrix} 0 & 0 \\ 0 & \hat{Z} \end{bmatrix} \in \mathcal{F}_P^n\) with \(\hat{Z} \succ 0\). Let \(S \in \hat{P}\) and \(\epsilon \in (0, \delta)\), where \(\delta\) is defined in (3.4) as:

\[
\delta := \frac{\lambda_{\min}(\hat{Z})}{2 \left( ||S_3|| + ||S_2||_2^3 \lambda_{\max}(S_1^+) + 1 \right)}.
\]

Then we have \(\epsilon S \in \mathcal{P}\) and \(\text{face}(\mathcal{F}_P^n, S^n_+) \subseteq \text{face}(\mathcal{F}_P^n(\epsilon S), S^n_+)\). In particular, for all sufficiently small \(\epsilon > 0\),

\[
\text{val}_P(\epsilon S) - \text{val}_P(0) \geq \frac{1}{2} (v_D - v_P). \tag{4.2}
\]

**Proof.** From Lemma 3.1 we have \(Z - \epsilon S \succeq 0\), for all \(\epsilon \in (0, \delta)\); therefore \(\epsilon S \in \mathcal{P}\) and \(Z - \epsilon S \in \mathcal{F}_P^n(S)\). Also from Lemma 3.1, we have \(\mathcal{R}(Z) \subseteq \mathcal{R}(Z - \epsilon S)\), so

\[
\text{face}(\mathcal{F}_P^n, S^n_+) = \text{face} \left( \{ Z \}, S^n_+ \right) \subseteq \text{face} \left( \{ Z - \epsilon S \}, S^n_+ \right) \subseteq \text{face} \left( \mathcal{F}_P^n(\epsilon S), S^n_+ \right).
\]

It remains to prove (4.2). Let \(Q \in \mathbb{R}^{n \times \bar{n}}\) be such that \(Q\) has orthonormal columns and \(\text{face}(\mathcal{F}_P^n(\epsilon S), S^n_+) = QS^n_+Q^T\). Then

\[
\text{val}_P(\epsilon S) = \sup_y \left\{ b^T y : Q^T CQ - Q^T (A^* y) Q \succeq \epsilon Q^T S Q \right\}, \tag{4.3}
\]

which satisfies the Slater condition. On the other hand, consider the primal-dual pair:

\[
\hat{v}_P = \sup_y \left\{ b^T y : Q^T CQ - Q^T (A^* y) Q \succeq 0 \right\}, \tag{4.4}
\]

\[
\hat{v}_D = \inf_X \left\{ \langle C, Q \hat{X} Q^T \rangle : A(Q \hat{X} Q^T) = b, \ \hat{X} \succeq 0 \right\}. \tag{4.5}
\]

Since \(\text{face}(\mathcal{F}_P^n, S^n_+) \subseteq QS^n_+Q^T\) and \(\{ Q \hat{X} Q^T : A(Q \hat{X} Q^T) = b, \ \hat{X} \succeq 0 \} \subseteq \{ X : A(X) = b, X \succeq 0 \}\), we have

\[
\hat{v}_P = v_P < v_D \leq \hat{v}_D, \tag{4.6}
\]

i.e., the primal-dual pair (4.4) and (4.5) has a nonzero duality gap. Since (4.3) is a perturbation of (4.4), and satisfies the Slater condition by Proposition 4.4, we conclude
that (4.6) implies
\[
\text{val}_P(\epsilon S) - \text{val}_P(0) = \text{val}_P(\epsilon S) - \hat{v}_P \geq \frac{1}{2}(\hat{v}_D - \hat{v}_P) \geq \frac{1}{2}(v_D - v_P) \in (0, +\infty].
\]
This proves (4.2). □

4.2 Case 2: strong duality fails but duality gap is zero

If the duality gap between (P) and (D) is zero and yet strong duality fails, then by Theorem 4.1, the function \(\text{val}_P(\cdot)\) is upper semicontinuous at 0 but the subdifferential \(\partial(-\text{val}_P(\cdot))(0)\) is empty. Despite the non-existence of subgradients, we can show that, for some fixed positive integer \(d\), \(\text{val}_P(S) - \text{val}_P(0) = O(\|S\|^{1/2d})\) if \(S \in \mathcal{P}\) is sufficiently small in norm. This result relies on the following error bound result for LMI.

**Theorem 4.7 ([20], Theorem 3.3)** Suppose that the set \(F^Z_P\) of feasible slacks of (P) is nonempty. Then there exist constants \(\kappa > 0\) and \(\bar{\epsilon} \in (0, 1)\) such that for any \(\epsilon \in (0, \bar{\epsilon})\) and any \(\tilde{Z} \in \mathbb{S}^n\) satisfying
\[
\text{dist}(\tilde{Z}, C + \mathcal{R}(A^*)) \leq \epsilon, \quad \lambda_{\text{min}}(\tilde{Z}) \geq -\epsilon,
\]
we have
\[
\text{dist}(\tilde{Z}, F^Z_P) \leq \kappa(1 + \|\tilde{Z}\|)\epsilon^{1/2d(A, C)},
\]
where \(d(A, C)\) is the degree of singularity of the linear subspace \(\text{span}\{C\} \cup \mathcal{R}(A^*)\), defined in Definition 2.7.

We first deal with the case where (D) satisfies the Slater condition, in Section 4.3; then we use this to prove the general result in Section 4.4.

4.3 Case 2(a): (D) satisfies the Slater condition

We first prove a weaker result assuming that the dual (D) satisfies the Slater condition (which together with the feasibility of (P) implies that \(v_P = v_D\)).

**Proposition 4.8** Suppose that (P) satisfies Assumption 1.1 and that (D) satisfies the Slater condition. Then there exist constants \(\kappa > 0\) and \(\bar{\epsilon} \in (0, 1)\) such that for any \(S \in \mathbb{S}^n\) with \(0 < \|S\| \leq \bar{\epsilon}\) and \((P_{\text{pert}}(S))\) feasible,
\[
\text{val}_P(S) - \text{val}_P(0) \leq \kappa\|S\|^{1/2d(A, C)}.
\]
(4.7)
Proof. Let $\kappa_0 > 0$ and $\bar{\epsilon} \in (0, 1)$ be such that for any $Y \in S^n$ and $\epsilon \in (0, \bar{\epsilon})$ with

$$\text{dist}(Y, C + R(A^*)) \leq \epsilon, \quad \lambda_{\min}(Y) \geq -\epsilon,$$

the following error bound holds:

$$\text{dist}(Y, F^Z_P) \leq \kappa_0(1 + \|Y\|)\epsilon^{1/2d(A, C)}.$$  \hspace{1cm} (4.8)

Let $\tilde{X}$ be a strictly feasible solution of (D). Fix any $S \in S^n$ with $(P_{\text{pert}}(S))$ feasible and $\|S\| \leq \bar{\epsilon}$. Since the dual of $(P_{\text{pert}}(S))$ has a (strictly) feasible solution $\tilde{X}$, we get that $\text{val}_P(S) < +\infty$ and that $\text{val}_P(S)$ is attained, i.e., there exist $\tilde{y}, \tilde{Z}$ satisfying

$$b^T \tilde{y} = \text{val}_P(S), \quad \tilde{Z} = C - S - A^* \tilde{y} \succeq 0.$$  

For any $y \in \mathbb{R}^m$ satisfying $Z := C - A^* y \succeq 0$,

$$\text{val}_P(S) - \text{val}_P(0) \leq b^T \tilde{y} - b^T y = \langle \tilde{X}, C - S - \tilde{Z} \rangle - \langle \tilde{X}, C - Z \rangle \leq \|\tilde{X}\||Z - (\tilde{Z} + S)||.$$

Minimizing over all $Z \in F^Z_P$,

$$\text{val}_P(S) - \text{val}_P(0) \leq \|\tilde{X}\| \text{dist}(\tilde{Z} + S, F^Z_P).$$  \hspace{1cm} (4.9)

But $\tilde{Z} + S \in C + R(A^*)$ and $\lambda_{\min}(\tilde{Z} + S) \geq -\|S\|$ (because $\tilde{Z} + S \succeq S \geq -\|S\| I$). Hence by (4.8), $\text{dist}(\tilde{Z} + S, F^Z_P) \leq \kappa_0(1 + \|\tilde{Z} + S\|)\|S\|^{1/2d(A, C)}$. Hence by (4.9),

$$\text{val}_P(S) - \text{val}_P(0) \leq \kappa_0 \|\tilde{X}\|(1 + \|\tilde{Z} + S\|)\|S\|^{1/2d(A, C)}.  \hspace{1cm} (4.10)$$

Now observe that

$$\lambda_{\min}(\tilde{X})\|\tilde{Z}\| \leq \langle C - S - A^* \tilde{y}, \tilde{X} \rangle \leq \langle C - S, \tilde{X} \rangle - \text{val}_P(S)$$

$$\implies \|\tilde{Z} + S\| \leq \|S\| + \|\tilde{Z}\| \leq \|S\| + \frac{1}{\lambda_{\min}(\tilde{X})} \left( \langle C - S, \tilde{X} \rangle - \text{val}_P(S) \right).$$  \hspace{1cm} (4.11)

Using (4.11) and the assumption that $\|S\| < 1$, the right-hand side of (4.10) no greater
than the expression
\[ \kappa_0 \| \tilde{X} \| \left( 1 + \frac{1}{\lambda_{\min}(\tilde{X})} \left( (C - S, \tilde{X}) - \text{val}_P(S) \right) \right) \| S \|^{1/2(A,C)} \]
\[ \leq \kappa_0 \frac{\| \tilde{X} \|}{\lambda_{\min}(\tilde{X})} \left( 2\lambda_{\min}(\tilde{X}) + (C - S, \tilde{X}) - \text{val}_P(0) \right) \| S \|^{1/2(A,C)}. \]

Putting back into (4.10), we get
\[ \left( 1 + \kappa_0 \frac{\| \tilde{X} \|}{\lambda_{\min}(\tilde{X})} \| S \|^{1/2(A,C)} \right) (\text{val}_P(S) - \text{val}_P(0)) \]
\[ \leq \kappa_0 \frac{\| \tilde{X} \|}{\lambda_{\min}(\tilde{X})} \left( 2\lambda_{\min}(\tilde{X}) + (C - S, \tilde{X}) - \text{val}_P(0) \right) \| S \|^{1/2(A,C)}. \]

Note that \( 2\lambda_{\min}(\tilde{X}) + (C - S, \tilde{X}) - \text{val}_P(0) \leq 2\lambda_{\min}(\tilde{X}) + \| \tilde{X} \| + (C, \tilde{X}) - \text{val}_P(0), \) which is positive by weak duality. Defining
\[ \kappa = \kappa_0 \frac{\| \tilde{X} \|}{\lambda_{\min}(\tilde{X})} \left( 2\lambda_{\min}(\tilde{X}) + \| \tilde{X} \| + (C, \tilde{X}) - \text{val}_P(0) \right), \]
we get from (4.12) that \( \text{val}_P(S) - \text{val}_P(0) \leq \kappa \| S \|^{1/2(A,C)}. \)

### 4.4 Case 2(b): (D) does not satisfy the Slater condition

Now we consider the case where \( v_P = v_D \in \mathbb{R} \) but \( v_D \) is unattained and (D) fails the Slater condition. Such a scenario can occur, as we can see in Example 2.12. We show that a bound of the form \( \text{val}_P(S) - \text{val}_P(0) \leq \kappa \| S \|^{1/2(A,C)} \) holds even in this case. The proof idea is to restrict (D) on its minimal face, and then to use the fact that such a restriction does not change the degree of singularity of (P):

**Lemma 4.9** Suppose that (P) and (D) are feasible, and the minimal face of (D) is given by \( \tilde{P} \mathbb{S}^r_+ \tilde{P}^T \) for some full column rank matrix \( \tilde{P} \in \mathbb{R}^{n \times r} \) (with \( r > 0 \)). Then
\[ \sup_y \left\{ b^T y : \tilde{P}^T (C - A^* y) \tilde{P} \geq 0 \right\} \]  
(4.13)
is also feasible, and \( d(A(\tilde{P} \cdot \tilde{P}^T), \tilde{P}^T C \tilde{P}) \leq d(A, C). \)

The proof of Lemma 4.9 is given on Page 33 in Appendix C. Now we prove the main results of this section.

**Theorem 4.10** Assume that (P) satisfies Assumption 1.1, and that \( v_P = v_D \in \mathbb{R} \) but \( v_D \) is unattained. Then there exist \( \bar{\epsilon} \in (0,1) \) and \( \kappa > 0 \) such that for any \( S \in \mathbb{S}^n \) with
(P_{pert}(S)) feasible and \(\|S\| \leq \bar{\epsilon}\),

\[ \text{val}_P(S) - \text{val}_P(0) \leq \kappa \|S\|^{1/2\|A,C\|} . \]

**Proof.** If (D) satisfies the Slater condition, then the statement in the theorem holds by Proposition 4.8. In the remainder of the proof we assume that (D) fails the Slater condition.

Since \(v_D\) is assumed to be unattained, the minimal face of (D) does not equal \(\{0\}\).\(^6\) Let \(\tilde{P} S^r_+ \tilde{P}^T\) be the minimal face of \(S^r_+\) containing the feasible region of (D) with \(\tilde{P}^T \tilde{P} = I\). Therefore we have \(v_D = \tilde{v}_D\), where

\[ \tilde{v}_D := \inf_W \left\{ \langle C, \tilde{P}W\tilde{P}^T \rangle : A(\tilde{P}W\tilde{P}^T) = b, W \succeq 0 \right\} . \] (4.14)

By definition of minimal face, (4.14) satisfies the Slater condition. Note that since (D) has no optimal solution, (4.14) has no optimal solution either. The dual of (4.14) is given by

\[ \tilde{v}_P := \sup_y \left\{ b^T y : \tilde{P}^T(C - A^*y)\tilde{P} \succeq 0 \right\} , \] (4.15)

Any \(y\) feasible for (P) is also feasible for (4.15). Hence we have

\[ v_P = v_D = \tilde{v}_D \geq \tilde{v}_P \geq v_P, \text{ i.e., } v_P = \tilde{v}_P . \] (4.16)

Moreover, the primal-dual pair (4.15)-(4.14) satisfies the assumptions in Proposition 4.8, which together with Lemma 4.9 implies that there exist constants \(\kappa > 0\) and \(\bar{\epsilon} \in (0,1)\) such that for any \(\bar{S} \in \mathbb{S}^r\) with \(0 < \|\bar{S}\| \leq \bar{\epsilon}\),

\[ \tilde{P}^T(C - A^*y)\tilde{P} \succeq S \text{ feasible } \implies \sup_y \left\{ b^T y : \tilde{P}^T(C - A^*y)\tilde{P} \succeq S \right\} - \tilde{v}_P \leq \kappa \|\bar{S}\|^{1/2\|A,C\|} . \] (4.17)

Fix any \(S \in \mathbb{S}^n\) with (P_{pert}(S)) feasible and \(\|S\| \leq \bar{\epsilon}\). Then by weak duality and the fact that the feasible region of (D) is contained in \(\tilde{P} S^r_+ \tilde{P}^T\),

\[ \text{val}_P(S) \leq \inf_X \left\{ \langle C - S, X \rangle : A(X) = b, X \succeq 0 \right\} \]

\[ = \inf_W \left\{ \langle C - S, \tilde{P}W\tilde{P}^T \rangle : A(\tilde{P}W\tilde{P}^T) = b, W \succeq 0 \right\} , \] (4.18)

which satisfies the Slater condition. Since \(\tilde{P}^T(C - A^*y)\tilde{P} \succeq \tilde{P}^T S\tilde{P}\) is feasible, strong

---

\(^6\) If the minimal face of (D) is \(\{0\}\), then \(X = 0\) is the only feasible solution. This implies that \(b = 0\) and \(v_D = 0\), so \(v_P = 0 = v_D\) and any primal/dual feasible solution is optimal.
duality holds and
\[
\inf_{W}\left\{ (C - S, \tilde{P}W\tilde{P}^T) : A(\tilde{P}W\tilde{P}^T) = b, \ W \succeq 0 \right\} = \sup_y \left\{ b^Ty : \tilde{P}^T(C - A^*y)\tilde{P} \succeq \tilde{P}^T S \tilde{P} \right\}.
\]
(4.19)

Since \(\|\tilde{P}^T S \tilde{P}\| \leq \|S\| \leq \bar{\epsilon}\), we can use (4.16), (4.17), (4.19) and (4.18) to get
\[
\text{val}_P(S) - \text{val}_P(0) = \text{val}_P(S) - \bar{v}_P \leq \kappa \|\tilde{P}^T S \tilde{P}\|^{1/2d(A,C)} \leq \kappa \|S\|^{1/2d(A,C)}.
\]
□

**Remark 4.11** The assumption that \(v_P = v_D\) is important in this proof because this ensures that \(v_P = \bar{v}_P\) in (4.16), which generally does not hold because the feasible region of (4.15) is only a subset of the feasible region of (P).

## 5 Conclusion

In this paper we have studied the sensitivity analysis for feasible SDP in the case of where strong duality fails. We have used the notions of asymptotics, facial reduction and degree of singularity to find bounds on the growth of the objective value based on the size of feasible perturbations. In particular, the relative growth is infinite along all feasible perturbation directions in the case of a nonzero duality gap, while it is bounded by a constant dependent on the degree of singularity if there is a zero duality gap. Examples, including semidefinite completion problems, are included to illustrate the close relationship between the actual growth and the derived error bounds.

One of our main tools is the degree of singularity that is based on the number of facial reduction steps. This illustrates the usefulness of carefully analyzing and taking advantage of the geometry of SDP.

### Appendix A  Facial reduction

We first present a basic version of the facial reduction algorithm, from [16], in Algorithm A.1. The algorithm takes a linear subspace \(\mathcal{L} \subseteq \mathbb{S}^n\) as input, and outputs the degree of singularity \(d(\mathcal{L} \cap \mathbb{S}^n_+, \mathbb{S}^n_+)\) as well as the minimal face \(\text{face}(\mathcal{L} \cap \mathbb{S}^n_+, \mathbb{S}^n_+)\). We start with \(K_0 := \mathbb{S}^n_+\); in each iteration \(j\) of the facial reduction algorithm, we either determine that \(\mathcal{L} \cap \text{ri}(K_j) \neq \emptyset\), or find \(D^{(j+1)} \in \text{ri}(\mathcal{L}^\perp \cap (K_j)^*) \setminus (-K_j)^*\) and update \(K_{j+1} = K_j \cap \{D^{(j+1)}\}^\perp\). In particular, Algorithm A.1 finds a finite sequence \((D^{(1)}, \ldots, D^{(d(\mathcal{L} \cap \mathbb{S}^n_+, \mathbb{S}^n_+))})\) that is an element of \(\mathcal{C}(\mathcal{L} \cap \mathbb{S}^n_+, \mathbb{S}^n_+)\) and a corresponding sequence of cones \(K_1 \supseteq K_2 \supseteq \cdots \supseteq K_{d(\mathcal{L} \cap \mathbb{S}^n_+, \mathbb{S}^n_+)} \supseteq \mathcal{L} \cap \mathbb{S}^n_+.\)
Algorithm A.1: Facial reduction algorithm

Input: linear subspace $\mathcal{L} \subseteq \mathbb{S}^n$
Output: degree of singularity $d(\mathcal{L} \cap \mathbb{S}_+^n, \mathbb{S}_+^n)$, minimal face of $\mathcal{F} = \text{face}(\mathcal{L} \cap \mathbb{S}_+^n, \mathbb{S}_+^n)$

\begin{align*}
\text{find}\ D^{(1)} \in \text{ri}(\mathcal{L}^\perp \cap \mathbb{S}_+^n); \\
\text{if}\ D^{(1)} = 0 \text{ or } D^{(1)} > 0 \text{ then} \\
&\quad \% \text{ minimal face found} \\
&\quad \text{if } D^{(1)} = 0 \text{ then} \\
&\quad & \mathcal{F} \leftarrow \mathbb{S}_+^n; \\
&\quad \text{else} \\
&\quad & \mathcal{F} \leftarrow \{0\}; \\
&\quad \text{endif} \\
&\quad d(\mathcal{L} \cap \mathbb{S}_+^n, \mathbb{S}_+^n) \leftarrow 0; \\
&\quad \text{STOP}; \\
\text{else} \\
&\quad \mathcal{K}_1 \leftarrow \mathbb{S}_+^n \cap \{D^{(1)}\}^\perp; \\
\text{endif} \\
\text{for } j = 2, \ldots \text{ do} \\
&\quad \text{find } D^{(j)} \in \text{ri}(\mathcal{L}^\perp \cap (\mathcal{K}_{j-1})^*); \\
&\quad \text{if } D^{(j)} \in (-\mathcal{K}_{j-1})^* \text{ then} \\
&\quad & \text{d}(\mathcal{L} \cap \mathbb{S}_+^n, \mathbb{S}_+^n) \leftarrow j - 1; \\
&\quad & \mathcal{F} \leftarrow \mathcal{K}_{j-1}; \\
&\quad & \text{STOP}; \\
&\quad \text{else} \\
&\quad & \mathcal{K}_j \leftarrow \mathcal{K}_{j-1} \cap \{D^{(j)}\}^\perp; \\
&\quad \text{endif} \\
&\text{endfor}
\end{align*}
Observe that the dimension of $K_{j+1} = K_j \cap \{D^{(j+1)}\}^\perp$ must be strictly less than the dimension of $K_j$, by the choice of $D^{(j+1)}$. Hence the for-loop in Algorithm A.1 must terminate in finitely many iterations.

We can describe more precisely the relationship between any finite sequence $(D^{(1)}, \ldots, D^{(k)})$ in $C(L \cap S_+^n, S_+^n)$ (such as the one found in Algorithm A.1) and the corresponding sequence of cones $K_1 \supseteq K_2 \supseteq \cdots \supseteq K_{d(L \cap S_+^n, S_+^n)}$.

**Proposition A.1** Let $L \subseteq S^n$ be a linear subspace with $k := d(L \cap S_+^n, S_+^n) > 0$. Pick any $(D^{(1)}, \ldots, D^{(k)}) \in C(L \cap S_+^n, S_+^n)$, and define

$$K_0 := S_+^n, \quad K_j := K_{j-1} \cap \{D^{(j)}\}^\perp, \quad \forall j = 1, \ldots, k.$$  

Then there exist full column rank matrices $Q^{(1)} \in \mathbb{R}^{n \times n_1}, Q^{(2)} \in \mathbb{R}^{n_1 \times n_2}, \ldots, Q^{(k)} \in \mathbb{R}^{n_{k-1} \times n_k}$ with $Q^{(j)} := Q^{(1)}Q^{(2)} \cdots Q^{(j)} \in \mathbb{R}^{n \times n_j}$ (for all $j = 1, \ldots, k$) satisfying

1. $0 \neq D^{(1)} \succeq 0$ and $0 \neq (\bar{Q}^{(j)})^T D^{(j+1)} \bar{Q}^{(j)} \succeq 0$, for all $j = 1, \ldots, k-1$;
2. $\ker(D^{(1)}) = \mathcal{R}(Q^{(1)})$ and $\ker((\bar{Q}^{(j)})^T D^{(j+1)} \bar{Q}^{(j)}) = \mathcal{R}(Q^{(j+1)})$ for all $j = 1, \ldots, k-1$; and
3. $K_j = \bar{Q}^{(j)} S_+^{n_j} (\bar{Q}^{(j)})^T$ for all $j = 1, \ldots, k$.

**Proof.** Since $0 \neq D^{(1)} \in \text{ri}(L^\perp \cap S_+^n)$, the conditions (1)-(3) immediately hold for $j = 1$. Suppose that the conditions hold for all $1 \leq j \leq \tilde{k}$, where $\tilde{k} < k$; we show that they hold for $j = \tilde{k} + 1$ too. Recall that $D^{(\tilde{k}+1)} \in (K_{\tilde{k}})^* \setminus (-\bar{K}_{\tilde{k}})^*$. By the induction assumption that $K_{\tilde{k}} = \bar{Q}^{(\tilde{k})} S_+^{n_{\tilde{k}}} (\bar{Q}^{(\tilde{k})})^T$, we get

$$0 \neq (\bar{Q}^{(\tilde{k})})^T D^{(\tilde{k}+1)} \bar{Q}^{(\tilde{k})} \succeq 0,$$  

(A.1)

so condition (1) holds and there exists a full column rank matrix $Q^{(\tilde{k}+1)} \in \mathbb{R}^{n_{\tilde{k}} \times n_{\tilde{k}+1}}$ such that $\ker((\bar{Q}^{(\tilde{k})})^T D^{(\tilde{k}+1)} \bar{Q}^{(\tilde{k})}) = \mathcal{R}(Q^{(\tilde{k}+1)})$, i.e., condition (2) holds. Finally, by (A.1) and the definition of $Q^{(\tilde{k}+1)}$,

$$K_{\tilde{k}+1} = \bar{Q}^{(\tilde{k})} S_+^{n_{\tilde{k}}} (\bar{Q}^{(\tilde{k})})^T \cap \{D^{(\tilde{k}+1)}\}^\perp = \bar{Q}^{(\tilde{k})} Q^{(\tilde{k}+1)} S_+^{n_{\tilde{k}}} (\bar{Q}^{(\tilde{k}+1)})^T (\bar{Q}^{(\tilde{k})})^T,$$

so condition (3) holds too. □

An immediate consequence of Proposition A.1 is that, by looking at appropriate nullspaces associated with the matrices $D^{(1)}, \ldots, D^{(k)}$, we can get an explicit description of the minimal face face$(L \cap S_+^n, S_+^n)$, in the form of $Q S_+^n Q^T$.  
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It is also immediate from Proposition A.1 that the facial reduction algorithm presented in [20] is equivalent to Algorithm A.1; in [20], a rank-revealing rotation is applied in each step, i.e., $L$ is updated to be $(\tilde{Q}^{(j)})^T L \tilde{Q}^{(j)}$ and $K_j \leftarrow (\tilde{Q}^{(j)})^T K_j \tilde{Q}^{(j)} = \begin{bmatrix} 0 & 0 \\ 0 & S_{n+}^k \end{bmatrix}$, in the $j$-th iteration.

**Appendix B  Well-definedness of the degree of singularity.**

The sequence of matrices $(D^{(1)}, \ldots, D^{(d(L \cap S_{n+}^n, S_{n+}^n))})$ found in Algorithm A.1 is an element of the set $C(L \cap S_{n+}^n, S_{n+}^n)$ (defined on Page 9). Naturally, Algorithm A.1 may use any arbitrary sequence from $C(L \cap S_{n+}^n, S_{n+}^n)$. Such flexibility in the choice, however, is not an issue: in Proposition B.1 below we show that any two distinct sequences in $C(L \cap S_{n+}^n, S_{n+}^n)$ provide the same information. In particular, the degree of singularity in Definition 2.7 is well-defined.

**Proposition B.1** Let $L \subseteq S^n$ be a linear subspace, and let $(D^{(1)}, \ldots, D^{(k)}), (\hat{D}^{(1)}, \ldots, \hat{D}^{(k)}) \in C(L \cap S_{n+}^n, S_{n+}^n)$. Then $k = \hat{k}$. Moreover, for each $j = 1, \ldots, k$, letting $K_j := S_{n+}^n \cap \{D^{(1)}\}^\perp \cap \cdots \cap \{D^{(j)}\}^\perp$ and $\hat{K}_j := S_{n+}^n \cap \{\hat{D}^{(1)}\}^\perp \cap \cdots \cap \{\hat{D}^{(j)}\}^\perp$, we have that $K_j = \hat{K}_j = Q^{(j)} S_{n+}^n (Q^{(j)})^T$ for some full column rank matrix $Q^{(j)}$.

**Proof.** It is immediate that $R(D^{(1)}) = R(\hat{D}^{(1)})$, so $K_1 = \hat{K}_1 = Q^{(1)} S_{n+}^n (Q^{(1)})^T$, where $Q^{(1)}$ is any full column rank matrix such that $R(Q^{(1)}) = \ker(D^{(1)}) = \ker(\hat{D}^{(1)})$. Suppose that $K_{j-1} = \hat{K}_{j-1}$ for all $1 \leq j \leq \hat{k}$, for some $1 \leq \hat{k} \leq \min\{k, \hat{k}\} - 1$. Since $D^{(j)}, \hat{D}^{(j)} \in ri(L^\perp \cap (K_{j-1})^\ast)$, by Proposition A.1 we have that $K_j = K_{j-1} \cap \{D^{(j)}\}^\perp = K_{j-1} \cap \{\hat{D}^{(j)}\}^\perp = \hat{K}_j = Q^{(j)} S_{n+}^n (Q^{(j)})^T$ for some full column rank matrix $Q^{(j)}$, by Item (3) of Proposition A.1. Hence $K_j = \hat{K}_j = Q^{(j)} S_{n+}^n (Q^{(j)})^T$ for all $j = 1, \ldots, \min\{k, \hat{k}\}$.

Next we show that $k = \hat{k}$. Suppose without loss of generality that $k \leq \hat{k}$. Then by Proposition 2.5,

$$L^\perp \cap (K_k)^\ast = L^\perp \cap (K_k)^\ast \subseteq (-K_k)^\ast = (-\hat{K}_k)^\ast,$$

which implies that $L \cap ri(\hat{K}_k) \neq \emptyset$. Hence $k = \hat{k}$. $\square$

From Proposition B.1, we see that for fixed linear subspace $L \subseteq S^n$, any finite sequence $(D^{(1)}, \ldots, D^{(d(L \cap S_{n+}^n, S_{n+}^n))})$ satisfying the conditions in Definition 2.6 gives the same chain of cones $K_1 \supseteq K_2 \supseteq \cdots \supseteq K_d(L \cap S_{n+}^n, S_{n+}^n)$.

**Appendix C  Proof of Lemma 4.9.**

In the following, we prove Lemma 4.9. We first need a few elementary results. Fix any $K \in S_{n+}^n$ and any linear subspace $L \subseteq \text{span}(K)$. Then $K = QS_{n+}^n Q^T$ for some matrix
\( Q \in \mathbb{R}^{n \times \bar{n}} \) with orthonormal columns and \( 1 \leq \bar{n} < n \), and the equality \( \mathcal{L} \cap QS_{+}^{\bar{n}}Q^{T} = Q(Q^{T}\mathcal{L}Q \cap S_{+}^{\bar{n}})Q^{T} \) holds. Define

\[
d(\mathcal{L} \cap \mathcal{K}, \mathcal{K}) = d(\mathcal{L} \cap QS_{+}^{\bar{n}}Q^{T}, QS_{+}^{\bar{n}}Q^{T}) := d(Q^{T}\mathcal{L}Q \cap S_{+}^{\bar{n}}, S_{+}^{\bar{n}}).
\]

We first prove that one iteration of facial reduction does decrease the degree of singularity by 1.

**Lemma C.1** Let \( \mathcal{L} \subseteq S_{+}^{n} \) be a linear subspace such that \( d(\mathcal{L} \cap S_{+}^{n}, S_{+}^{n}) > 0 \). Fix any \( D \in \text{ri}(\mathcal{L} \cap S_{+}^{n}) \). Then

\[
d(\tilde{\mathcal{L}} \cap \tilde{\mathcal{K}}, \tilde{\mathcal{K}}) = d(\mathcal{L} \cap S_{+}^{n}, S_{+}^{n}) - 1, \quad \text{where } \tilde{\mathcal{L}} := \mathcal{L} \cap \text{span}(\tilde{\mathcal{K}}) \text{ and } \tilde{\mathcal{K}} = S_{+}^{n} \cap \{D\}^\perp.
\]

**Proof.** Let \( k := d(\mathcal{L} \cap S_{+}^{n}, S_{+}^{n}) - 1 \geq 0 \) and \( Q \in \mathbb{R}^{n \times \bar{n}} \) be a matrix with orthonormal columns such that \( \ker(D) = \mathcal{R}(Q) \). Then \( \tilde{\mathcal{K}} = QS_{+}^{\bar{n}}Q^{T} \).

If \( k = 0 \), then there exists some \( X \in \mathcal{L} \cap \text{ri}(S_{+}^{n} \cap \{D\}^\perp) \), i.e., \( X = Q\tilde{X}Q^{T} \in \mathcal{L} \) for some \( \tilde{X} \succ 0 \). Then \( \tilde{X} \in Q^{T}\mathcal{L}Q \cap S_{++}^{\bar{n}} \), i.e., \( d(\mathcal{L} \cap \tilde{\mathcal{K}}, \tilde{\mathcal{K}}) = 0 = k \).

Suppose that \( k > 0 \). Pick any \( D^{(1)}, \ldots, D^{(k)} \in S_{+}^{n} \) such that \( (D, D^{(1)}, \ldots, D^{(k)}) \in \mathcal{C}(\mathcal{L} \cap S_{+}^{n}, S_{+}^{n}) \). By Definition 2.6, we have that

\[
D^{(j)} \in \text{ri}(\mathcal{L} \cap (K_{j-1}^{*})^\perp \setminus (-K_{j-1})^* \quad \text{and} \quad \mathcal{L} \cap \text{ri}(K_{j}) \neq \emptyset, \quad (C.1)
\]

where \( K_{0} = S_{+}^{n} \cap \{D\}^\perp = QS_{+}^{\bar{n}}Q^{T} \) and \( K_{j} = K_{j-1} \cap \{D^{(j)}\}^\perp \) for all \( j = 1, \ldots, k \). Define

\[
\begin{align*}
\tilde{\mathcal{L}} & := Q^{T}\tilde{\mathcal{L}}Q \\
\tilde{D}^{(j)} & := Q^{T}D^{(j)}Q, \quad \forall j = 1, \ldots, k, \\
\tilde{K}_{0} & := S_{+}^{\bar{n}} \quad \text{and} \quad \tilde{K}_{j} := \tilde{K}_{j-1} \cap \{\tilde{D}^{(j)}\}^\perp, \quad \forall j = 1, \ldots, k.
\end{align*}
\]

We show that

\( (1) \) \( K_{j} = Q\tilde{K}_{j}Q^{T} \), for all \( j = 1, \ldots, k \);

\( (2) \) \( \tilde{\mathcal{L}}^\perp \cap (K_{j})^{*} = Q^{T}(\mathcal{L}^\perp \cap (K_{j})^{*})Q \), for all \( j = 1, \ldots k \);

\( (3) \) \( \tilde{D}^{(j)} \in \text{ri}(\tilde{\mathcal{L}}^\perp \cap (\tilde{K}_{j-1})^{*}) \setminus (-\tilde{K}_{j-1})^{*} \), for all \( j = 1, \ldots k \); and

\( (4) \) \( \tilde{\mathcal{L}} \cap \text{ri}(\tilde{K}_{k}) \neq \emptyset. \)

Fix any \( j \in \{1, \ldots, k\} \).

For item (1), pick any \( X \in K_{j} \subseteq K_{0} \). Then \( X = Q\tilde{X}Q^{T} \) for some \( \tilde{X} \succeq 0 \), and for all \( j = 1, \ldots, k \), \( \langle X, D^{(j)} \rangle = \langle X, QD^{(j)}Q^{T} \rangle = \langle X, D^{(j)} \rangle = 0. \) Hence \( \tilde{X} \in \tilde{K}_{j} \), implying that
\( \mathcal{K}_j \subseteq Q\tilde{K}_j Q^T \). Conversely, pick any \( \tilde{X} \in \tilde{K}_j \) and define \( X := Q\tilde{X} Q^T \). Then \( X \in \mathcal{K}_0 \) and for all \( j = 1, \ldots, k \), \( \langle X, D^{(j)} \rangle = \langle \tilde{X}, D^{(j)} \rangle = 0 \). Hence \( Q\tilde{K}_j Q^T \subseteq \mathcal{K}_j \).

For item (2), pick any \( X \in \mathcal{L}^\perp \cap (\mathcal{K}_j)^* \) and let \( \tilde{X} := Q^TXQ \). For all \( \tilde{Y} \in \tilde{\mathcal{L}}, \tilde{Y} = Q^TYQ \) for some \( Y \in \tilde{\mathcal{L}} = \mathcal{L} \cap Q \mathbb{S}^n Q^T \), so \( 0 = \langle X, Y \rangle = \langle X, Q^TYQ \rangle = \langle \tilde{X}, \tilde{Y} \rangle \). Hence \( \tilde{X} \in \tilde{\mathcal{L}}^\perp \).

By (1), we have
\[
(\mathcal{K}_j)^* = (Q\tilde{K}_j Q^T)^* = \{ W \in \mathbb{S}^n : Q^T W Q \in (\tilde{\mathcal{K}}_j)^* \},
\]
so \( \tilde{X} \in (\tilde{\mathcal{K}}_j)^* \). Therefore we have \( Q^T (\mathcal{L}^\perp \cap (\mathcal{K}_j)^*) Q \subseteq \tilde{\mathcal{L}}^\perp \cap (\tilde{\mathcal{K}}_j)^* \). Conversely, pick any \( \tilde{X} \in \tilde{\mathcal{L}}^\perp \cap (\tilde{\mathcal{K}}_j)^* \) and define \( X := Q\tilde{X} Q^T \). Then \( X \in \tilde{\mathcal{L}}^\perp = \mathcal{L}^\perp + (\mathcal{K}_0)^\perp \). Let \( X^{(1)} \in \mathcal{L}^\perp \) and \( X^{(2)} \in (\mathcal{K}_0)^\perp \) satisfy \( X = X^{(1)} + X^{(2)} \). Observe that \( X^{(1)} \in (\mathcal{K}_j)^* \): for any \( Y \in \mathcal{K}_j \), there exists \( \tilde{Y} \in \tilde{\mathcal{K}}_j \) such that \( Y = Q\tilde{Y} Q^T \) by item (1), and \( \langle X^{(1)}, Y \rangle = \langle X - X^{(2)}, Q\tilde{Y} Q^T \rangle = \langle \tilde{X}, \tilde{Y} \rangle \geq 0 \) since \( \tilde{X} \in (\tilde{\mathcal{K}}_j)^* \). Therefore \( X^{(1)} \in L^\perp \cap (\mathcal{K}_j)^* \), and \( \tilde{X} = Q^T XQ = Q^T X^{(1)} Q \in Q^T (\mathcal{L}^\perp \cap (\mathcal{K}_j)^*) Q \), showing that \( \tilde{X} \in \tilde{\mathcal{L}}^\perp \cap (\tilde{\mathcal{K}}_j)^* \subseteq Q^T (\mathcal{L}^\perp \cap (\mathcal{K}_j)^*) Q \).

Item (3) follows from (C.1) and item (2):
\[
\tilde{\mathcal{D}}^{(j)} \in Q^T (\text{ri}(\mathcal{L}^\perp \cap (\mathcal{K}_j)^*)) Q \setminus (-\tilde{\mathcal{K}}_j)^* = \text{ri}(Q^T (\mathcal{L}^\perp \cap (\mathcal{K}_j)^*) Q) \setminus (-\tilde{\mathcal{K}}_j)^* = \text{ri}(\tilde{\mathcal{L}}^\perp \cap (\tilde{\mathcal{K}}_j)^*) \setminus (-\tilde{\mathcal{K}}_j)^*.
\]

Finally, for item (4), by (C.1) there exists
\[
X \in \mathcal{L} \cap \text{ri}(\mathcal{K}_k) = \mathcal{L} \cap \text{ri}(Q\tilde{K}_k Q^T) = \mathcal{L} \cap Q \text{ri}(\mathcal{K}_k) Q^T = \tilde{\mathcal{L}} \cap Q (\text{ri}(\mathcal{K}_k)) Q^T \subseteq Q (\tilde{\mathcal{L}} \cap \text{ri}(\mathcal{K}_k)) Q^T.
\]
Hence \( \tilde{\mathcal{L}} \cap \text{ri}(\mathcal{K}_k) \neq \emptyset \).

Consequently, from items (1)-(4) we get that \( (\tilde{\mathcal{D}}^{(1)}, \ldots, \tilde{\mathcal{D}}^{(k)}) \in \mathcal{C}(\tilde{\mathcal{L}} \cap \mathbb{S}^n_+, \mathbb{S}^n_+) \), and
\[
d(\tilde{\mathcal{L}} \cap \tilde{\mathcal{K}}, \tilde{\mathcal{K}}) = d(\tilde{\mathcal{L}} \cap \mathbb{S}^n_+, \mathbb{S}^n_+) = k = d(\mathcal{L} \cap \mathbb{S}^n_+, \mathbb{S}^n_+) - 1.
\]

\( \square \)

Next we show that the degree of singularity is monotonic under a mild assumption.

**Lemma C.2** Let \( \mathcal{L}_1, \mathcal{L}_2 \subseteq \mathbb{S}^n \) be linear subspaces. If \( \mathcal{L}_1 \subseteq \mathcal{L}_2 \) and \( \mathcal{L}_1 \cap \mathbb{S}^n_+ \neq \{0\} \), then
\[
d(\mathcal{L}_2 \cap \mathbb{S}^n_+, \mathbb{S}^n_+) \leq d(\mathcal{L}_1 \cap \mathbb{S}^n_+, \mathbb{S}^n_+).
\]

**Proof.** We prove by induction on \( d(\mathcal{L}_1 \cap \mathbb{S}^n_+, \mathbb{S}^n_+) \geq 0 \).

If \( d(\mathcal{L}_1 \cap \mathbb{S}^n_+, \mathbb{S}^n_+) = 0 \), then \( \emptyset \neq \mathcal{L}_1 \cap \mathbb{S}^n_+ \subseteq \mathcal{L}_2 \cap \mathbb{S}^n_+ \). Hence \( d(\mathcal{L}_2 \cap \mathbb{S}^n_+, \mathbb{S}^n_+) \leq d(\mathcal{L}_1 \cap \mathbb{S}^n_+, \mathbb{S}^n_+) \).
Now fix any linear subspace \( \mathcal{L}_1 \subseteq \mathcal{L}_2 \subseteq S^n \) with \( \mathcal{L}_1 \cap S^n_+ \neq \{0\} \) and \( d(\mathcal{L}_1 \cap S^n_+, S^n_+) = k > 0 \). We prove that \( d(\mathcal{L}_2 \cap S^n_+, S^n_+) \leq d(\mathcal{L}_1 \cap S^n_+, S^n_+) \). If \( d(\mathcal{L}_2 \cap S^n_+, S^n_+) = 0 \), then the inequality trivially holds. Suppose that \( d(\mathcal{L}_2 \cap S^n_+, S^n_+) > 0 \). Since \( k > 0 \), there exist

\[
0 \neq D_j \in \text{ri}(\mathcal{L}_j^\perp \cap S^n_+) \quad \text{with} \quad D_j \neq 0, \quad \text{for} \quad j = 1, 2.
\]

Since \( \mathcal{L}_2^\perp \cap S^n_+ \subseteq \mathcal{L}_1^\perp \cap S^n_+ \), we have that \( \mathcal{R}(\mathcal{D}_2) \subseteq \mathcal{R}(\mathcal{D}_1) \), implying that \( \{D_1\}^\perp \subseteq \{D_2\}^\perp \). Therefore \( \tilde{\mathcal{L}}_1 \subseteq \mathcal{L}_2 \) and \( \tilde{\mathcal{K}}_1 \subseteq \mathcal{K}_2 \), where

\[
\tilde{\mathcal{L}}_j := \mathcal{L}_j \cap \text{span}(S^n_+ \cap \{D_j\}^\perp) \quad \text{and} \quad \tilde{\mathcal{K}}_j := S^n_+ \cap \{D_j\}^\perp, \quad \text{for} \quad j = 1, 2.
\]

Moreover, by Lemma C.1, we have \( d(\tilde{\mathcal{L}}_j \cap \tilde{\mathcal{K}}_j, \tilde{\mathcal{K}}_j) = d(\mathcal{L}_j \cap S^n_+, S^n_+) - 1 \) for \( j = 1, 2 \). Also, since \( \mathcal{L}_1 \cap S^n_+ \neq \{0\} \), we must have \( \tilde{\mathcal{L}}_1 \cap \tilde{\mathcal{K}}_1 = \mathcal{L}_1 \cap S^n_+ \neq \{0\} \). Therefore, by the induction hypothesis, we have \( d(\tilde{\mathcal{L}}_2 \cap \tilde{\mathcal{K}}_2, \tilde{\mathcal{K}}_2) \leq d(\tilde{\mathcal{L}}_1 \cap \tilde{\mathcal{K}}_1, \tilde{\mathcal{K}}_1) \), implying that \( d(\mathcal{L}_2 \cap S^n_+, S^n_+) \leq d(\mathcal{L}_1 \cap S^n_+, S^n_+) \). \( \square \)

We return our focus on the primal-dual pair \((\mathcal{P})-(\mathcal{D})\). In the context of Lemma 4.9, we are interested in the situation where \((\mathcal{D})\) is feasible but fails the Slater condition. In that case, by Proposition 2.5,

\[
\exists v \in \mathbb{R}^n \text{ s.t. } b^Tv = 0, \quad 0 \neq V := A^*v \succeq 0;
\]

the feasible region of \((\mathcal{D})\) is contained in \( S^n_+ \cap \{V\}^\perp \) and \( V \) can be used for one iteration of the facial reduction algorithm on \((\mathcal{D})\). To prove Lemma 4.9, we show that each iteration of facial reduction on \((\mathcal{D})\) does not increase the degree of singularity of the corresponding (new) primal, using the following lemma.

**Lemma C.3** Let \( \mathcal{L} \subseteq S^n \) be a linear subspace and suppose that

\[
\exists V = \begin{bmatrix} 0 & 0 \\ 0 & \tilde{V} \end{bmatrix} \in \mathcal{L} \text{ s.t. } \tilde{V} \in S^{n-r}_+ \quad (0 < r < n).
\]  \( \quad \text{(C.2)} \)

Define the linear subspace \( \hat{\mathcal{L}} := [I_r \ 0] \mathcal{L} \begin{bmatrix} I_r \\ 0 \end{bmatrix} \subseteq S^r \). Then

\[
d(\hat{\mathcal{L}} \cap S^r_+, S^r_+) \leq d(\mathcal{L} \cap S^n_+, S^n_+). \quad \text{(C.3)}
\]

**Proof.** We prove by induction on \( d(\hat{\mathcal{L}} \cap S^r_+, S^r_+) \).

If \( d(\hat{\mathcal{L}} \cap S^r_+, S^r_+) = 0 \), then (C.3) immediately holds.

Now assume that \( d(\hat{\mathcal{L}} \cap S^r_+, S^r_+) > 0 \). Then there exists \( 0 \neq \hat{D} \in \text{ri}(\hat{\mathcal{L}}^\perp \cap S^r_+) \) with

}\[
\]
$
abla \neq 0$. Let $\hat{Q} \in \mathbb{R}^{r \times r_1}$ satisfy $\mathcal{R}(\hat{Q}) = \ker(\hat{D})$ and $\hat{Q}^T Q = I$, and let

$$D := \begin{bmatrix} \hat{D} & 0 \\ 0 & 0 \end{bmatrix} \in \begin{bmatrix} \mathcal{L}^\perp \cap S^r_+ & 0 \\ 0 & 0 \end{bmatrix} = \mathcal{L}^\perp \cap S^n_+;$$

then we have $D \in \ker(\mathcal{L}^\perp \cap S^n_+)$ and $\mathcal{R}(Q) = \ker(D)$, where $Q := \begin{bmatrix} \hat{Q} & 0 \\ 0 & I_{n-r} \end{bmatrix}$. Define

$$\mathcal{L}_1 := \mathcal{L} \cap \ker(\mathcal{L}^\perp \cap S^n_+) = \mathcal{L} \cap \mathcal{Q} \mathcal{S}^{n-r+r_1} \mathcal{Q}^T$$

and

$$\hat{\mathcal{L}}_1 := \hat{\mathcal{L}} \cap \ker(\mathcal{L}^\perp \cap \hat{\mathcal{D}}) = \hat{\mathcal{L}} \cap \hat{\mathcal{Q}} \mathcal{S}^{r_1} \hat{Q}^T.$$

We show that $[I_r \ 0] \mathcal{L}_1 [I_r \ 0] \subseteq \hat{\mathcal{L}}_1$. For any $X \in \mathcal{L}_1$, we have $X := [I_r \ 0] X [I_r \ 0] \in \hat{\mathcal{L}}$. It remains to show that $\hat{X} \in \hat{Q} \mathcal{S}^{r_1} \hat{Q}^T$. Since $X \in \mathcal{L}_1$, there exists $W \in \mathcal{S}^{n-r+r_1}$ such that $X = \hat{Q} W Q^T$. By definition of $Q$, we get

$$\hat{X} = [I_r \ 0] \hat{Q} W Q^T [I_r \ 0] = [\hat{Q} \ 0] \begin{bmatrix} W_{11} & W_{12} \\ W_{21} & W_{22} \end{bmatrix} [\hat{Q}^T \ 0] = \hat{Q} W_{11} \hat{Q}^T.$$ 

Hence $\hat{X} \in \hat{Q} \mathcal{S}^{r_1} \hat{Q}^T$, implying that $\hat{X} \in \hat{\mathcal{L}}$.

Next we show that $[\hat{Q}^T \ 0] \mathcal{L}_1 [\hat{Q} \ 0] \cap \mathcal{S}^{r_1}_+ \neq \{0\}$. On the contrary, suppose that

$$[\hat{Q}^T \ 0] \mathcal{L}_1 [\hat{Q} \ 0] \cap \mathcal{S}^{r_1}_+ = \{0\}, \text{ or equivalently, } \exists \hat{F} \in \left([\hat{Q}^T \ 0] \mathcal{L}_1 [\hat{Q} \ 0]\right)^\perp \cap \mathcal{S}^{r_1}_+.$$ 

Then $[\hat{F} \hat{Q}^T \ 0] \in \mathcal{L}^\perp \cap \ker(\mathcal{L}^\perp \cap S^n_+) = \mathcal{L}^\perp$. Since $\hat{F} \succ 0$ and $\mathcal{R}(\hat{Q}) = \ker(\hat{D})$, we have that $[\hat{F} + \hat{D} \ 0] \in \mathcal{L}^\perp \cap S^n_+$, which would imply that $\mathcal{L} \cap S^n_+ = \{0\}$, contradicting the assumption (C.2).

Using $[I_r \ 0] \mathcal{L}_1 [I_r \ 0] \subseteq \hat{\mathcal{L}}_1 \subseteq \hat{Q} \mathcal{S}^{r_1}_+ \hat{Q}^T$ and $[\hat{Q}^T \ 0] \mathcal{L}_1 [\hat{Q} \ 0] \cap \mathcal{S}^{r_1}_+ \neq \{0\}$, we can apply Lemma C.2 to get

$$d(\hat{\mathcal{L}}_1 \cap \hat{Q} \mathcal{S}^{r_1}_+ \hat{Q}^T, \hat{Q} \mathcal{S}^{r_1}_+ \hat{Q}^T) \leq d \left([I_r \ 0] \mathcal{L}_1 [I_r \ 0] \cap \hat{Q} \mathcal{S}^{r_1}_+ \hat{Q}^T, \hat{Q} \mathcal{S}^{r_1}_+ \hat{Q}^T \right).$$

Now note that

$$\hat{Q}^T [I_r \ 0] \mathcal{L}_1 [I_r \ 0] \hat{Q} = [\hat{Q}^T \ 0] \mathcal{L}_1 [\hat{Q} \ 0] = [I_{r_1} \ 0] Q^T \mathcal{L}_1 Q [I_{r_1} \ 0],$$
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\[ d\left( \begin{bmatrix} I_r & 0 \\ 0 & 0 \end{bmatrix} L_1 \begin{bmatrix} I_r \\ 0 \end{bmatrix} \cap \hat{Q} S^+_1 \hat{Q}^T, \hat{Q} S^+_1 \hat{Q}^T \right) = d\left( \begin{bmatrix} I_{r+1} & 0 \\ 0 & 0 \end{bmatrix} Q^T L_1 Q \begin{bmatrix} I_{r+1} \\ 0 \end{bmatrix} \cap S^+_1, S^+_1 \right) \leq d \left( Q^T L_1 Q \cap S^+_1, S^+_1 \right), \]

where the inequality follows from the induction hypothesis, because \( V_1 \in S^{n-r+r_1} \) defined by \( V_1 := \begin{bmatrix} 0 & 0 \\ 0 & \bar{V} \end{bmatrix} \) lies in \( Q^T L_1 Q \). Therefore we get

\[ d(\hat{L}_1 \cap \hat{Q} S^+_1 \hat{Q}^T, \hat{Q} S^+_1 \hat{Q}^T) \leq d \left( L_1 \cap Q S^{n-r+r_1} Q^T, Q S^{n-r+r_1} Q^T \right) \]

By Lemma C.1 and the definitions of \( L_1 \) and \( \hat{L}_1 \), we get \( d(\hat{L} \cap S^+_1, S^+_1) \leq d(L \cap S^+_1, S^+_1) \). □

It is straightforward to show that a rotation does not change the degree of singularity i.e., for any linear subspace \( L \subseteq S^n \) and any orthogonal matrix \( U \in \mathbb{R}^{n \times n} \), \( d(U^T L \cap S^+_1, S^+_1) = d(L \cap S^+_1, S^+_1) \). Therefore, we can drop the assumption that \( V = \begin{bmatrix} 0 & 0 \\ 0 & \bar{V} \end{bmatrix} \) with \( \bar{V} \succ 0 \) and allow for general \( V \) that is singular and nonzero:

**Corollary C.4** Suppose that (P) is feasible and there exist \( V \in S^n \) and \( v \in \mathbb{R}^m \) such that

\[ 0 \neq V = A^* v \succeq 0, \quad (C.4) \]

and \( \ker(V) = \mathcal{R}(P) \), where \( P \in \mathbb{R}^{n \times r} \) has orthonormal columns. Let \( \hat{C} = P^T C P \in S^r \), \( \hat{A}_i = P^T A_i P \in S^r \) for \( i \in 1 : m \), and define \( \hat{A} : S^r \to \mathbb{R}^m \) using \( \hat{A}_1, \ldots, \hat{A}_m \). Define \( \hat{L} := \text{span}(\hat{C}, \hat{A}_1, \ldots, \hat{A}_m) \). Then \( d(\hat{L} \cap S^+_1, S^+_1) \leq d(L \cap S^+_1, S^+_1) \).

Now we can easily prove Lemma 4.9.

**Proof of Lemma 4.9.** The feasibility of (4.13) is immediate. The minimal face \( \hat{P} S^+_1 \hat{P}^T \) can be obtained via facial reduction on (D). At each step of the facial reduction, the corresponding new primal (P) remains feasible and the degree of singularity of LMI defining the new primal feasible region does not increase, by Corollary C.4. In particular, the projection \( \hat{P}^T \cdot \hat{P} \) on the primal feasible region using the minimal face of (D) does not increase the degree of singularity. □
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