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Abstract

Kitahara and Mizuno get new bounds for the number of distinct solutions generated by the simplex method for linear programming (LP). In this paper, we combine results of Kitahara and Mizuno and Tardos's strongly polynomial algorithm, and propose an algorithm for solving a standard form LP problem. The algorithm solves polynomial number of artificial LP problems by the simplex method with Dantzig's rule. It is shown that the total number of distinct basic solutions generated by the algorithm is polynomially bounded in the number of constraints, the number of variables, and the maximum determinant of submatrices of a coefficient matrix. If the coefficient matrix is totally unimodular and all the artificial problems are non-degenerate, then the algorithm is strongly polynomial.
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1 Introduction

Recently, Kitahara and Mizuno [4, 5] get new bounds for the number of distinct solutions generated by the simplex method for linear programming (LP). They extend results of Ye [7] for Markov decision problems to LP problems. In this paper, we combine results of Kitahara and Mizuno [4, 5]...
and Tardos [6], and propose an algorithm for solving a standard form LP problem

\[
\min c^T x, \quad \text{subject to } A x = b, \ x \geq 0, \tag{1}
\]

where \(m\) and \(n\) are positive integers, \(A \in \mathbb{R}^{m \times n}\), \(b \in \mathbb{R}^m\), \(c \in \mathbb{R}^n\) are given data, and \(x \in \mathbb{R}^n\) is a column vector of variables. Assume that each element of \(A\) is an integer and \(\text{rank } A = m\). Define \(\Delta = \max \{ |\det D| \mid D \text{ is a square submatrix of } A \} \).

The number of arithmetic operations required in the algorithm is polynomially bounded in \(m\), \(n\), and \(\Delta\). If \(\Delta\) is bounded by a polynomial of \(m\) and \(n\), then the algorithm is strongly polynomial. Hence it is a strongly polynomial algorithm when \(A\) is totally unimodular, that is, \(\Delta = 1\). The algorithm is based on the basic algorithm proposed by Tardos [6], in which we use the dual simplex method instead of the ellipsoid method [3] or the interior-point method [2] for solving artificial LP problems.

Let \(N = \{1, 2, \cdots, n\}\). For any subset \(K\) of \(N\) and its complementary set \(\overline{K} = N - K\), we split the matrix \(A\) and the vectors \(c\) and \(x\) as follows:

\[
A = (A_K, A_{\overline{K}}), \ c = \begin{pmatrix} c_K \\ c_{\overline{K}} \end{pmatrix}, \ x = \begin{pmatrix} x_K \\ x_{\overline{K}} \end{pmatrix}.
\]

Suppose that \(\text{rank } A_K = m\). Each artificial problem appeared in our algorithm is expressed as

\[
\min \bar{d}_K^T x_K, \quad \text{subject to } A_K x_K = b', \ x_K \geq 0, \tag{2}
\]

for some vectors \(\bar{d}_K\) and \(b'\), where each component of \(\bar{d}_K\) is an integer whose absolute value is bounded by \(n^2 \Delta\). The dual problem of (2) is formulated as

\[
\max (b')^T y, \quad \text{subject to } A_K^T y + z_K = \bar{d}_K, \ z_K \geq 0, \tag{3}
\]

where \(z_K\) is a vector of slack variables. We will find an index set \(B \subset K\) of the optimal basis and the dual optimal basic feasible solution

\[
y = (A_B^T)^{-1} \bar{d}_B, \ z_B = 0, \ z_B = \bar{d}_B - A_B^T (A_B^T)^{-1} \bar{d}_B
\]

by the dual simplex method, where \(\bar{B} = K - B\). The primal optimal basic feasible solution is expressed as

\[
x_B = (A_B)^{-1} b', \ x_B = 0.
\]
Each component of $z_K$ in any basic solution $(y, z_K)$ of (3) is a rational number $p/q$ whose denominator $q$ is bounded by $\Delta$ and numerator $p$ is bounded by $n\Delta\|d_K\|_{\infty} \leq n^3\Delta^2$ in absolute value from Cramer’s rule. Kitahara and Mizuno [4] show that the number of distinct basic feasible solutions generated by the dual simplex method with Dantzig’s rule is bounded by

$$m^2 \frac{\gamma_D}{\delta_D} \log(m \frac{\gamma_D}{\delta_D}),$$

where $\delta_D$ and $\gamma_D$ are the minimum and the maximum values of all the positive elements of $z$ in dual basic feasible solutions, respectively. Since $\gamma_D \leq n^3\Delta^2$ and $\delta_D \geq 1/\Delta$ for the problem (2), the bound (4) becomes

$$m^2 n^3\Delta^3 \log(m n^3\Delta^3).$$

If the problem (2) is nondegenerate, the number of iterations is also bounded by it. The number of artificial problems (2) solved in the proposed algorithm is at most $(m+1)n$.

In this paper, $\|a\|$ and $\|a\|_{\infty}$ for a vector $a$ denote the $\ell_2$-norm and $\ell_\infty$-norm of $a$, and $\lceil a \rceil$ for a scalar $a$ denotes the smallest integer not less than $a$.

### 2 An algorithm

In this section, we propose an algorithm for solving a standard form LP problem (1) and its dual problem

$$\max \quad b^T y,$$

subject to $A^T y + z = c, \quad z \geq 0.$$

The algorithm is based on the basic algorithm proposed by Tardos [6], in which we use the dual simplex method instead of the ellipsoid method [3] or the interior-point method [2] for solving artificial LP problems. The algorithm is stated as follows.

**Algorithm**

**Step 0:** If each element of $c$ is an integer and $\|c\|_{\infty} \leq n^2\Delta$, then solve the LP problem (1) by the dual simplex method and stop. Otherwise set $K = N$ and go to Step 1.

**Step 1:** Let $c'_K$ be the projection of $c_K$ onto the subspace $\{x_K | A_K x_K = 0\}$, that is, $c'_K = (I - A_K^T (A_K A_K^T)^{-1} A_K) c_K$. If $c'_K = 0$ then stop. Otherwise go to Step 2.
Step 2: Let $d_K = (n^2 \Delta / \|c'_K\|_\infty) c'_K$, $\bar{d}_i = \lceil d_i \rceil$ for each $i \in K$, and $\bar{d}_K$ the vector of $\bar{d}_i$ ($i \in K$). Consider an LP problem
\begin{equation}
\begin{aligned}
\text{min} & \quad \bar{d}_K^T x_K, \\
\text{subject to} & \quad A_K x_K = b, \quad x_K \geq 0
\end{aligned}
\end{equation}
and its dual problem
\begin{equation}
\begin{aligned}
\text{max} & \quad b^T y, \\
\text{subject to} & \quad A^T_K y + z_K = \bar{d}_K, \quad z_K \geq 0
\end{aligned}
\end{equation}
Check whether the dual feasible region $F = \{ (y, z_K) | A^T_K y + z_K = \bar{d}_K, z_K \geq 0 \}$ is empty. If it is empty then stop. Otherwise compute an initial basic feasible solution $(y^0, z^0_K) \in F$ and solve the LP problem (6) by the dual simplex method with Dantzig’s rule. If the dual problem (7) is unbounded, then stop. Otherwise compute the dual optimal basic feasible solution $(\bar{y}, \bar{z}_K)$ and an index set $B \subset K$ of the optimal basis. Set $J = \{ i | d_i - a_i^T \bar{y} \geq n \Delta, i \in K \}$, where $a_i$ is the $i$-th column of $A_K$. Remove $J$ from $K$. Go to Step 1.

If each element of $c$ is integral and $\|c\|_\infty \leq n^2 \Delta$, we directly solve the LP problem (1) by the dual simplex method. The number of distinct solutions generated is polynomially bounded in $m$, $n$, and $\Delta$.

If the feasible region $F$ is empty at Step 2, then the dual problem (5) is infeasible from the definition of $c'_K$, $d_K$, and $\bar{d}_K$. Hence the primal problem (1) is unbounded or infeasible. We discuss in the next section how to check whether the dual feasible region $F$ is empty and how to compute a basic feasible solution $(y^0, z^0_K) \in F$. In the remainder of this section, we assume that $(y^0, z^0_K) \in F$ is available and that the dual problem (7) is nondegenerate. Thus the dual simplex method finds the dual optimal basic feasible solution $(\bar{y}, \bar{z}_K)$ and an index set $B \subset K$ of the optimal basis unless the problem (7) is unbounded. Let $\bar{x}_K$ be the primal optimal basic feasible solution of (6). From the complementarity condition and the definition of $J$ at step 2, $\bar{x}_i = 0$ for each $i \in J$. Thus $\bar{x}_K$ for the new $K$ is a feasible solution of (6) at the next iteration.

If the dual problem (7) is unbounded at Step 2, then the primal problem (6) is infeasible. Since the primal optimal basic feasible solution $\bar{x}_K$ is a feasible solution of (6) in the next iteration, the primal problem (6) could be infeasible only at the first iteration. Thus the problem (1) is infeasible in this case.

Tardos [6] shows that, for each $i \in J$, $x_i^*$ is 0 at any optimal solution $x^*$ of the LP problem (1) (see Lemma 1 below) and that $J$ is nonempty.
(see Lemma 2 below) at each iteration. If the algorithm stops at Step 1 by $c'_K = 0$, then any feasible solution $x^*_K$, which satisfies $A_K x_K = b$ and $x_K \geq 0$, together with $x^*_K = 0$ is an optimal solution of (1). Since the primal optimal basic feasible solution $x^*_K$ defined in the previous iteration is such a feasible solution, we can get an optimal basis of (1). If $c'_K = 0$ at the first iteration, any feasible solution of (1) is an optimal solution. So we can get an optimal basis by using the dual simplex method for (1), where $c$ is replaced by any vector of integers whose absolute values are bounded by $n^2 \Delta$.

Now we show that, for each $i \in J$, $x^*_i$ is 0 at any optimal solution $x^*_K$ of the LP problem (1).

**Lemma 1** (Lemma 1.1 in Tardos [6]) Let $\bar{x}_K$ and $(\bar{y}_K, \bar{z}_K)$ be the optimal solutions of (6) and (7) respectively. Then for any optimal solution $x^*_K$ of

$$
\min \quad d^T_K x_K, \\
\text{subject to} \quad A_K x_K = b, \quad x_K \geq 0,
$$

we have that

$$
d_i - a^T_i \bar{y} \geq n\Delta \text{ implies } x^*_i = 0 \text{ for any } i \in K,
$$

where $a_i$ is the $i$-th column of $A_K$.

**Proof:** Suppose conversely that there exists an optimal solution $x^*_K$ of (8) such that

$$
d_j - a^T_j \bar{y} \geq n\Delta \text{ and } x^*_j > 0 \text{ for some } j \in K.
$$

A positive scalar multiple of the vector $x^*_K - \bar{x}_K$ is a solution of the inequality system

$$
A_K u = 0, \\
u_j \geq 1, \\
u_i \geq 0 \text{ for each } i \text{ with } x^*_i - \bar{x}_i > 0 \text{ and } i \neq j, \\
u_i \leq 0 \text{ for each } i \text{ with } x^*_i - \bar{x}_i < 0, \\
u_i = 0 \text{ for each } i \text{ with } x^*_i - \bar{x}_i = 0.
$$

The system (9) also has a basic feasible solution $\hat{u}$ such that $\|\hat{u}\|_\infty \leq \Delta$ by Cramer’s rule. If $d_i - a^T_i \bar{y} > 0$ then $\bar{z}_i = \bar{d}_i - a^T_i \bar{y} > 0$, which implies $\bar{x}_i = 0$ from the complementarity condition. Thus $\hat{u}_i \geq 0$ for each $i$ with $d_i - a^T_i \bar{y} > 0$. Hence we have that

$$
d^T_K \hat{u} = (d_K - A^T_K \bar{y})^T \hat{u} = \sum_{d_i - a^T_i \bar{y} > 0} (d_i - a^T_i \bar{y}) \hat{u}_i + \sum_{d_i - a^T_i \bar{y} < 0} (d_i - a^T_i \bar{y}) \hat{u}_i \\
\geq (d_j - a^T_j \bar{y}) \hat{u}_j + \sum_{d_i - a^T_i \bar{y} < 0} (d_i - d_i + \bar{z}_i) \hat{u}_i \\
\geq n\Delta - (n-1)\Delta > 0.
$$
Let \((y^*, z^*_K)\) be an optimal solution of the dual problem of (8)

\[
\max \ b^T y, \\
\text{subject to } A_K^T y + z_K = d_K, \ z_K \geq 0.
\]

Then we have a contradiction as follows

\[
d^T_K \hat{u} = (A_K^T y^* + z^*_K)^T \hat{u} = \sum_{z^*_i > 0} z^*_i \hat{u}_i \leq 0,
\]

because \(z^*_i > 0\) implies \(x^*_i = 0\), so \(\hat{u}_i \leq 0\) from (9).

**Lemma 2** (Lemma 1.2 in Tardos [6]) The set \(J\) defined in step 2 of the algorithm contains at least one index \(i\).

**Proof:** Since \(d_K \in \{x_K | A_K x_K = 0\}\) from Step 1, we have

\[
\|d_K\| \leq \|d_K - A_K^T y\|
\]

for any \(y\). Since \(\|d_K\|_\infty = n^2 \Delta\), we get

\[
\|d_K - A_K^T \bar{y}\|_\infty \geq \frac{1}{n} \|d_K - A_K^T y\| \geq \frac{1}{n} \|d_K\| \geq n \Delta.
\]

3 Feasibility and an initial basic feasible solution

In this section we will show how to check whether the feasible region \(F = \{(y, z_K) | A_K^T y + z_K = d_K, z_K \geq 0\}\) is empty and simultaneously how to compute a basic feasible solution of it by the simplex method.

Let \(B \subset K\) be an index set of any basis so that \(A_B\) is nonsingular. Let \(\bar{B} = K - B\). Then a basic solution of \(F\) is computed as

\[
y = (A_B^{-1})^T \bar{d}_B, z_B = 0, \ z_{\bar{B}} = \bar{d}_B - A_B^T (A_B^{-1})^T \bar{d}_B. \tag{10}
\]

If \(z_{\bar{B}} \geq 0\), then this is a basic feasible solution of \(F\). Otherwise let \(I = \{i | z_i < 0, i \in K\}\). Define an artificial dual problem

\[
\max \ \sum_{i \in I} z_i, \\
\text{subject to } A_K^T y + z_K = -\bar{d}_K, \ z_i \geq 0 (i \in K - I), \ z_i \leq 0 (i \in I). \tag{11}
\]

Obviously the solution (10) is a basic feasible solution of this problem. So we can solve the problem (11) by the simplex method. Suppose that the
problem is nondegenerate. Since the object function value is bounded by 0, the simplex method can find an optimal solution by generating a sequence of basic feasible solutions such that the objective function value increases. If we get an optimal solution where \( z_i < 0 \) for each \( i \in I \), then \( F \) is empty from Lemma 3 below. Otherwise, a variable \( z_i \ (i \in I) \) must become zero at some basic feasible solution \((\hat{y}, \hat{z}_K)\). Then we define a new \( \hat{I} = \{i | \hat{z}_i < 0, i \in K\} \). Obviously \( |\hat{I}| < |I| \). If \( \hat{I} \) is empty, the solution \((\hat{y}, \hat{z}_K)\) is a basic feasible solution of \( F \). Otherwise it is a basic feasible solution of (11) for the new \( I = \hat{I} \). We repeat the above procedure until \( I = \emptyset \), then we obtain a basic feasible solution of \( F \).

**Lemma 3** If there is an optimal solution \((y^*, z^*_K)\) of (11) where \( z_i < 0 \) for each \( i \in I \), then \( F \) is empty.

**Proof:** If there exists \((y, z_K) \in F\), then
\[
e(\epsilon, z_K) + (1 - \epsilon)(y^*, z^*_K)
\]
for a sufficiently small \( \epsilon > 0 \) is a feasible solution of (11) and the objective function value at the point is bigger than that at \((y^*, z^*_K)\). This contradicts to the optimality of \((y^*, z^*_K)\).

The number of procedures above is at most \( m \). Since the algorithm proposed in the previous section is repeated at most \( n \), we can get the next theorem from the discussion in Introduction and Section 2.

**Theorem 1** The algorithm proposed in Section 2 solves at most \((1 + m)n\) artificial dual LP problems such as (7) or (11) by the simplex method. If all the problems are nondegenerate, then the total number of basic solutions generated by the algorithm is bounded by
\[
(\Delta^3 + 1)m^2n^4\Delta^3 \log(mn^3\Delta^3).
\]

The algorithm detects whether the problem (1) has an optimal solution. When (1) has an optimal solution, the algorithm finds an optimal basis.

Note that the strongly polynomial algorithm proposed by Tardos [6] is theoretically efficient, but it is not realistic to use it in practice. Our algorithm proposed in Section 2 could practically be used for solving an LP problem. When we perform the algorithm, we can use the optimal basis \( B \) computed at Step 2 as the initial basis of the procedure above at the next iteration.
4 Concluding remarks

Throughout the paper, we assume that all the dual problems solved by our algorithm are nondegenerate. We think that the assumption is strong. We can relax the assumption as follows.

If we observe that the basic feasible solution does not move when we perform the dual simplex method with Dantzig’s rule, we can switch to an anti-cycling rule such as Bland’s rule [1]. After some pivots by an anti-cycling rule, the basic feasible solution moves to a new one, then switch to Dantzig’s rule again. If the number of all the pivots at those degenerate solutions is polynomially bounded in $m$, $n$, and $\Delta$, our algorithm is still strongly polynomial.
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