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Abstract In this paper we consider a class of non-Lipschitz and non-convex minimization problems which generalize the $L_2 - L_p$ minimization problem. We propose an iterative algorithm that decides the next iteration based on the local convexity/concavity/sparsity of its current position. We show that our algorithm finds an $\epsilon$-KKT point within $O(\log \epsilon^{-1})$ iterations. The same result is also applied to the problem with general linear constraints under mild conditions.
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1 Introduction

In this paper, we consider the following optimization problem:
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Minimize $h(x) = \frac{1}{2}x^TQx + a^Tx + c + \lambda \sum_i x_i^p$

Subject to $x \geq 0$

where $Q \in \mathbb{R}^{n \times n}$, $0 \preceq Q \prec \beta I$, $a \in \mathbb{R}^n$, $c \in \mathbb{R}$, $\lambda > 0$, $0 < p < 1$. This non-Lipschitz and nonconvex problem is a generalization of the $L_2 - L_p$ minimization problem with nonnegative constraints:

Minimize $\frac{1}{2}\|Ax - b\|^2 + \lambda \sum_i x_i^p$

Subject to $x \geq 0$

Chen et al. [5] show the equivalence between Problem (2) and the unconstrained $L_2 - L_p$ minimization problem. A global minimizer of the $L_2 - L_p$ problem is also called a bridge estimator in statistical literature[10]. The bridge regression problem has been studied extensively in variable selection and sparse least squares fitting for high dimensional data. See [3,4,6,8–10,7,15–17] and references therein.

Despite the fact that different approaches have been developed to tackle the problem (2), e.g., [3,4,6,14,16], Chen et al.[7] show that the $L_2 - L_p$ minimization problem is strongly NP-Hard for any $p \in [0,1)$, including its smoothed version. From complexity theory perspective, an NP-hard optimization problem with a polynomially bounded objective function does not admit a polynomial-time algorithm, and a strongly NP-hard optimization problem with a polynomially bounded objective function does not even admit a fully-polynomial-time approximation scheme (FPTAS), unless P=NP [21].

A theoretically (nearly) linear time algorithm for problem (1) still remains unknown yet. The objective function in problem (1) is a combination of a quadratically convex function and a $p$-norm concave function, with either part of which an optimization problem can be approximated to an $\epsilon$-KKT point in $O(\epsilon^{-1}\log(\epsilon^{-1}))$ steps. In the previous literature of non-convex minimization, Ye [22] proposes a potential reduction algorithm to obtain an $\epsilon$-KKT point in $O(\epsilon^{-1}\log(\epsilon^{-1}))$ iterations for the general quadratic minimization problem with linear constraints, where each iteration solves a trust-region quadratic minimization problem. He also proves that when $\epsilon$ goes to 0, the iterative sequence converges to a point which satisfies the second order necessary optimization condition. Ge et al.[13] present a similar potential reduction algorithm on minimizing linearly constrained concave function $\|x\|^p_p$ ($0 < p < 1$) with the worst case complexity $O(\epsilon^{-1}\log(\epsilon^{-1}))$.

Recently, Bian et al. [1] propose two algorithms for a class of non-Lipschitz and non-convex minimization problems with box constraints. Based on the idea of affine scaling, the solution in each iteration only lays on the interior region in which the objective function is differentiable. Their first order approximation algorithm can obtain an $\epsilon$-KKT point in $O(\epsilon^{-2})$ steps. Moreover, they also propose a second order approximation algorithm with the worst-case
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complexity $O(\epsilon^{-\frac{3}{2}})$, whereas a higher computational complexity is required at each iteration. Bian et al. [2] present an smoothing quadratic regularization algorithm for solving a class of unconstrained non-smooth non-convex problems. They show that their method takes at most $O(\epsilon^{-2})$ steps to find an $\epsilon$-KKT solution. To the best of our knowledge, an algorithm with (nearly) linear time complexity is still under the exploration: overcoming the additional difficulty caused by the presence of both the convex and concave functions in an object needs a further analysis and understanding of the problem structure.

In this paper, we propose a breakthrough iterative algorithm to find an $\epsilon$-KKT point for problem (1) with a worst-case complexity $O(\log(\epsilon^{-1}))$. We also show that the same result is applied to the general case with linear constraints under mild conditions. There are two interesting techniques we use in the algorithm. Firstly, we adjust the direction and step length of the next iteration based on the strength of the local convexity and concavity of the current solution. Secondly, we develop a lower bound at each step similar to the work by [6]. At each step, if an entry falls below the lower bound, the algorithm will fix its value to zero and remove all the information of that dimension. The dimension of the decision vector is reduced by one while the objective function value keeps decreasing.

The remaining part of the paper is organized as follows. In section 2, we present the algorithm and briefly explain the main idea. In section 3, we provide a formal complexity analysis of the algorithm. In section 4, we extend the discussion to the general linearly constrained case.

Notations: Throughout the paper, let $I = \{1, 2, \cdots, n\}$. For any column vector $x \in \mathbb{R}^n$, $x_i$ denotes the $i$th component of $x$. Let $W \subset I$, $x_W := [x_i]_{i \in W}$, which is a subset of vector $x$, and $x_{-W} := [x_i]_{i \in I \setminus W}$.

2 A 3-Criterion Algorithm

In this section we first present a potential function and analyze its connection with $\epsilon$-KKT points. Then we present the algorithm with a precise explanation of the main idea.

Throughout the paper, we make the following assumptions for the convenience of our analysis.

Assumption 1 The optimal value of problem (1) is lower bounded by 0.

Assumption 2 For any $x^0 \geq 0$, there exists $\gamma$ such that $\sup\{\|x\|_\infty | h(x) \leq h(x^0)\} \leq \gamma$.

Assumption 1 is natural considering that the optimal value of problem (1) is always lower bounded. It will not change our computational complexity analysis. Assumption 2 always holds for the $L_2 - L_p$ minimization problem given that $\frac{1}{2}\|Ax - b\|^2$ is lower bounded by 0, and $x^p_i \to \infty$ as $x_i \to \infty$.

Denote the support set of $x^*$ by $supp(x^*) = \{i | 1 \leq i \leq n, x_i^* \neq 0\}$. We define an $\epsilon$-KKT point of problem (1) as follows.
**Definition 1** For any \( \epsilon \in (0, 1) \), we call \( x^* \geq 0 \) an \( \epsilon \)-KKT point of problem (1) if there exists \( y^* \geq 0 \), such that

\[
\begin{align*}
  & x^* \geq 0, \\
  & \| [\nabla h(x^*) - y^*]_{\text{supp}(x^*)} \| \leq \epsilon, \\
  & y^* \geq 0, \\
  & (x^*)^T y^* \leq \epsilon.
\end{align*}
\]

We only consider the KKT condition on the support set given that \([\nabla h(x)]_i\) doesn’t exist when \( x_i = 0 \), and \([\nabla h(x)]_i \to +\infty \) as \( x_i \to 0^+ \). We also relax both of the first order conditions and complementary conditions by a scale \( \epsilon \).

Our definition is consistent with the KKT conditions given in [1,?] with \( \epsilon = 0 \) for the unconstrained \( L_2 - L_p \) problem.

To simplify our analysis, we let \( f(x) = \frac{1}{2} \beta x^T x + a^T x + c \) and let \( g(x) = \lambda \sum_i x_i^p + \frac{1}{2} x^T (Q - \beta I)x \). Thus the objective function \( h(x) = f(x) + g(x) \).

Note that if we fixed a working set \( A \subset \{1, \ldots, n\} \), and let \( x^*_{\neq A} = 0 \), then the \( \epsilon \)-KKT condition of problem (1) is equivalent to the \( \epsilon \)-KKT condition of the reduced problem

\[
\begin{align*}
  \text{Minimize} & \quad h(x_A, x_{\neq A} = 0) \\
  \text{Subject to} & \quad x_A \geq 0,
\end{align*}
\]

providing \( y^*_{\neq A} = 0 \). For any feasible solution \( x \), \( \nabla h(x)_i \) is undefined at \( x_i = 0 \). Thus, it is more convenient for us to work on the support set \( \text{supp}(x) \). To simplify our notation, in the following discussion, we always explicitly assume that we are working on the set \( \text{supp}(x) \), for the current solution \( x \). The parameters \( Q \) and \( c \) in the objective function can be adjusted accordingly.

Our algorithm and analysis are heavily based on the idea of potential function reduction. We first introduce a potential function.

The fact that function \( g(x) \) is concave implies that, for any \( z > 0 \) and \( x \geq 0 \),

\[
  h(x) \leq f(x) + g(z) + \nabla g(z)^T (x - z).
\]

Now we consider the problem:

\[
\begin{align*}
  \text{Minimize} & \quad L_z(x) = f(x) + g(z) + \nabla g(z)^T (x - z) \\
  \text{Subject to} & \quad x \geq 0
\end{align*}
\]

Let \( \bar{z} \) be a minimizer of problem (5). The potential function \( \Delta L(z) : \mathbb{R}^n \to \mathbb{R} \) is defined as

\[
\Delta L(z) = L_z(z) - L_z(\bar{z}).
\]

The objective function \( L_z(x) \) in problem (5) is strictly convex and separable on every entry of \( x \). Thus, the unique minimizer of problem (5) has a closed form as

\[
\bar{z}_i = \max \{0, -\frac{1}{\beta} [a_i + \lambda p z_i^{p-1} + (Q - \beta I)_i z] \}, \forall i
\]

where \((Q - \beta I)_i\) is the \( i \)th row of matrix \( Q - \beta I \).
We also define a descending direction
\[ d_z = \bar{z} - z. \quad (7) \]

Next we show that a positive vector \( z \) is an \( \epsilon \)-KKT point of problem (1) if the potential function value at \( z \) is small enough.

**Lemma 1** Given \( \epsilon \in (0,1) \), for any \( z > 0 \), if \( \Delta L(z) \leq \frac{\epsilon^2}{2\beta} \), then \( z \) is an \( \epsilon \)-KKT point of problem (1).

**Proof** Problem (5) is a convex optimization problem. So its KKT conditions are both necessary and sufficient for the optimality.

\[
\begin{align*}
\nabla f(\bar{z}) + \nabla g(z) - \bar{y} &= 0, \quad (8a) \\
(\bar{y})^T \bar{z} &= 0, \quad (8b) \\
\bar{y} &\geq 0, \quad (8c) \\
\bar{z} &\geq 0, \quad (8d)
\end{align*}
\]

where \( \bar{y} \) is an optimal dual variable.

Next, we will show that \( z \) is indeed an \( \epsilon \)-KKT point of problem (1), providing \( \bar{y} \) is its dual variable.

Consider the \( \epsilon \)-KKT conditions for problem (1), and let \( x^* = z, y^* = \bar{y} \).

For the first order condition (3b), we get
\[
\| \nabla f(x^*) + \nabla g(z) - y^* \| = \| \nabla f(z) + \nabla g(z) - \bar{y} \| = \| \nabla f(\bar{z}) + \nabla g(z) - \bar{y} + \nabla f(z) - \nabla f(\bar{z}) \| = \| \beta d_z \|,
\]

where the third equality follows from (8a).

For the complementary condition (3d), by (8b) and (8a), we have
\[
(y^*)^T x^* = (\bar{y})^T z = (\bar{y})^T (\bar{z} + z - \bar{z}) = -\nabla L_z(\bar{z})^T d_z. \quad (9)
\]

Since \( z \geq 0 \) and \( \bar{y} \geq 0 \), it only remains to show that \( \| \beta d_z \| \leq \epsilon \) and
\[-\nabla L_z(\bar{z})^T d_z \leq \epsilon.\]

From the definition of \( \Delta L(z) \), we know that
\[
\Delta L(z) = L_z(z) - L_z(\bar{z}) = -\nabla L_z(\bar{z})^T d_z + \frac{\beta}{2} (d_z)^T d_z \geq -\nabla L_z(\bar{z})^T d_z.
\]

Note that \( \bar{z} \in \arg \min_{x \geq 0} L_z(x) \). Due to the first order optimality condition, we have
\[-\nabla L_z(\bar{z})^T d_z \geq 0,
\]

which together with (9) imply
\[
\Delta L(z) \geq \frac{\beta}{2} (d_z)^T d_z.
\]
By the assumption that $\Delta L(z) \leq \frac{s^2}{2\beta}$, we get
\[ \|\beta d_z\| \leq \sqrt{2\beta \Delta L(z)} \leq \epsilon, \quad -\nabla L_z(\bar{z})^T d_z \leq \Delta L(z) \leq \epsilon. \]

Therefore, $z$ is an $\epsilon$-KKT point of problem (1).

According to Lemma 1, the potential function value $\Delta L(z)$ is lowered bounded by $\frac{s^2}{2\beta}$ to reach an $\epsilon$-KKT point $z$. Notice that there are two other possible criteria to measure the convergence and the optimality of an algorithm: the number of zero entries (at most $n$), the objective function value (lower bounded by 0). We design an iterative algorithm by taking all these 3 criteria into account: at each step, the algorithm will either reduce the problem dimension by one, or decrease the objective value by a constant, or shrink the potential function value at a constant exponential rate.

Before presenting the details of the algorithm, let us give a high level overview of our approach. We start from an initial point $x^0$, and then we compute the next point based on the situation of the current point $x^k$. There are three possible exclusive cases that could happen at the current point $x^k$ and we use different strategies to deal with them.

At step $k$ we always check the value of every entry.

- Case 1: an entry of $x^k$ falls below our calculated lower bound. We let the entry be zero, reduce the problem dimension by one and remove all the information related to this dimension in $(Q, a)$ and update $x^k$ accordingly. When no such a sufficiently small entry exists, we turn to Case 2 or Case 3 by checking the local convexity of the objective function at point $x^k$.

- Case 2: the objective function at $x$ is not locally “strongly” convex. We update $x^k$ by a line search method, the newly updated objective function value can be shown to be decreased by at least a constant value $M$ by taking advantage of the concavity of $L_p$ function.

- Case 3: the objective function is locally “strongly” convex. A modified Newton method is applied. It leads to a constant exponential rate reduction on the potential function value while obtaining a lesser objective function value.

The algorithm terminates only if $x^k = 0$ or an $\epsilon$-KKT point has been found. Vector 0 is a KKT point as well.

A summary of the algorithm is presented in Table 1. One can observe that case 1 and Case 2 would only happen finite times in our algorithm, since the number of decision variables is limited and the objective function is lower bounded. In conjunction with Case 3, we will show that the algorithm obtains an $\epsilon$-KKT point in no more than $O((n + \lceil h(x^0) \rceil) \log \frac{1}{\epsilon})$ steps.

The algorithm is presented in Algorithm 1. For simplicity, we let $d^k$ denote $d_{x^k}$, $L^k(x)$ denote $L_{x^k}(x)$ and $\Delta L^k$ denote $\Delta L(x^k)$. That is, $L^k(x)$ is the objective function of problem (5) where $z = x^k$, and $\Delta L^k$ is the potential function value at point $x^k$. We let $x_{-i} = (x_1, x_2, \ldots, x_{i-1}, x_{i+1}, \ldots, x_n)$.

We also observe that when case 1 happens, we reduce the problem dimension by 1 and update the problem information accordingly. The objective
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Algorithm 1 3-Criterion Algorithm

Require: : choose $\epsilon \in (0, 1)$, $x^0 \geq 0$; Define $s > 0$, $\tau > 0$ and $L > 0$ (Specify later)
1: $k = 0$; $Q^0 = Q; a^0 = a$.
2: while Not Stop do
3: Case 1:
4: if $x^k \leq L$ for some index $i$, then
5: $x^{k+1} = x^k - \epsilon_i$, i.e., define $x^{k+1}$ by removing the $i$th entry from $x^k$.
6: update $Q^{k+1}$ by removing the $i$th row and column of $Q^k$, and $a^{k+1} = a^k_i$.
7: end if
8: Case 2:
9: if $x^k > L$ for all index $i$ and $(d^k)^T \nabla^2 h(x^k)d^k \leq \tau \|d^k\|_2^2$ then
10: $\zeta^k = \max\{t | x^k + td^k \geq 0, x^k - td^k \geq 0\}$
11: $x^{k+1} = \arg\min_{x \in (x^k + \zeta^k d^k, x^k - \zeta^k d^k)} h(x)$
12: $Q^{k+1} = Q^k$, and $a^{k+1} = a^k$.
13: end if
14: Case 3:
15: if $x^k > L$ for all index $i$ and $(d^k)^T \nabla^2 h(x^k)d^k > \tau \|d^k\|_2^2$ then
16: $x^{k+1} = x^k + s d^k$
17: $Q^{k+1} = Q^k$, and $a^{k+1} = a^k$.
18: end if
19: if $x^k = 0$ or $\Delta L^k \leq \frac{\tau}{2\eta}$ then
20: $x^* = x^k$
21: Stop
22: else
23: $k = k + 1$
24: end if
25: end while

Table 1 Summary in Three Criteria

<table>
<thead>
<tr>
<th>Case 1: A nearly-0 component</th>
<th>Function value $h(x^k)$</th>
<th>Potential function value $\Delta L_k$</th>
<th>Cardinality of $x^k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>nonincreasing</td>
<td>upper bounded by $h(x^0)$</td>
<td>decreased by 1</td>
<td></td>
</tr>
</tbody>
</table>

| Case 2: Not-strongly convex   | decreased by $M$         | upper bounded by $h(x^0)$             | nonincreasing        |

| Case 3: Strongly convex       | nonincreasing            | shrink at a rate $(1 - s\delta)$     | nonincreasing        |

function, the potential function and all related information should be also updated accordingly. We will prove that this change does not affect our analysis of the algorithm.

3 Computational Complexity Analysis

In this section, we discuss three cases respectively and then conclude the main theorem.
We first consider Case 1. When there exists entry $i$ less than a given lower bound in the current decision vector $x^k$, we can simplify the problem by removing all the information related to the $i$th dimension without increasing the objective function value.

**Lemma 2** Let $0 < L \leq \min \left\{ \left( \frac{1}{L} (n \|Q_i\| \gamma + |a_i|) \right)^{\frac{1}{2+p}}, \forall i \right\}$. At iteration $k$ in Algorithm 1, if there exists an index $i$ such that $0 \leq x^k_i \leq L$, then by following Algorithm 1, we let $x^{k+1} = x^k_i$. And we also update $(Q^k, a^k)$ accordingly. Then we have $h(x^k) - h(x^{k+1}) \geq 0$.

Proof If $x^k_i = 0$, $h(x^k) - h(x^{k+1}) = 0$. For $x^k_i > 0$, recall that $h(x^k) = \frac{1}{2} x^T Q^k x + (a^k)^T x + c + \lambda \sum_i x_i^p$. By $\|x^k\|_{\infty} \leq \gamma$, we can derive

\[
h(x^k) - h(x^{k+1}) = x_i^k Q_i x^{k+1} + x_i^k a_i^k + \frac{1}{2}(x_i^k)^2 Q_i + \lambda(x_i^k)^p \\
\geq x_i^k Q_i x^{k+1} + x_i^k a_i^k + \lambda(x_i^k)^p \\
= x_i^k \left[ \lambda(x_i^k)^{p-1} - n\|Q_i\|_{\infty} + a_i \right].
\]

Since $0 < x_i^k \leq L \leq \min \left\{ \left( \frac{1}{L} (n \|Q_i\| \gamma + |a_i|) \right)^{\frac{1}{2+p}}, \forall i \right\}$, and $-1 < p - 1 < 0$, we have

\[
\lambda(x_i^k)^{p-1} - n\|Q_i\|_{\infty} + a_i \geq 0.
\]

Therefore,

\[
h(x^k) - h(x^{k+1}) \geq 0.
\]

\[\square\]

Now consider the case that the objective function is not locally strongly convex. We show that the objective function would decrease at least a constant value $M$ by a line search along direction $d^k$.

**Lemma 3** For any $k \geq 0$ and $L > 0$, if $0 < \tau < \frac{2(p(1-p)(2-p)(3-p)L^p)}{4n\gamma^2}$, $x^k_i > L$ for all index $i$, $(d^k)^T \nabla^2 h(x^k) d^k \leq \tau \|d^k\|^2$, $\|x^k\|_{\infty} \leq \gamma$, and let $x^{k+1} = \arg \min_{x \in \{x^k + \zeta d^k, x^k - \zeta d^k \}} h(x)$, where $\zeta = \max \{t \mid x^k + t d^k \geq 0, x^k - t d^k \geq 0\}$, then

\[
h(x^k) - h(x^{k+1}) \geq M > 0,
\]

where $M = \frac{1}{4} p(1-p)(2-p)(3-p)L^p - \frac{1}{2} \tau n\gamma^2$.

Proof We show it by two steps.

Step 1, when $Q^k = Q, a^k = a$, i.e., case 1 never happens before iteration $k$.

We start from the Taylor expansion. Since $h(x^{k+1}) = \min \{h(x^k + \zeta d^k), h(x^k - \zeta d^k) \}$, it is sufficient to show that

\[
\frac{h(x^k + \zeta d^k) + h(x^k - \zeta d^k)}{2} \leq h(x^k) - M.
\]
From Taylor expansion, we get
\[
\frac{h(x^k + \zeta^k d^k) + h(x^k - \zeta^k d^k)}{2} = f(x^k) + g(x^k) + \frac{1}{2}(\zeta^k)^2 (d^k)^T \nabla^2 f(x^k) d^k + \frac{1}{2}(\zeta^k)^2 (d^k)^T \nabla^2 g(x^k) d^k + \sum_{q=2}^{+\infty} \sum_{i=1}^{n} \frac{1}{2q!} \prod_{j=0}^{2q-1} (p - j)(x_i^k)^{p-2q} (\zeta^k d_i^k)^{2q} (-1)^{2q}.
\]

For the second term of (10), we notice that
\[
(d^k)^T \nabla^2 f(x^k) d^k \leq \tau \|d^k\|^2,
\]
we have
\[
\frac{1}{2}(\zeta^k)^2 ((d^k)^T \nabla^2 f(x^k) d^k + (d^k)^T \nabla^2 g(x^k) d^k) \leq \frac{1}{2}(\zeta^k)^2 \frac{1}{2} \tau \|d^k\|^2 = \frac{1}{2}(\zeta^k)^2 \tau \sum_{i=1}^{n} (x_i^k)^2 \leq \frac{1}{2} \tau n \gamma^2,
\]
where the last inequality uses the assumption that \(\|x^k\|_\infty \leq \gamma\).

For the third term of (10), we notice that
\[
\frac{1}{2q!} \prod_{j=0}^{2q-1} (p - j)(x_i^k)^{p-2q} (\zeta^k d_i^k)^{2q} (-1)^{2q} \leq 0, \forall q \geq 1,
\]
which implies
\[
\sum_{q=2}^{+\infty} \sum_{i=1}^{n} \frac{1}{2q!} \prod_{j=0}^{2q-1} (p - j)(x_i^k)^{p-2q} (\zeta^k d_i^k)^{2q} (-1)^{2q} \leq - \frac{1}{4!} p(1-p)(2-p)(3-p) \sum_{i=1}^{n} (x_i^k)^{p-4} (\zeta^k d_i^k)^4.
\]
By the definition of \(\zeta^k\), we have \(\max\{\frac{\zeta^k |d_i^k|}{x_i^k}\} = 1\). Let \(j = \arg\max\{\frac{\zeta^k |d_i^k|}{x_i^k}\}\), we derive
\[
- \frac{1}{4!} p(1-p)(2-p)(3-p) \sum_{i=1}^{n} (x_i^k)^{p-4} (\zeta^k d_i^k)^4 \leq - \frac{1}{4!} p(1-p)(2-p)(3-p) (x_j^k)^p < - \frac{1}{4!} p(1-p)(2-p)(3-p) L^p
\]
where the last inequality follows from \(-(x^k_i)^p < -L p\).

Upon substituting (12), (13) and (11) into (10), we obtain
\[
\frac{h(x^k + \zeta^k d^k) + h(x^k - \zeta^k d^k)}{2} < h(x^k) + \frac{1}{2} \tau n \gamma^2 - \frac{1}{4!} h(b(1 - p)(2 - p)(3 - p)L_p
\]
\[
= h(x^k) - M.
\]

Due to \(0 < \tau < \frac{2\mu(1-p)(2-p)(3-p)L_p}{4!n\gamma^2}\), we have \(M > 0\). Therefore
\[
h(x^k) - h(x^{k+1}) \geq M > 0.
\]

Step 2: case 1 happens previously. Suppose the problem dimension is \(m( < n)\) now. We can still follow the algorithm and prove the similar result, i.e., we choose \(\tau \leq \tau' < \frac{2\mu(1-p)(2-p)(3-p)L_p}{4!n\gamma^2}\) and define constant \(M'\) and prove accordingly. Then
\[
h(x^k) - h(x^{k+1}) \geq M' > 0.
\]

One can observe that we can always use the same \(\tau\) as the one in Step 1 since \(\tau \leq \tau'\). And from the definition process we can easily observe that \(M' > M > 0\).

So in every case, we always have
\[
h(x^k) - h(x^{k+1}) \geq M > 0.
\]

Next, Lemma 4 shows that when the objective function is locally strongly convex, taking a small step along \(d^k\) will lead to a lesser objective function value and a constant exponential rate shrink on the potential function value.

**Lemma 4** For any \(k \geq 0, \tau > 0\) and \(L > 0\), if \(x^k > L\) for all index \(i\), \((d^k)^T \nabla^2 h(x^k) d^k > \tau \|d^k\|^2\), and let \(x^{k+1} = x^k + s d^k\), where \(0 < s < \min\{\frac{\tau}{2(L^2)}(\tau - \frac{2\mu}{\sqrt{3}}), 1\}\), \(0 < \delta < \min\{\frac{\tau}{2(L^2)}, 1\}\), \(0 < \nu < 1\), \(\mu = \frac{\mu}{3} + \frac{1}{3} \{[\mu p(1-p)]^2[L(1-\nu)]^{2p-4} + \|\beta I - Q\|^2\}\), then we have
1. \(h(x^k) - h(x^{k+1}) \geq 0\),
2. \(\Delta L^{k+1} \leq (1 - s\delta) \Delta L^k\).

**Proof** We prove it by two steps similar to Lemma 3.

Step 1. Case 1 never happened before.

1. Firstly, we prove that \(h(x^k) - h(x^{k+1}) \geq 0\). Recall that \(L^k(x) = f(x) + \nabla g(x)^T (x - x^k) + g(x)\). It follows \(L^k(x^k) = h(x^k)\). Combining with the fact that \(L^k(x^{k+1}) \geq h(x^{k+1})\), we have
\[
L^k(x^k) - L^k(x^{k+1}) \leq h(x^k) - h(x^{k+1}),
\]
Then we show that $L_k(x^k) - L_k(x^{k+1}) \geq 0$ by the optimality of $\bar{x}^k$. Using Taylor expansion, we can obtain

$$L^k(x^k) - L^k(x^{k+1}) = -s\nabla L^k(\bar{x}^k)^T d^k + s(1 - \frac{s}{2})\beta\|d^k\|^2.$$  

Since $\bar{x}^k \in \arg\min_{x \geq 0} L^k(x)$, the first order optimality condition implies $\nabla L^k(\bar{x}^k)^T (-d^k) \geq 0$. Therefore,

$$0 \leq L^k(x^k) - L^k(x^{k+1}) \leq h(x^k) - h(x^{k+1}).$$

2. Secondly, we prove that $\Delta L_{k+1} \leq (1 - s\delta)\Delta L_k$. In order to bound $\Delta L_{k+1}$ by $(1 - s\delta)\Delta L_k$, we first write $\Delta L_{k+1}$ into a combination of $L_k(x)$ and $\nabla g(x)$. By the definition of $\Delta L_k$ and $L_k(x)$, we get

$$\Delta L_{k+1} = L^{k+1}(x^{k+1}) - L^{k+1}(x^k)$$

$$= f(x^{k+1}) - f(x^k) - \nabla g(x^{k+1})^T (x^{k+1} - x^k)$$

$$= L^k(x^{k+1}) - L^k(x^k)$$

$$+ \nabla g(x^k) - \nabla g(x^{k+1})]^T (x^{k+1} - x^k)$$

Then we estimate $L^k(x^{k+1}) - L^k(x^k)$ and $L^k(x^k) - L^k(x^{k+1})$ separately. For the first term of (14),

$$L^k(x^{k+1}) - L^k(x^k)$$

$$= -\nabla L^k(\bar{x}^k)^T (x^k - x^{k+1}) + \frac{\beta}{2} (\bar{x}^k - x^{k+1})^T (\bar{x}^k - x^k)$$

$$= -(1 - s)\nabla L^k(\bar{x}^k)^T d^k + \frac{\beta}{2} (1 - s)^2\|d^k\|^2$$

$$= (1 - s)[-\nabla L^k(\bar{x}^k)^T d^k + \frac{\beta}{2}\|d^k\|^2 - \frac{\beta}{2}\|d^k\|^2] + \frac{\beta}{2} (1 - s)^2\|d^k\|^2$$

$$= (1 - s) [L^k(x^k) - L^k(\bar{x}^k)] - \frac{\beta}{2}s(1 - s)\|d^k\|^2$$

$$= (1 - s)\Delta L^k - \frac{\beta}{2}s(1 - s)\|d^k\|^2,$$

where both the first and fourth equalities follow from the Taylor expansion.
Then we estimate the second term of (14). Let $\bar{x}^{k+1} - \bar{x}^k$.

\[
L^k(\bar{x}^k) - L^k(\bar{x}^{k+1}) + [\nabla g(\bar{x}^k) - \nabla g(\bar{x}^{k+1})]^T (\bar{x}^{k+1} - \bar{x}^k)
\]
\[
= -\nabla L^k(\bar{x}^k)^T w - \frac{\beta}{2} w^T w
\]
\[
+ [\nabla g(\bar{x}^k) - \nabla g(\bar{x}^{k+1})]^T (w + \bar{x}^k - \bar{x}^{k+1})
\]
\[
\leq -\frac{\beta}{2} w^T w + [\nabla g(\bar{x}^k) - \nabla g(\bar{x}^{k+1})]^T w
\]
\[
+ (1 - s)(d^k)^T [\nabla g(\bar{x}^k) - \nabla g(\bar{x}^{k+1})]
\]
\[
\leq \frac{1}{2\beta} \|\nabla g(\bar{x}^k) - \nabla g(\bar{x}^{k+1})\|^2 + (1 - s)(d^k)^T [\nabla g(\bar{x}^k) - \nabla g(\bar{x}^{k+1})],
\]

(16)

where the first inequality uses the fact that the first order optimality condition implies $-\nabla L^k(\bar{x}^k)^T w \leq 0$ because $\bar{x}^k \in \arg\min_{x \geq 0} L^k(x)$; and where the second inequality follows from the fact that

\[
\frac{1}{2\beta} \|\nabla g(\bar{x}^k) - \nabla g(\bar{x}^{k+1})\|^2 + \frac{\beta}{2} \|w\|^2 - [\nabla g(\bar{x}^k) - \nabla g(\bar{x}^{k+1})]^T w
\]
\[
= \frac{1}{2\beta} \|\nabla g(\bar{x}^k) - \nabla g(\bar{x}^{k+1})\|^2 - \beta \|w\|^2 \geq 0.
\]

Upon substituting (15) and (16) into (14), we have

\[
\Delta L^{k+1} \leq (1 - s)\Delta L^k - \frac{\beta}{2} s(1 - s)\|d^k\|^2 + \frac{1}{2\beta} \|\nabla g(\bar{x}^k)
\]
\[
- \nabla g(\bar{x}^{k+1})\|^2 + (1 - s)(d^k)^T [\nabla g(\bar{x}^k) - \nabla g(\bar{x}^{k+1})].
\]

Note that $\nabla g(x)$ is Lipschitz continuous when $x$ is away from the boundary.

Then by Lemma 8 (see Appendix),

\[
\|\nabla g(\bar{x}^k) - \nabla g(\bar{x}^{k+1})\|^2 \leq 2s^2 \{|\lambda p(1 - p)|^2[L(1 - \nu)]^{2p-4} + \|Q - \beta I\|^2\} \|d^k\|^2.
\]

(17)

Since $g(x)$ is the sum of $L_p$ function and a concave quadratic function, Lemma 9 shows that

\[
(d^k)^T [\nabla g(\bar{x}^k) - \nabla g(\bar{x}^{k+1})] \leq \frac{-s}{1 - s}(d^k)^T \nabla^2 g(\bar{x}^k)d^k.
\]

(18)
Let $\eta = [\lambda p(1-p)]^{2} [L(1-\nu)]^{2p-4} + \|Q - \beta I\|^2$. Combining (17) and (18) with $(d^{k})^{T} \nabla^{2} h(x^{k})d^{k} > \tau \|d^{k}\|^2$, we end with

$$\Delta L^{k+1} = (1-s) \Delta L^{k} - \frac{\beta}{2} s (1-s) \|d^{k}\|^2$$

$$+ \frac{s^{2}}{\beta} \eta \|d^{k}\|^2 - s (d^{k})^{T} \nabla^{2} g(x^{k})d^{k}$$

$$\Delta L^{k} - s \left( \Delta L^{k} + (d^{k})^{T} \nabla^{2} g(x^{k})d^{k} + \frac{\beta}{2} \|d^{k}\|^2 \right)$$

$$+ s^2 \left( \frac{\beta}{2} + \frac{\eta}{\beta} \right) \|d^{k}\|^2$$

$$\Delta L^{k} - s \left( \Delta L^{k} - \frac{\beta}{2} \|d^{k}\|^2 + \tau \|d^{k}\|^2 \right)$$

$$+ s^2 \left( \frac{\beta}{2} + \frac{\eta}{\beta} \right) \|d^{k}\|^2.$$

Note that $\mu = \frac{\delta}{2} + \frac{s}{3}$. By Lemma 10 (see Appendix) that if $0 < s < \min \{ \frac{1}{\mu} (\tau - \delta \beta), 1 \}$, then

$$\Delta L^{k} - s (\Delta L^{k} - \frac{\beta}{2} \|d^{k}\|^2 + \tau \|d^{k}\|^2) + s^2 (\mu \|d^{k}\|^2) \leq (1-s \delta) \Delta L^{k}.$$

We conclude that

$$\Delta L^{k+1} \leq (1-s \delta) \Delta L^{k}.$$

Step 2. Case 1 happened before.

We can define $\mu'$ accordingly. Notice that in this case

$$\mu' = \frac{\beta}{2} + \frac{1}{\beta} \left\{ [\lambda p(1-p)]^{2} [L(1-\nu)]^{2p-4} + \|\beta I - Q^{k}\|^2 \right\}.$$

And $\beta I - Q^{k} \succeq 0$. So we know $\|\beta I - Q\|^2 \geq \|\beta I - Q^{k}\|^2$, i.e., $\mu' \leq \mu$. Then we can always find a larger $s' > s$ such that

$$\Delta L^{k+1} \leq (1-s' \delta) \Delta L^{k} \leq (1-s \delta) \Delta L^{k}.$$

So in this case, the potential function value shrinks with a larger exponential rate. We complete the proof. \qed

In summary, if $\|x^{k}\|_{\infty} \leq \gamma$, and $s, \tau$, and $L$ are defined accordingly in lemma 2, lemma 3, and lemma 4, then the claims above all hold and can be summarized as follows.

- Case 1 would at most happen $n$ times.
- Case 2 would happen at most $\left\lceil \frac{N(x^{0})}{M} \right\rceil$ times because of two facts: the objective value of problem (1) is lower bounded by 0; and in any case, the objective function keeps non-increasing.
- Each time Case 3 happens, the potential function value shrinks by a constant exponential rate.
In case 1 and case 2, the potential function value is always bounded by $h(x_0)$ according to its definition.

From the observations above, we first have the following lemma:

**Lemma 5** Starting from a given initial solution $x^0$, Case 1 and Case 2 of the algorithm would happen no more than $n + [\frac{h(x^0)}{M}]$ times.

We are now ready to present the main result of this paper:

**Theorem 1** For any $\epsilon \in (0, 1)$, Algorithm 1 obtains an $\epsilon$-KKT point of problem (1) in no more than $O\left( (n + [\frac{h(x^0)}{M}] + 1) \left\lfloor \ln \frac{h(x^0)2\beta}{\epsilon^2 \ln \frac{1}{1-s\delta}} \right\rfloor \right)$ steps.

**Proof** For any fixed number $\epsilon \in (0, 1)$, let $\theta = \left\lceil \frac{\ln \frac{h(x^0)2\beta}{\epsilon^2 \ln \frac{1}{1-s\delta}}}{\ln(1-s\delta)} \right\rceil$. We will show that there exists a $k \leq (n + [\frac{h(x^0)}{M}] + 1) * (\theta + 1)$, such that $x^k$ is an $\epsilon$-KKT point of problem (1).

1. If there exists an $l$ such that $l \leq (n + [\frac{h(x^0)}{M}] + 1) * (\theta + 1)$, $x^l = 0$, then $x^l$ is an $\epsilon$-KKT point of problem (1).

2. If $\forall l \leq (n + [\frac{h(x^0)}{M}] + 1) * (\theta + 1)$, $x^l \neq 0$:
   Let $N = (n + [\frac{h(x^0)}{M}] + 1) * (\theta + 1)$.
   We divide the iteration sequence $\{x^1, x^2, \cdots, x^N\}$ into $(n + [\frac{h(x^0)}{M}] + 1)$ contiguous segments. Segment $j$ consists of elements $\{x^{(j+1)(\theta+1)}, x^{(j+1)(\theta+1)+2}, \cdots, x^{(j+1)(\theta+1)+1}\}$.
   We can observe that the sequence is divided into $(n + [\frac{h(x^0)}{M}] + 1)$ segments.
   By Lemma 5, $x^i$’s at which Case 1 or Case 2 happens would appear at most $(n + [\frac{h(x^0)}{M}] + 1)$ times. Therefore there must exists one segment in which neither Case 1 nor Case 2 would happen by the Pigeonhole Principle.
   Suppose this segment includes sequence $x^{k-\theta}, x^{k-\theta+1}, \cdots, x^{k}$, and $k \leq (n + [\frac{h(x^0)}{M}] + 1) * (\theta + 1)$. From lemma 4, we have $\Delta L_{l+1} \leq (1-s\delta) \Delta L_{l}$ for any $l$ in this segment. Therefore,
   \[
   \Delta L_k \leq \Delta L_{k-\theta} (1-s\delta)^\theta \\
   \leq \frac{h(x^0)}{\epsilon^2} \frac{h(x^0)2\beta}{h(x^0)2\beta} \\
   \leq \frac{\epsilon^2}{2\beta}.
   \]
   By lemma 1, we have $x^k$ is an $\epsilon$-KKT point of problem (1). Therefore the algorithm obtains an $\epsilon$-KKT point of problem (1) in no more than $O(n \log \epsilon^{-1})$ steps.

$\square$
4 The Case with Linear Constraints

In this section, we consider a more general case of problem (1) by adding affine linear equality constraints.

Minimize \( h(x) \)
Subject to \( Ax = b \)
\( x \geq 0 \)  \( (19) \)

where \( h(x) \) is defined the same as problem (1), \( A \in \mathbb{R}^{m \times n} \), and \( b \in \mathbb{R}^{m} \). Also let \( F_p \) denote the feasible region of problem (19). In this section, we will show that under mild assumptions, the analysis of our algorithm can also be applied to problem (19).

We first make the following assumptions.

**Assumption 3** The optimal value of problem (19) is lower bounded by 0.

**Assumption 4** \( F_p \) is bounded and there exists an \( r \) such that \( \sup \{ ||x||_\infty | x \in F_p \} \leq \gamma \).

Similar to problem (1), Assumption 3 is only for the simplicity of our analysis. It will not change our complexity result if the optimal value of problem (19) is lower bounded by any other value. Assumption 4 is usual in linearly constrained problems and it can be satisfied in many situations, for example the simplex constraint, i.e. \( e^T x = 1 \).

We define the \( \epsilon \)-KKT conditions of problem (19) as follows:

**Definition 2** For any \( \epsilon \in (0, 1) \), we call \( x^* \in F_p \) an \( \epsilon \)-KKT point of problem (19), if there is \( y^* \), such that
\[
(\nabla h(x^*) - A^T y^*)^T x^* \leq \epsilon, \quad (20a)
\]
\[
\nabla h(x^*) - A^T y^* \geq 0. \quad (20b)
\]

Note that this \( \epsilon \)-KKT condition is little stronger than that in definition 1, since only the complementary condition has been relaxed by \( \epsilon \).

Following the idea in problem (1), for any \( z \in F_p \), we consider the problem:

Minimize \( L_z(x) = f(x) + g(z) + \nabla g(z)^T (x - z) \)
Subject to \( x \in F_p \) \( (21) \)

Let \( \tilde{z} \) be minimizer of problem (21), then the potential function \( \Delta L(z) : \mathbb{R}^n \rightarrow \mathbb{R} \) is defined as
\[
\Delta L(z) = L_z(z) - L_z(\tilde{z}).
\]

\( \Delta L(z) \) also has a similar relationship with \( \epsilon \)-KKT point, which is given as follows:

**Lemma 6** For any \( z \in F_p \), if \( \Delta L(z) \leq \frac{\epsilon^2}{2n \beta \gamma} \), then \( z \) is an \( \epsilon \)-KKT point of problem (19).
Proof First, we consider the following linear minimization problem:

\[
\begin{align*}
\text{Minimize} & \quad \nabla h(z)(x - z) \\
\text{Subject to} & \quad x \in F_p
\end{align*}
\]

(22)

Since \( F_p \) is compact, there must be a minimizer \( \hat{z} \) of problem (22). Let \( \hat{y} \) be the optimal dual variable corresponding to \( \hat{z} \), then the KKT conditions are given as follows:

\[
\begin{align*}
(\nabla h(z) - A^T \hat{y})^T \hat{z} &= 0, \\
\nabla h(z) - A^T \hat{y} &\geq 0.
\end{align*}
\]

(23a) \hspace{1cm} (23b)

Consider the \( \epsilon \)-KKT conditions of problem (19) and let \( x^* = z, y^* = \hat{y} \). Then for the first order condition (20a), we get

\[
(\nabla h(x^*) - A^T y^*)^T x^* = (\nabla h(z) - A^T \hat{y})^T (\hat{z} + z - \hat{z}) = \nabla h(z)^T (z - \hat{z}) - \hat{y}^T A(z - \hat{z}) = -\nabla h(z)^T (\hat{z} - z),
\]

where the last equality follows from (23a). We only need to show that \(-\nabla h(z)^T (\hat{z} - z) \leq \epsilon\), then combining with \(\nabla h(z) - A^T \hat{y} \geq 0\) and \( z \in F_p \), we could conclude \( z \) is an \( \epsilon \)-KKT point of problem (19).

Since \( \Delta L(z) = L_z(z) - L_z(\hat{z}) \), and \( \hat{z} \in \arg\min_{x \in F_p} L_z(x) \), the following condition holds for any \( 0 \leq s \leq 1 \):

\[
\Delta L(z) \geq L_z(\hat{z}) - L_z(z + s(\hat{z} - z)) = -s\nabla h(z)^T (\hat{z} - z) - \frac{\beta}{2} s^2 (\hat{z} - z)^T (\hat{z} - z).
\]

Suppose \(-\nabla h(z)^T (\hat{z} - z) > \epsilon\) (for contradiction), then we have

\[
\Delta L(z) > \epsilon - \frac{\beta}{2} s^2 (\hat{z} - z)^T (\hat{z} - z) \geq \epsilon - \frac{1}{2} s^2 \beta n \gamma^2.
\]

where the last inequality uses the assumption 4 that \( \sup\{\|x\|_\infty | x \in F_p\} \leq \gamma \). Let \( s = \frac{\epsilon}{\beta n \gamma^2} \). Thus

\[
\Delta L(z) > \frac{\epsilon^2}{2n \beta \gamma^2},
\]

which contradicts the assumption. Therefore, \( z \) is an \( \epsilon \)-KKT point of problem (19).

The following theorem presents a lower bound condition under which the problem (19) can be solved by Algorithm 1 with the same worst-case complexity as the problem (1).
Then, from the definition of $h$, we can adjust for the new lower bound described in the theorem.

The proof of theorem 2 use almost the same logic as that of theorem 1, and is omitted for brevity. Note that the procedure in Case 1 of Algorithm 1 should be adjusted for the new lower bound described in the theorem.

The conditions in the theorem 2 hold for many problems. For example, consider the problem

\[
\text{Minimize } h(x) \\
\text{s.t. } e^T x = 1 \\
x \geq 0.
\]

The following lemma provides a lower bound for problem (24).

**Lemma 7** For the problem \((24)\), if

\[
0 < L \leq \min\{\frac{|Q_{ii} - Q_{jj}|}{2} + \|Q_i - Q_j\|\sqrt{nr} - (a_i - a_j)\}^{\frac{1}{2}} | i \neq j \}
\]

and \(L \leq 1\), then for any \(x \in \{x | e^T x = 1, x \geq 0\}\) such that \(\exists j, x_j \leq L\), we could find a \(x^+\) such that \(\exists j, x_j^+ = 0\) and \(h(x) - h(x^+) \geq 0\).

**Proof** We select \(i\) such that \(x_i = \min\{x_j | x_j \leq L\}\), and randomly select an index \(j\) which is different from \(i\). Let \(\rho = x_i\), and

\[
x^+ = x - \rho e_i + \rho e_j.
\]

Then, from the definition of \(h(x)\), we have

\[
h(x) - h(x^+) = \frac{1}{2}\rho^2 (Q_{ii} - Q_{jj}) + \rho(Q_i - Q_j)(x - \rho e_i) + \rho(a_i - a_j) + \rho^p + (x_j^p - (x_j + \rho)^p).
\]

By the mean-value theorem, there exists a \(x'_j \in [x_j, x_j + \rho]\) such that \(x_j^p - (x_j + \rho)^p = -pp(x'_j)^{p-1}\). Due to \(x'_j \geq x_j \geq \rho\), we have

\[
x_j^p - (x_j + \rho)^p \geq -pp^p.
\]

Also, we know that \(0 \leq \rho \leq L \leq 1\) and \(\|x - \rho e_i\| \leq \sqrt{nr}\), which imply

\[
h(x) - h(x^+) \geq \frac{1}{2}\rho|Q_{ii} - Q_{jj}| - \rho \|Q_i - Q_j\|\sqrt{nr} + \rho(a_i - a_j) + \rho^p(1-p).
\]

In conjunction with \(L \leq [(1-p)\frac{|Q_{ii} - Q_{jj}|}{2} + \|Q_i - Q_j\|\sqrt{nr} - (a_i - a_j)\]^{\frac{1}{2}}\) and \(-1 < p - 1 < 0\), we have \(h(x) - h(x^+) \geq 0\). \(\square\)
One application of problem (24) is the sparse portfolio selection problem, which aims to select a limit number of securities with minimal estimated variance and maximal expected return. Given the estimated covariance matrix $Q \in \mathbb{R}^{n \times n}$, and the estimated return vector $r \in \mathbb{R}^n$ of a set of securities, this problem can be modelled as problem (19).

Minimize \[
\frac{1}{2} x^T Q x - u r^T x + \lambda \sum_i x_i^p
\]
Subject to \[
e^T x = 1
\]
\[
x \geq 0
\]
where $u \in (0, +\infty)$ and $\lambda \in (0, +\infty)$. Interested reader may refer to [5].
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Let \( g_1(x) = \lambda \sum_i x_i^p \) and \( g_2(x) = \frac{1}{2} x^T (Q - \beta I)x \). Note that \( g(x) = g_1(x) + g_2(x) \).

**Lemma 8** If \( x + d \geq 0 \), \( x_i \geq L \) for all index \( i \), and \( 0 < s \leq \nu < 1 \), then
\[
\| \nabla g(x + sd) - \nabla g(x) \|^2 \leq 2s^2 \left[ \lambda p(1 - p) \right]^2 \| L(1 - \nu) \|^{2p-4} + \| Q - \beta I \|_2^2 \| d \|_2^2
\]

**Proof** We consider \( g_1(x) \) and \( g_2(x) \) separately.

By the definition of \( g_1(x) \), we have
\[
\| \nabla g_1(x + sd) - \nabla g_1(x) \| \\
\leq \int_0^1 \| \nabla^2 g_1(x + tsd) \| dt \\
= s\lambda p(1 - p) \int_0^1 \sqrt{\sum_{i=1}^{n} (x_i + std_i)^{2p-4} d_i^2} dt.
\]

Since \( x_i + tsd_i \geq (1 - s) L \), for all index \( i \), we have
\[
\int_0^1 \sqrt{\sum_{i=1}^{n} (x_i + std_i)^{2p-4} d_i^2} dt \leq ((1 - s)L)^{p-2} \| d \|.
\]

In conjunction with \( s \leq \nu \) and \( 0 < p < 1 \), we get
\[
\| \nabla g_1(x + sd) - \nabla g_1(x) \|^2 \leq s^2 [\lambda p(1 - p)]^2 \| L(1 - \nu) \|^{2p-4} \| d \|^2.
\]

For \( g_2(x) \), we have
\[
\| \nabla g_2(x + sd) - \nabla g_2(x) \|^2 \leq s^2 \| Q - \beta I \|^2 \| d \|^2.
\]

Thus,
\[
\| \nabla g(x + sd) - \nabla g(x) \|^2 \\
\leq 2 \left( \| \nabla g_1(x + sd) - \nabla g_1(x) \|^2 + \| \nabla g_2(x + sd) - \nabla g_2(x) \|^2 \right) \\
\leq 2s^2 \left[ \lambda p(1 - p) \right]^2 \| L(1 - \nu) \|^{2p-4} + \| Q - \beta I \|^2 \| d \|^2.
\]

\( \square \)
Remark: Lemma 8 is the consequence of that \( g(x) \)'s gradient is Lipschitz continuous in the region that \( x_i \geq L(1 - \nu) \) for all index \( i \).

**Lemma 9** If \( x + d \geq 0 \), \( x \geq 0 \) and \( 0 < s \leq 1 \), then \( d^T (\nabla g(x) - \nabla g(x + sd)) \leq \frac{s}{1 - s} d^T \nabla^2 g(x)d \).

**Proof** We consider \( g_1(x) \) and \( g_2(x) \) separately. From the definition of \( g_1(x) \), we have

\[
d^T (\nabla g_1(x) - \nabla g_1(x + sd)) = \lambda p \sum_i (d_i (x_i^{p-1} - (x_i + sd_i)^{p-1})),
\]

and

\[
- \frac{s}{1 - s} d^T \nabla^2 g_1(x)d = \frac{s}{1 - s} \lambda p (1 - p) \sum_i x_i^{p-2} d_i^2.
\]

To prove that \( d^T (\nabla g_1(x) - \nabla g_1(x + sd)) \leq \frac{s}{1 - s} d^T \nabla^2 g_1(x)d \), it suffices to show that \( d_i (x_i^{p-1} - (x_i + sd_i)^{p-1}) \leq \frac{s}{1 - s} (1 - p) x_i^{p-2} d_i^2 \), \( \forall i \).

If \( d_i \geq 0 \), by the mean-value theorem, there exists a \( x_i' \in [x_i, x_i + sd_i] \), such that

\[
(x_i^{p-2} - (1 - p) x_i^{p-2} d_i^2) = (1 - p) x_i^{p-2} d_i^2.
\]

If \( d_i < 0 \), We let \( v = -\frac{d_i}{x_i} \), \( 0 < v \leq 1 \). By multiplying \( \frac{1}{x_i} \) on both sides,

\[
d_i (x_i^{p-1} - (x_i + sd_i)^{p-1}) \leq \frac{s}{1 - s} (1 - p) x_i^{p-2} d_i^2,
\]

can be simplified as

\[
(1 - sv)^{p-1} - 1 \leq \frac{sv}{1 - v} (1 - p).
\]

Since

\[
\frac{sv}{1 - v} (1 - p) \leq \frac{sv}{1 - sv} (1 - p),
\]

letting \( u = sv \), it is sufficient to show that \( (1 - u)^{p-1} - 1 \leq \frac{u}{1 - u} (1 - p) \). Consider function \( \omega(u) = (1 - u)^p - (1 - u) - u(1 - p), 0 < u \leq 1 \). A simple calculation shows that \( \omega(u) \) is a decreasing function. Hence \( \omega(u) \leq \lim_{u \to 0} \omega(u) = 0 \). It follows that \( (1 - u)^{p-1} - 1 \leq \frac{u}{1 - u} (1 - p), \forall 0 < u \leq 1 \). Thus, we obtain

\[
\lambda p d_i (x_i^{p-1} - (x_i + sd_i)^{p-1}) \leq \frac{s}{1 - s} p (1 - p) d_i x_i^{p-2} d_i.
\]

For \( g_2(x) \), since \( 0 < s \leq 1 \), we have

\[
d^T (\nabla g_2(x) - \nabla g_2(x + sd)) = d^T (\beta I - Q)d \leq \frac{1}{1 - s} d^T (\beta I - Q)d \leq \frac{s}{1 - s} d^T \nabla^2 g_2(x)d.
\]
Therefore,
\[
d^T(\nabla g(x) - \nabla g(x + sd)) \\
= d^T(\nabla g_1(x) - \nabla g_1(x + sd) + \nabla g_2(x) - \nabla g_2(x + sd)) \\
\leq \frac{-s}{1 - s} d^T \nabla^2 g_1(x) d + \frac{-s}{1 - s} d^T \nabla^2 g_2(x) d \\
= \frac{-s}{1 - s} d^T \nabla^2 g(x) d.
\]

\[\square\]

Remark: Lemma 9 is a result of the special structure of function \(g(x)\), which is the sum of \(L_p\) function and a concave quadratic function.

**Lemma 10** If \(\Delta L \geq \frac{\beta}{2} \|d\|^2\), then
\[
\Delta L - s(\Delta L - \frac{\beta}{2} \|d\|^2 + \tau \|d\|^2) + s^2 \mu \|d\|^2 \leq (1 - s\delta) \Delta L,
\]
where \(\tau > 0, \mu > 0, 0 < \delta < \min\{\frac{2\tau}{\beta}, 1\}\), and \(0 < s \leq \min\{\frac{1}{\mu}(\tau - \frac{\delta \beta}{2}), 1\}\).

**Proof**
\[
\Delta L - s(\Delta L - \frac{\beta}{2} \|d\|^2 + \tau \|d\|^2) + s^2 \mu \|d\|^2 - (1 - s\delta) \Delta L \\
= -s(\Delta L - \frac{\beta}{2} \|d\|^2 + \tau \|d\|^2) + s^2 \mu \|d\|^2 + s\delta \Delta L \\
= s[(s\mu + \frac{\beta}{2} - \tau) \|d\|^2 - (1 - \delta) \Delta L] \\
\leq s[(s\mu + \frac{\beta}{2} - \tau) \|d\|^2 - \frac{(1 - \delta)\beta}{2} \|d\|^2] \\
= s\|d\|^2(s\mu - \tau + \frac{\delta \beta}{2}),
\]

where the inequality follows from \(\frac{\beta}{2} \|d\|^2 \leq \Delta L\). Due to \(0 < \delta < \frac{2\tau}{\beta}\) and \(s \leq \frac{1}{\mu}(\tau - \frac{\delta \beta}{2})\), we have
\[
s\mu - \tau + \frac{\delta \beta}{2} \leq 0.
\]

Therefore, \(\Delta L - s(\Delta L - \frac{\beta}{2} \|d\|^2 + \tau \|d\|^2) + s^2 \mu \|d\|^2 \leq (1 - s\delta) \Delta L\). \[\square\]