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Abstract

In this paper, we present novel randomized algorithms for solving saddle point problems whose dual feasible region is given by the direct product of many convex sets. Our algorithms can achieve an $O(1/N)$ and $O(1/N^2)$ rate of convergence, respectively, for general bilinear saddle point and smooth bilinear saddle point problems based on a new prima-dual termination criterion, and each iteration of these algorithms needs to solve only one randomly selected dual subproblem. Moreover, these algorithms do not require strongly convex assumptions on the objective function and/or the incorporation of a strongly convex perturbation term. They do not necessarily require the primal or dual feasible regions to be bounded or the estimation of the distance from the initial point to the set of optimal solutions to be available either. We show that when applied to linearly constrained problems, RPDs are equivalent to certain randomized variants of the alternating direction method of multipliers (ADMM), while a direct extension of ADMM does not necessarily converge when the number of blocks exceeds two.
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1 Introduction

Motivated by some recent applications in data analysis, there has been a growing interest in the design and analysis of randomized first-order methods for large-scale convex optimization. In these applications, the complex datasets are so big and often distributed over different storage locations. It is often impractical to assume that optimization algorithms can traverse an entire dataset once in each iteration, because doing so is either time consuming or unreliable, and often results in low resource utilization due to necessary synchronization among different computing units (e.g., CPUs, GPUs, and Cores) in a distributed computing environment. On the other hand, randomized algorithms can make progress by using information obtained from a randomly selected subset of data and thus provide much flexibility for their implementation in the aforementioned distributed environments.
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In this paper, we focus on the development of randomized algorithms for solving a class of saddle point problems given by

$$\min_{x \in X} \left\{ h(x) + \max_{y \in Y} (Ax, y) - J(y) \right\},$$  \hspace{1cm} (1.1)

where $X \subseteq \mathbb{R}^n$ and $Y \subseteq \mathbb{R}^m$ are closed convex sets, $h : X \rightarrow \mathbb{R}$ and $J : Y \rightarrow \mathbb{R}$ are closed convex functions, and $A : \mathbb{R}^n \rightarrow \mathbb{R}^m$ denotes a given linear operator. Throughout this paper, we assume that

$$y = (y_1; \ldots; y_p), \quad Y = Y_1 \times \ldots \times Y_p, \quad \text{and} \quad J(y) = J_1(y_1) + \ldots + J_p(y_p).$$  \hspace{1cm} (1.2)

Here $y_i \in Y_i, \ i = 1, \ldots, p, \ Y_i \subseteq \mathbb{R}^{m_i}$ are given closed convex sets such that $\sum_{i=1}^p m_i = m$, and $J_i : Y_i \rightarrow \mathbb{R}, \ i = 1, \ldots, p$, are closed convex functions. Accordingly, we denote $A = (A_1; \ldots; A_p)$, where $A_i$ are given linear operators from $\mathbb{R}^n$ to $\mathbb{R}^{m_i}, \ i = 1, \ldots, p$.

Problem (1.1)-(1.2) covers a few interesting subclasses of problems in the literature. One prominent example is to minimize the summation of several separable convex functions over some coupled linear constraints. Indeed, letting $X = \mathbb{R}^n$ and $h(x) = -b^T x$, one can view problem (1.1)-(1.2) as the saddle-point reformation of

$$\min \quad J_1(y_1) + J_2(y_2) + \ldots + J_p(y_p)$$  
\text{s.t.} \quad A_1^T y_1 + A_2^T y_2 + \ldots + A_p^T y_p = b,$$  \hspace{1cm} (1.3)

$$y_i \in Y_i, \ i = 1, \ldots, p.$$

The above problem has found wide applications in machine learning and image processing, and many first-order algorithms have developed for its solutions. More specifically, one can apply Nesterov’s smoothing scheme [38], the primal-dual method [6, 9], and the mirror-prox method [36, 34, 8] to solve the saddle-point reformulation in (1.1). We can also apply some classic penalty-based approaches for solving (1.3). In particular, Lan and Monteiro discussed the complexity of first-order quadratic penalty methods [27] and augmented Lagrangian penalty methods [26] applied to problem (1.3). More recently, He, Juditsky and Nemirovski generalized the mirror-prox algorithm for solving problem (1.3) based on the exact penalty method [22]. When $p = 2$, a special augmented Lagrangian method, namely the alternating direction method of multipliers (ADMM) [11, 43, 29, 15, 12], has been intensively studied recently [3, 18, 19, 20, 41]. However, as shown by Chen et al. [7], a direction extension of ADMM does not necessarily converge when $p > 2$, unless some strong convexity assumptions on $J_i$ and full row rank assumption on $A_i$ are made (e.g., [20, 23, 48]). Observe that all these methods need to perform $p$ projection subproblems over the sets $Y_i, \ i = 1, \ldots, p$, in every iteration.

Another interesting example is to minimize the regularized loss function given by

$$\min_{x \in X} h(x) + \sum_{i=1}^p f_i(A_i x),$$  \hspace{1cm} (1.4)

where $f_i : \mathbb{R}^{m_i} \rightarrow \mathbb{R}$ are closed convex functions with conjugate $f_i^*, \ i = 1, \ldots, p$. Clearly, problem (1.4) can be viewed as a special case of problem (1.1) with $J_i = f_i^*$ and $Y_i = \mathbb{R}^{m_i}, \ i = 1, \ldots, p$. While the algorithms for solving problem (1.3) are mostly deterministic, much effort has been devoted to randomized first-order methods for solving problem (1.4), which can make progress by utilizing the (sub)gradient of a randomly selected component $f_i(A_i x)$ only. More specifically, if $f_i$ are general nonsmooth convex functions, one can apply the mirror-descent stochastic approximation in [37] or
the accelerated stochastic approximation in [24], which exhibit an $O(1/\sqrt{N})$ rate of convergence for solving problem (1.4). Here $N$ denotes the number of iterations. Recently, some interesting development has been made [44, 2, 31, 47] under the assumption that $f_i$ are smooth convex functions. Based on incremental averaging gradient method [2], Schmidt et. al. [44] developed a stochastic averaging gradient method and show that it exhibits an $O(1/N)$ rate of convergence for smooth problems and an linear rate of convergence for the case when $f_i$ are smooth and strongly convex. This algorithm is also closely related to the stochastic dual coordinate ascent [46], a randomized version of dual coordinate ascent applied to the dual of problem (1.4) when $h$ is strongly convex, see [39, 28, 40, 42, 1, 30, 10] for some recent developments on block coordinate descent methods.

In this paper, we propose a novel algorithm, namely the randomized primal-dual method, to solve problems in the form of (1.1)-(1.2). The main idea is to incorporate a block decomposition of dual space into the primal-dual algorithm in [6]. At each iteration, our algorithm requires to solve only one subproblem in dual space instead of $p$ subproblems as in the primal-dual algorithm. By using a new primal-dual termination criterion inspired by the one employed by Monteiro and Svaiter [33], we show that our algorithm can achieve an $O(1/N)$ and $O(1/N^2)$ rate of convergence, respectively for solving general bilinear saddle point problems (without any strongly convex assumptions) and smooth bilinear saddle point problems (with $J$ being strongly convex), where $N$ is the number of iterations. Furthermore, we demonstrate that our algorithm can deal with the situation when either $X$ or $Y$ is unbounded, as long as a saddle point of problem (1.1)-(1.2) exists. It should be noted that these complexity results will have an extra constant factor which depends on the number of blocks $p$, but such a dependence is mild if $p$ is not too big. In addition, we discuss possible extensions of the RPD method to the non-Euclidean geometry and also show that RPD applied to the linearly constrained problems in (1.3) is equivalent to a certain randomized variant of the ADMM method. To the best of our knowledge, all these developments seem to be new in the literature. In fact, our proof for the convergence of the ergodic mean of the primal-dual method for smooth bilinear saddle point problems was also new even under the deterministic setting (i.e., $p = 1$).\footnote{It is worth noting that Chambolle and Pock [?] had also released their results on the convergence of the ergodic means for deterministic primal-dual methods shortly after we released the initial version of the current paper in Sep., 2014.}

It should be noted that in a concurrent and independent work, Zhang and Xiao [49] presented a randomized version of the primal-dual method for solving a special class of regularized empirical risk minimization (ERM) problems given in the form of (1.4)\footnote{Note that [49] was also initially released in Sep., 2014.}. However, the algorithms, analysis and termination criteria in these papers are significantly different: (a) our primal-dual algorithm does not involve any extrapolation step as used in [49]; (b) we employed a new primal-dual optimality gap to assess the quality of a feasible solution to problem (1.1), while [49] employs the distance to the optimal solution as the termination criterion; and (c) as a consequence, the convergence analyses in these papers are significantly different. In fact, the basic algorithm in [49] was designed for problems where $h$ is strongly convex problems (similarly to those randomized dual coordinate descent methods [45]). Otherwise, one has to add a strongly convex perturbation to the objective function and impose stronger assumptions about $f_i$ and $h$. Such a perturbation term can be properly chosen only if there exists a bound on the distance from the initial point to the set of optimal solutions, and hence are not best suitable for the linearly constrained problems in (1.3). In fact, the authors were not aware of the existence of any other randomized algorithms in the literature that do not require the incorporation of a perturbation term for solving (1.1)-(1.2), but can achieve the optimal rate of convergence in...
terms of their dependence on $N$ as shown in this paper.

This paper is organized as follows. We first discuss some new primal-dual termination criteria in Section 2. We then present a general RPD method in Section 3, and discuss its convergence properties for general bilinear saddle point and smooth bilinear saddle point problems under the assumption that the primal and dual feasible regions are bounded. In Section 3, we generalize the RPD method for the case when the feasible regions are unbounded and incorporate non-Euclidean distance generating functions into the RPD method. In Section 4, we discuss the relation of the RPD method to ADMM. Finally some brief concluding remarks are provided in Section 5.

2 The problem of interest and its termination criteria

We introduce in this section a few termination criteria that will be used to evaluate the solution quality for problem (1.1).

Denote $Z \equiv X \times Y$. For a given $\hat{z} = (\hat{x}, \hat{y}) \in Z$, let us define the gap function $Q_0$ by

\[
Q_0(\hat{z}, z) := \left[ h(\hat{x}) + \langle A\hat{x}, y \rangle - J(y) \right] - \left[ h(x) + \langle Ax, \hat{y} \rangle - J(\hat{y}) \right], \quad \forall z = (x, y) \in Z.
\] (2.5)

It can be easily verified that $\hat{z} \in Z$ is an optimal solution of problem (1.1)-(1.2) if and only if $Q_0(\hat{z}, z) \leq 0$ for any $z \in Z$. A natural way to assess the solution quality of $\hat{z}$ is to compute the gap $g_0(\hat{z}) = \max_{z \in X} Q_0(\hat{z}, z)$, (2.6)

under the assumption that $g_0$ is well-defined, e.g., when $Z$ is bounded [6, 9]. Since $\hat{z}$ is a random variable in the randomized primal-dual algorithm to be studied in this paper, one would expect to use $E[g_0(\hat{z})]$ to measure the quality of $\hat{z}$. However, except for a few specific cases, we cannot provide an error bound on $E[g_0(\hat{z})]$ in general. Instead, we will introduce a slightly relaxed termination criterion defined as follows. For any given $\delta \in \mathbb{R}$, let us denote

\[
Q_\delta(\hat{z}, z) := \left[ h(\hat{x}) + \langle A\hat{x}, y \rangle - J(y) \right] - \left[ h(x) + \langle Ax, \hat{y} \rangle - J(\hat{y}) \right] + \delta,
\] \forall z = (x, y) \in Z

(2.7)

and

\[ g_\delta(\hat{z}) := \max_{z \in X} Q_\delta(\hat{z}, z). \] (2.8)

We will show the convergence of the randomized primal-dual algorithm in terms of the expected primal-dual gap $E[g_\delta(\hat{z})]$ for some $\delta \in \mathbb{R}$ satisfying $E[\delta] = 0$. Clearly, $g_0$ in (2.6) is a specialized version of $g_\delta$ with $\delta = 0$.

One potential problem associated with the aforementioned primal-dual gap $g_\delta$ is that it is not well-defined if $Z$ is unbounded. In the latter case, Monteiro and Svaiter [32] suggested a perturbation-based termination criterion for solving problem (1.1)-(1.2) inspired by the enlargement of a maximal monotone operator that was first studied in [5]. One advantage of using this criterion is that its definition does not depend on the boundedness of the domain of the operator. More specifically, as shown in [32], there always exists a perturbation vector $v$ such that

\[
g_0(\hat{z}, v) := \max_{z \in Z} Q_0(\hat{z}, z) - \langle v, \hat{z} - z \rangle
\]

is well-defined, although the value of $g_0(\hat{z})$ in (2.6) may be unbounded if $Z$ is unbounded. Accordingly, for the case when $\hat{z}$ is a random variable, we define

\[
g_\delta(\hat{z}, v) := \max_{z \in Z} Q_\delta(\hat{z}, z) - \langle v, \hat{z} - z \rangle
\] (2.9)
and establish the convergence of the randomized primal-dual algorithm in terms of $E[\tilde{g}(\hat{z}, v)]$ for some $\delta \in \mathbb{R}$ satisfying $E[\delta] = 0$.

## 3 The algorithm and main results

This section consists of three subsections. We first present a generic randomized primal-dual (RPD) method in subsection 3.1, and discuss its convergence properties for solving different classes of saddle point problems in the two subsequent subsections. More specifically, we focus on the analysis of the RPD method for solving general saddle point problems, where both $h$ and $J$ are general convex functions without assuming strong convexity, over bounded feasible sets in subsection 3.2. We then show in subsection 3.3 that much stronger convergence properties can be obtained for solving smooth saddle point problems, for which $J$ is strongly convex. It is worth noting that the same algorithmic framework presented in subsection 3.1 is applicable to all these different cases mentioned above, as well as the unbounded case to be discussed in Section 4.

### 3.1 The RPD algorithm

We will first introduce a few notations in order to simplify the description and analysis of the RPD algorithm. Let $I_m$ and $I_{m_i}, i = 1, 2, \ldots, p$, respectively, denote the identity matrices in $\mathbb{R}^{m \times m}$ and $\mathbb{R}^{m_i \times m_i}, i = 1, 2, \ldots, p$. Observe that $I_{m_i}, i = 1, 2, \ldots, p$, can be viewed as the $i$-th diagonal block of $I_m$. Also let us define $U_i \in \mathbb{R}^{m \times m}, i = 1, 2, \ldots, p$, as the diagonal matrix whose $i$-th diagonal block is $I_{m_i}$ and all other blocks are given by 0. Also let $\bar{U}_i \in \mathbb{R}^{m \times m}$ be the complement of $U_i$ such that $U_i + \bar{U}_i = I_m$.

With the help of the above notations, we are now ready to describe our algorithmic framework as follows.

**Algorithm 1** The randomized primal-dual (RPD) method for saddle point optimization

Let $z^1 = (x^1, y^1) \in X \times Y$, and nonnegative stepsizes $\{\tau_t\}, \{\eta_t\}$, parameters $\{q_t\}$, and weights $\{\gamma_t\}$ be given. Set $\bar{x}^1 = x^1$.

for $t = 1, \ldots, N$ do

1. Generate a random variable $i_t$ uniformly distributed over $\{1, 2, \ldots, p\}$.
2. Update $y^{t+1}$ and $x^{t+1}$ by

$$y_{i_t}^{t+1} = \arg\min_{y_i \in Y_i} \left\{ -U_i A \bar{x}^t, y_i + J_i(y_i) + \frac{\tau_t}{2} \|y_i - y_{i_t}^t\|_2^2, \quad i = i_t, \right. \vspace{1mm}$$
$$\left. \frac{\tau_t}{2} \|y_i - y_{i_t}^t\|_2^2, \quad i \neq i_t. \right. \vspace{1mm}$$

$$x^{t+1} = \arg\min_{x \in X} h(x) + \langle x, A^T y^{t+1} \rangle + \frac{\eta_t}{2} \|x - x^t\|_2^2. \vspace{1mm}$$

$$\bar{x}^{t+1} = q_t(x^{t+1} - x^t) + x^{t+1}. \vspace{1mm}$$

end for

Output: Set

$$\hat{z}^N = \left( \sum_{t=1}^N \gamma_t \right)^{-1} \sum_{t=1}^N \gamma_t z^{t+1}. \vspace{1mm}$$
The above RPD algorithm originated from the primal-dual method in [6]. The major differences between these two algorithms are summarized as follows. Firstly, instead of updating the whole dual variable $y_i^t$, $i = 1, \ldots, p$, as in the original primal-dual algorithm, the RPD algorithm updates in Step (3.10) the $i_t$-th component of $y_i^t$ only. Secondly, rather than using constant stepsizes for $\tau$, $\eta_t$, and $q_t$, variable stepsizes are used in the RPD method. Thirdly, the output solution $\hat{z}^N$ is defined as a weighted average rather than a simple average of $z^t$, $t = 2, \ldots, N + 1$. The latter two enhancements are introduced so that the primal-dual algorithm can achieve the optimal rate of convergence for solving smooth saddle point problems, which is new even for the deterministic case where the number of blocks $p = 1$.

It is also known that the primal-dual algorithm is related to the Douglas-Rachford splitting method [11, 29] and a pre-conditioned version of the alternating direction method of multipliers [14, 17] (see, e.g., [3, 6, 13, 21, 35] for detailed reviews on the relationship between the primal-dual methods and other algorithms, as well as recent theoretical developments). However, to the best of our knowledge, there does not exist randomized version of these algorithms which only need to solve one dual subproblem at each iteration before in the literature (see Section 4 for more discussions). It should be noted that Algorithm 1 is conceptual only since we have not yet specified a few algorithmic parameters including $\{\tau_t\}$, $\{\eta_t\}$, $\{q_t\}$, and $\{\gamma_t\}$. We will come back to this issue after establishing some convergence properties of the generic RPD method for solving different classes of saddle-point problems.

### 3.2 General bilinear saddle point problems over bounded feasible sets

Throughout this subsection we assume that both $h$ and $J$ are general convex function (without assuming strong convexity) so that problems (3.10) and (3.11) are relatively easy to solve. Also we assume that both $X$ and $Y$ are bounded, i.e., $\exists \Omega_X > 0$ and $\Omega_Y > 0$ such that

$$\max_{x_1, x_2 \in X} \|x_1 - x_2\|_2^2 \leq \Omega_X^2 \quad \text{and} \quad \max_{y_1, y_2 \in Y} \|y_1 - y_2\|_2^2 \leq \Omega_Y^2. \quad (3.14)$$

Before establishing the main convergence properties for the RPD method applied to general bilinear saddle point problems, we show an important recursion of this algorithm in the following result.

**Proposition 1** Let $z^t = (x^t, y^t), t = 1, 2, \ldots, N$, be generated by Algorithm 1. For any $z \in Z$, we have

$$\gamma_t Q_0(z^{t+1}, z) + \langle \gamma_tA x^{t+1} - Ax^t, y^{t+1} - y \rangle + (\gamma_t - 1) [J(y) - J(y^{t+1})] - \Delta_t$$

$$\leq \frac{\gamma_t}{2} \left[ \|x - x^t\|_2^2 - \|x^t - x^{t+1}\|_2^2 - \|x - x^{t+1}\|_2^2 \right]$$

$$+ \frac{\eta_t}{2} \left[ \|y - y^t\|_2^2 - \|y^t - y^{t+1}\|_2^2 - \|y - y^{t+1}\|_2^2 \right], \quad (3.15)$$

where

$$\Delta_t := \langle q_{t-1} U_i A(x^t - x^{t-1}), y^{t+1} - y \rangle - \langle \bar{U}_i A x^t, y^t - y \rangle + \sum_{i \neq i_t} [J(y^t_i) - J_i(y_i)]. \quad (3.16)$$

**Proof.** By the optimality condition of problem (3.11), for all $x \in X$, we have

$$h(x^{t+1}) - h(x) + \langle x^{t+1} - x, A^T y^{t+1} \rangle + \frac{\eta_t}{2} \|x^t - x^{t+1}\|_2^2 + \frac{\eta_t}{2} \|x - x^{t+1}\|_2^2 \leq \frac{\eta_t}{2} \|x - x^t\|_2^2. \quad (3.17)$$
Observe that

\[
\langle x^{t+1} - x, A^T y^{t+1} \rangle = \langle Ax^{t+1}, y \rangle - \langle Ax, y^{t+1} \rangle - \langle Ax^{t+1}, y \rangle + \langle Ax^{t+1}, y^{t+1} \rangle = \langle Ax^{t+1}, y \rangle - \langle Ax, y^{t+1} \rangle + \langle Ax^{t+1}, y^{t+1} - y \rangle,
\]

which together with (3.17) and the definition of \(Q_0\) in (2.5) then imply

\[
Q_0(z^{t+1}, z) + \langle Ax^{t+1}, y^{t+1} - y \rangle + J(y) - J(y^{t+1}) \leq \frac{n}{2} \left[ \|x - x^t\|^2_2 - \|x - x^{t+1}\|^2_2 - \|x - x^{t+1}\|^2_2 \right].
\]

(3.18)

Now, by the optimality condition of problem (3.10), for all \(y \in Y\), we have

\[
\langle -U_iAx^t, y^{t+1} - y \rangle + J_i(y_{i^t}^{t+1}) - J_i(y_i) + \frac{n}{2} \|y_i - y_{i^{t+1}}\|^2_2 + \frac{n}{2} \|y_i - y_{i^{t+1}}\|^2_2 \leq \frac{n}{2} \|y_i - y_i\|^2_2.
\]

(3.19)

Using the definition of \(\bar{x}^t\) in (3.12), we also have

\[
\langle -U_iAx^t, y^{t+1} - y \rangle = \langle -U_iAx^{t-1} + x^t, y^{t+1} - y \rangle = \langle -U_iAx^{t-1}, y^{t+1} - y \rangle - \langle q_{i-1}U_iA(x^t - x^{t-1}), y^{t+1} - y \rangle
\]

\[
= \langle -U_iAx^{t-1}, y^{t+1} - y \rangle - \langle q_{i-1}U_iA(x^t - x^{t-1}), y^{t+1} - y \rangle
\]

\[
+ \langle (U_iAx^t, y^{t+1} - y \rangle - \langle q_{i-1}U_iA(x^t - x^{t-1}), y^{t+1} - y \rangle + \langle U_iAx^t, y^t - y \rangle,
\]

(3.20)

where the last identity follows from the fact that \(U_i + U_i = I_n\) and that \(\langle U_iAx^t, y^{t+1} - y \rangle = \langle U_iAx^t, y^t - y \rangle\). Also observe that

\[
\frac{J_i(y_{i^{t+1}}^{t+1}) - J_i(y_i)}{\text{sum}_{i \neq i^t} J_i(y_{i^t})} \leq J(y^{t+1}) - J(y) - \sum_{i \neq i^t} [J(y_i) - J_i(y_{i^t})],
\]

(3.21)

\[
\frac{\|y_i - y_{i^{t+1}}\|^2_2}{2} = \|y - y^t\|^2_2 - \|y - y^{t+1}\|^2_2.
\]

Using these observations in (3.19), we conclude

\[
\langle -Ax^t, y^{t+1} - y \rangle - \langle q_{i-1}U_iA(x^t - x^{t-1}), y^{t+1} - y \rangle + \langle U_iAx^t, y^t - y \rangle
\]

\[
+ J(y^{t+1}) - J(y) - \sum_{i \neq i^t} [J(y_i) - J_i(y_{i^t})] \leq \frac{n}{2} \left[ \|y - y^t\|^2_2 - \|y - y^{t+1}\|^2_2 - \|y - y^{t+1}\|^2_2 \right].
\]

Multiplying both sides of (3.18) by \(\gamma_t\) and adding it up with the above inequality, we have

\[
\gamma_t Q_0(z^{t+1}, z) + \langle \gamma_tA^{t+1} - Ax^t, y^{t+1} - y \rangle + (\gamma_t - 1) \left[ J(y) - J(y^{t+1}) \right]
\]

\[
- \langle q_{i-1}U_iA(x^t - x^{t-1}), y^{t+1} - y \rangle + \langle U_iAx^t, y^t - y \rangle - \sum_{i \neq i^t} [J(y_i) - J_i(y_{i^t})]
\]

\[
\leq \frac{n\gamma_t}{2} \left[ \|x - x^t\|^2_2 - \|x^{t+1}\|^2_2 \right] + \frac{n}{2} \left[ \|y - y^t\|^2_2 - \|y - y^{t+1}\|^2_2 - \|y - y^{t+1}\|^2_2 \right],
\]

which, in view of the definition of \(\Delta_t\), clearly implies the result.

The following lemma provides an upper bound on \(E_i[\Delta_t]\).

\textbf{Lemma 2} Let \(\Delta_t\) be defined in (3.16). If \(i_t\) is uniformly distributed on \(\{1, 2, \ldots, p\}\), then

\[
E_i[\Delta_t] \leq \left\langle \left( 1 - \frac{2}{2p} \frac{1}{2p} \right) Ax^t - \frac{1}{2} q_{i^t} A x^{t-1}, y^t - y \right\rangle + \frac{p - 1}{p} \left[ J(y^t) - J(y) \right]
\]

\[
+ \frac{n^2}{2p} \|A\|^2_2 \|x^t - x^{t-1}\|^2_2 + \frac{n}{2} E_i[\|y^{t+1} - y^t\|^2_2].
\]
Proof. The definition of $\Delta_t$ in (3.16) can be rewritten as

$$
\Delta_t = \langle qt_{t-1} U_{i_t} A(x^t - x^{t-1}) - U_{i_t} Ax^t, y^t - y \rangle - \langle qt_{t-1} U_{i_t} A(x^t - x^{t-1}), y^{t+1} - y^t \rangle + \sum_{i \neq i_t} [J_i(y^t) - J_i(y_t)].
$$

(3.22)

Since $i_t$ is uniformly distributed on $\{1, 2, \ldots, p\}$, we have

$$
E_{i_t} \left[ \langle qt_{t-1} U_{i_t} A(x^t - x^{t-1}) - U_{i_t} Ax^t, y^t - y \rangle \right] = \left\langle \frac{1}{p} qt_{t-1} A(x^t - x^{t-1}), y^t - y \right\rangle - \frac{p-1}{p} \left\langle Ax^t, y^t - y \right\rangle
$$

(3.23)

and

$$
E_{i_t} \left[ \sum_{i \neq i_t} (J_i(y^t) - J_i(y_t)) \right] = \frac{p-1}{p} \left[ J(y^t) - J(y) \right].
$$

(3.24)

Observe that

$$
E_{i_t} \left[ \langle qt_{t-1} U_{i_t} A(x^t - x^{t-1}), y^{t+1} - y^t \rangle \right] \leq E_{i_t} \left[ |qt_{t-1} U_{i_t} A(x^t - x^{t-1})||y^{t+1} - y^t| \| \right]
\leq \frac{q_t^2}{2\tau_t} \| U_{i_t} A(x^t - x^{t-1}) \|^2 + \frac{q_t}{2} E_{i_t} \left[ ||y^{t+1} - y^t||^2 \right]
\leq \frac{q_t^2}{2\tau_t} \| A(x^t - x^{t-1}) \|^2 + \frac{q_t}{2} E_{i_t} \left[ ||y^{t+1} - y^t||^2 \right],
$$

(3.25)

where the second inequality follows from the Cauchy-Swartz inequality and the equality follows from the fact that $i_t$ is uniformly distributed on $\{1, 2, \ldots, p\}$. The result immediately follows from (3.22), (3.23), (3.24), and (3.25).

We are now ready to establish the main convergence properties of the RPD algorithm for solving saddle point problems over bounded feasible sets.

**Theorem 3** Suppose that the initial point of Algorithm 1 is chosen such that $x^1 = x^0$ and $y^1 = \arg\max_{y \in Y} (Ax^1, y) - J(y)$. Also assume that the parameters $\{q_t\}, \{\gamma_t\}, \{\tau_t\},$ and $\{\eta_t\}$ satisfy

\[
q_t = p, \ t = 1, \ldots, N - 1,
\]

\[
\gamma_t = \frac{1}{p} q_t - \frac{p-1}{p}, \ t = 1, \ldots, N - 2 \text{ and } \gamma_{N-1} = 1,
\]

\[
\tau_{t-1} \geq \tau_t, \ i = 1, \ldots, N - 1,
\]

\[
\gamma_{t-1} \eta_{t-1} \geq \gamma_t \eta_t, \ i = 1, \ldots, N - 1,
\]

\[
p \gamma_t \eta_t \tau_{t+1} \geq q_t ||A||_2^2, \ i = 1, \ldots, N - 2,
\]

\[
\gamma_{N-1} \eta_{N-1} \tau_{N-1} \geq ||A||_2^2.
\]

(3.26) - (3.31)

a) For any $N \geq 1$, we have

\[
\mathbb{E}[Q_0(\hat{z}^N, z)] \leq \left( \sum_{t=1}^{N-1} \gamma_t \right)^{-1} \left[ \frac{\gamma_t}{2} \Omega_X^2 + \frac{\gamma_t}{2} \Omega_Y^2 \right], \forall z \in Z,
\]

(3.32)

where $\hat{z}^N$ is defined in (3.13) and the expectation is taken w.r.t. $[i_N] = (i_1, \ldots, i_{N-1})$.  
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b) For any \( N \geq 1 \), there exists a function \( \delta(y) \) such that \( \mathbb{E}[\delta(y)] = 0 \) for any \( y \in Y \)

\[
\mathbb{E}[g_{\delta(y)}(z^N)] \leq \left( \sum_{t=1}^{N-1} \gamma_t \right)^{-1} \left[ \frac{\gamma N}{2} \Omega_x^2 + \frac{\gamma N}{2} \Omega_y^2 \right], \quad \forall z \in Z.
\] (3.33)

**Proof.** We first show part a). It follows from Proposition 1 and Lemma 2 that

\[
\gamma_t Q_0(z^{t+1}, z) + \langle \gamma_t A x^{t+1} - A x^t, y^{t+1} - y \rangle + (\gamma_t - 1) \left[ J(y) - J(y^{t+1}) \right]
\leq \mathbb{E}_{i_t}(\Delta_t) + \frac{\gamma N}{4} \left[ \|x - y^{t+1}\|^2_2 - \|x - x^{t+1}\|^2_2 - \|y^{t+1} - y\|^2_2 \right] + \Delta_t - \mathbb{E}_{i_t}[\Delta_t]
\leq \left( \frac{1}{p} q_{t-1} - \frac{p-1}{p} \right) \langle A x^{t-1} - A x^t, y^t - y \rangle + \frac{p-1}{p} \left[ J(y^t) - J(y) \right] - \frac{\gamma N}{4} \|x - x^{t+1}\|^2_2 + \frac{\gamma N}{8} \mathbb{E}_{i_t} \left[ \|y^{t+1} - y\|^2_2 \right] + \frac{\gamma N}{2} \left[ \|x - x^{t+1}\|^2_2 - \|x - x^{t+1}\|^2_2 - \|y - y^{t+1}\|^2_2 \right] + \Delta_t - \mathbb{E}_{i_t}[\Delta_t].
\] (3.34)

Denoting

\[
\Delta'_t := \Delta_t - \frac{7_t}{2} \|y^t - y^{t+1}\|^2_2,
\]
we can rewrite (3.34) as

\[
\gamma_t Q_0(z^{t+1}, z) + \langle \gamma_t A x^{t+1} - A x^t, y^{t+1} - y \rangle + (1 - \gamma_t) \left[ J(y^{t+1}) - J(y) \right]
\leq \left( \frac{1}{p} q_{t-1} - \frac{p-1}{p} \right) A x^t - \frac{1}{p} q_{t-1} A x^{t-1} - A x^t, y^t - y \rangle + \frac{p-1}{p} \left[ J(y^t) - J(y) \right] - \frac{\gamma N}{4} \|x^t - x^{t+1}\|^2_2 + \frac{\gamma N}{8} \mathbb{E}_{i_t} \left[ \|y^{t+1} - y\|^2_2 \right] + \frac{\gamma N}{2} \left[ \|x - x^{t+1}\|^2_2 - \|x - x^{t+1}\|^2_2 - \|y - y^{t+1}\|^2_2 \right] + \Delta'_t - \mathbb{E}_{i_t}[\Delta'_t].
\] (3.35)

Taking summation from \( t = 1 \) to \( N - 1 \) on both sides of the above inequality, using the assumptions in (3.26) and (3.27), and denoting \( z^{[N]} := \{(x^t, y^t)\}_{t=1}^N \) and

\[
\mathcal{B}_N(z, z^{[N]} := \sum_{t=1}^{N-1} \left[ \frac{\gamma N}{2} \|x - x^t\|^2_2 - \frac{\gamma N}{4} \|x - x^{t+1}\|^2_2 \right] + \sum_{t=1}^{N-1} \left[ \frac{\gamma N}{2} \|x - y^t\|^2_2 - \frac{\gamma N}{4} \|y - y^{t+1}\|^2_2 \right],
\] (3.36)
we then conclude that

\[
\sum_{t=1}^{N-1} \gamma_t Q_0(z^{t+1}, z)
\leq \mathcal{B}_N(z, z^{[N]}) - \langle A x^N - A x^{N-1}, y^N - y \rangle + \frac{1}{2} Ax^0, y^1 - y \rangle + \frac{p-1}{p} \left[ J(y^1) - J(y) \right]
+ \frac{p q_{2pN+1}}{2} \|x^t - x^0\|^2_2 - \frac{\gamma N}{2} \|x^t - x^{t+1}\|^2_2 - \sum_{t=1}^{N-1} \left( \frac{\gamma N}{2} - \frac{q_{2pN+1}}{2} \right) \|x^t - x^{t+1}\|^2_2
+ \sum_{t=1}^{N-1} \left( \mathbb{E}_{i_t}(\Delta'_t) - \mathbb{E}_{i_t}(\Delta'_t) \right)
\leq \mathcal{B}_N(z, z^{[N]}) - \frac{\gamma N}{2} \|x^N - x^{N-1}\|^2_2 - \langle A x^N - A x^{N-1}, y^N - y \rangle + \sum_{t=1}^{N-1} \left( \mathbb{E}_{i_t}(\Delta'_t) - \mathbb{E}_{i_t}(\Delta'_t) \right),
\] (3.37)

where the second inequality follows from (3.30), and the facts that \( x^1 = x^0 \) and \( y^1 = \text{argmax}_{y \in Y} \langle A x^1, y \rangle - J(y) \). Using the above conclusion, the definition of \( \hat{x}^N \) in (3.13), and the convexity of \( Q_0(\hat{z}, z) \) w.r.t. \( \hat{z} \), we obtain

\[
\left( \sum_{t=1}^{N-1} \gamma_t \right) Q_0(\hat{z}^N, z) \leq \sum_{t=1}^{N-1} \gamma_t Q_0(z^{t+1}, z)
\leq \mathcal{B}_N(z, z^{[N]}) - \frac{\gamma N}{2} \|x^N - x^{N-1}\|^2_2 - \langle A x^N - A x^{N-1}, y^N - y \rangle + \sum_{t=1}^{N-1} \left( \mathbb{E}_{i_t}(\Delta'_t) - \mathbb{E}_{i_t}(\Delta'_t) \right),
\]
which, in view of the fact that
\[-\langle Ax^N - Ax^{N-1}, y^N - y \rangle \leq \frac{\|A\|^2}{2^{N-1}} \|x^N - x^{N-1}\|_2^2 + \frac{\gamma_{N-1}}{2} \|y^N - y\|_2^2, \tag{3.38}\]
then implies that
\[
\left(\sum_{t=1}^{N-1} \gamma_t\right) Q_0(\hat{z}^N, z) \leq B_N(z, z^{[N]}) + \frac{\gamma_{N-1}}{2} \|y^N - y\|_2 - \left(\frac{\gamma_{N-1} \eta_{N-1}}{2} - \frac{\|A\|^2}{2^{N-1}}\right) \|x^N - x^{N-1}\|_2^2 + \sum_{t=1}^{N-1} (\Delta_t' - E_{i_t} [\Delta_t']).
\]
Now it follows from (3.28), (3.29), and (3.36) that
\[
B_N(z, z^{[N]}) + \frac{\gamma_{N-1}}{2} \|y^N - y\|_2^2
= \frac{\gamma_{N-1}}{2} \|x - x^1\|_2^2 - \sum_{t=1}^{N-2} \left(\frac{\gamma_t}{2} - \frac{\gamma_{t+1}}{2}\right) \|x - x^{t+1}\|_2^2 - \frac{\gamma_{N-1} \eta_{N-1}}{2} \|x - x^N\|_2^2
+ \frac{\gamma_{N-1}}{2} \|y - y^1\|_2^2 - \sum_{t=1}^{N-2} \left(\frac{\gamma_t}{2} - \frac{\gamma_{t+1}}{2}\right) \|y - y^{t+1}\|_2^2
\leq \frac{\gamma_{N-1}}{2} \|x - x^1\|_2^2 - \frac{\gamma_{N-1} \eta_{N-1}}{2} \|x - x^N\|_2^2 + \frac{\gamma_{N-1} \eta_{N-1}}{2} \|y - y^1\|_2^2
\leq \frac{\gamma_{N-1}}{2} \Omega_x^2 + \frac{\gamma_{N-1}}{2} \Omega_y^2.
\]
Combining the above two relations, and noting that \(\frac{\gamma_{N-1} \eta_{N-1}}{2} \geq \frac{\|A\|^2}{2^{N-1}}\) by (3.31), we obtain
\[
\left(\sum_{t=1}^{N-1} \gamma_t\right) Q_0(\hat{z}^N, z) \leq \frac{\gamma_{N-1}}{2} \Omega_x^2 + \frac{\gamma_{N-1}}{2} \Omega_y^2 + \sum_{t=1}^{N-1} (\Delta_t' - E_{i_t} [\Delta_t']). \tag{3.39}
\]
Taking expectation w.r.t \(i_t, t = 1, 2, ..., N - 1\), noting that \(E_{i_t} [\Delta_t' - E_{i_t} [\Delta_t']] = 0\) and \(\frac{p-1}{p} \leq 1\), we obtain
\[
E_{[N]}[Q_0(\hat{z}^N, z)] \leq \left(\sum_{t=1}^{N-1} \gamma_t\right)^{-1} \left[\frac{\gamma_{N-1} \eta_{N-1}}{2} \Omega_x^2 + \frac{\gamma_{N-1}}{2} \Omega_y^2\right].
\]
The proof of part b) is similar to that of part a). The main idea is to break down the perturbation term \(\Delta_t'\) into two parts, one independent on \(y\) and the other depending on \(y\). More specifically, let us denote
\[
\Delta_{t1} = \langle q_{t-1} U_{i_t} A(x^t - x^{t-1}), y^t \rangle - \langle U_{i_t} A x^t, y^t \rangle + \sum_{i \neq i_t} J_i (y_i) - \frac{\eta_t}{2} \|y^t - y^{t+1}\|_2^2, \tag{3.40}
\]
\[
\Delta_{t2} = \langle q_{t-1} U_{i_t} A(x^t - x^{t-1}), y \rangle - \langle U_{i_t} A x^t, y \rangle + \sum_{i \neq i_t} J_i (y_i).
\]
Clearly, we have
\[
\Delta_t' = \Delta_{t1} + \Delta_{t2}. \tag{3.42}
\]
Using exactly the same analysis as in part a) except putting the perturbation term \(\Delta_{t2}\) to the left hand side of (3.39), we have
\[
\left(\sum_{t=1}^{N-1} \gamma_t\right) Q_0(\hat{z}^N, z) + \sum_{t=1}^{N-1} (\Delta_{t2} - E_{i_t} [\Delta_{t2}]) \leq \frac{\gamma_{N-1}}{2} \Omega_x^2 + \frac{\gamma_{N-1}}{2} \Omega_y^2 + \sum_{t=1}^{N-1} (\Delta_{t1} - E_{i_t} [\Delta_{t1}]).
\]
Denoting
\[
\delta(y) = \left(\sum_{t=1}^{N-1} \gamma_t\right)^{-1} \sum_{t=1}^{N-1} (\Delta_{t2} - E_{i_t} [\Delta_{t2}]),
\]
we then conclude from the above inequality that
\[
\left(\sum_{t=1}^{N-1} \gamma_t\right) [Q_0(\hat{z}^N, z) + \delta(y)] \leq \frac{\gamma_{N-1}}{2} \Omega_x^2 + \frac{\gamma_{N-1}}{2} \Omega_y^2 + \sum_{t=1}^{N-1} (\Delta_{t1} - E_{i_t} [\Delta_{t1}]).
\]
Moreover, without loss of generality we assume that their strong convexity modulus is given by $1$.

In this section, we assume that $J_i$.

### 3.3 Smooth bilinear saddle point problems over bounded feasible sets

In this section, we assume that $J_i(y_i), i = 1, 2, \ldots, p$, in (1.1)-(1.2) are strongly convex functions. Moreover, without loss of generality we assume that their strong convexity modulus is given by $1$. 

While there are many options to specify the parameters $\eta_t, \tau_t$, and $\gamma_t$ of the RPD method such that the assumptions in (3.26)-(3.31) are satisfied, below we provide a specific parameter setting which leads to an optimal rate of convergence for the RPD algorithm in terms of its dependence on $N$.

**Corollary 4** Suppose that the initial point of Algorithm 1 is set to $x^1 = x^0$ and $y^1 = \arg\max_{y \in Y} \langle Ax^1, y \rangle - J(y)$. Also assume that $q_t$ is set to (3.26), and $\{\gamma_t\}, \{\tau_t\}$, and $\{\eta_t\}$ are set to

$$\gamma_t = \frac{1}{p}, \ t = 1, 2, \ldots, N - 2, \text{ and } \gamma_{N-1} = 1,$$

$$\tau_t = \frac{\sqrt{p\|A\|_{1}^{2}O_{X}}}{\Omega_Y},$$

$$\eta_t = \frac{p^{\frac{3}{2}}\|A\|_{1}^{2}O_{Y}}{\Omega_X}, \ t = 1, 2, \ldots, N - 2, \text{ and } \eta_{N-1} = \frac{\sqrt{p\|A\|_{1}^{2}O_{Y}}}{\Omega_X}.$$

Then for any $N \geq 1$, we have

$$E[Q_0(\hat{z}^N, z)] \leq \frac{p^{3/2}\|A\|_2^2O_XO_Y}{N+p-2}, \forall z \in Z,$$  

Moreover, there exists a function $\delta(y)$ such that $E[\delta(y)] = 0$ for any $y \in Y$ and

$$E[g_{\delta(y)}(\hat{z}^N)] \leq \frac{p^{3/2}\|A\|_2^2O_XO_Y}{N+p-2}.$$  

**Proof.** It is easy to verify that $\gamma_t, \tau_t,$ and $\eta_t$ defined in (3.43)-(3.45) satisfy (3.27)-(3.31). Moreover, it follows from (3.43)-(3.45) that

$$\sum_{t=1}^{N-1} \gamma_t = \frac{N+p-2}{p}, \quad \frac{\eta_t}{2}O_X^2 = \frac{\sqrt{p\|A\|_2^2O_XO_Y}}{2} \quad \text{and} \quad \frac{\tau_t}{2}O_Y^2 = \frac{\sqrt{p\|A\|_2^2O_XO_Y}}{2}.$$  

The results then follow by plugging these identities into (3.32) and (3.33).

We now make some remarks about the convergence results obtained in Theorem 3 and Corollary 4. Observe that, in the view of (3.46), the total number of iterations required by the RPD algorithm to find an $\epsilon$-solution of problem (1.1), i.e., a point $\hat{z} \in Z$ such that $E[Q_0(\hat{z}, z)] \leq \epsilon$ for any $z \in Z$, can be bounded by $O(p^{3/2}\|A\|_2^2O_XO_Y/\epsilon)$. This bound is not improvable in terms of its dependence on $\epsilon$ for a given $p$ (see discussions in [9]). It should be noted, however, that the number of dual subproblems to be solved in the RPD algorithm is larger than the one required by the deterministic primal-dual method, i.e., $O(p\|A\|_2^2O_XO_Y/\epsilon)$, by a factor of $\sqrt{p}$. On the other hand, in comparison with stochastic algorithms such as the stochastic mirror descent (SMD) method (see [37, 24, 10]), Algorithm 1 exhibits a significantly better dependence on $\epsilon$, as the latter algorithm would require $O(1/\epsilon^2)$ iterations to find an $\epsilon$-solution of problem (1.1)-(1.2).

### 3.3 Smooth bilinear saddle point problems over bounded feasible sets

In this section, we assume that $J_i(y_i), i = 1, 2, \ldots, p$, in (1.1)-(1.2) are strongly convex functions. Moreover, without loss of generality we assume that their strong convexity modulus is given by $1$. 

The result in (3.33) then immediately follows by maximizing both sides of the above inequality w.r.t $z = (x, y)$, and taking expectation w.r.t $i_t, t = 1, 2, ..., N - 1$, and using the definition of $g_\delta$ in (2.8).
Under these assumptions, the objective function of (1.1) is a smooth convex function, which explains why these problems are called smooth bilinear saddle point problems. Our goal is to show that the RPD algorithm, when equipped with properly specified algorithmic parameters, exhibits an optimal $O(1/N^2)$ rate of convergence for solving this class of saddle point problems.

Similar to Proposition 1, we first establish an important recursion for the RPD algorithm applied to smooth bilinear saddle point problems. Note that this result involves an extra parameter $\theta_t$ in comparison with Proposition 1.

**Proposition 5** Let $z^t = (x^t, y^t)$, $t = 1, \ldots, N$ be generated by the RPD algorithm. For any $z \in Z$, we have

$$
\gamma_t Q_0(z^{t+1}, z) + \left(\gamma_t A z^{t+1} - \theta_t A x^t, y^{t+1} - y\right) + (\theta_t - \gamma_t) \left[ J(y^{t+1}) - J(y) \right] - \tilde{\Delta}_t \\
\leq \frac{\gamma_t}{2} \left(\|x - x^t\|^2_2 - \|x - x^{t+1}\|^2_2 - \|x - x^{t+1}\|^2_2\right) + \frac{\theta_t}{2} \|y - y^{t+1}\|^2_2 \\
- \theta_t \frac{1 + \tau}{2} \|y - y^{t+1}\|^2_2 - \frac{\theta_t}{2} \|y - y^{t+1}\|^2_2
$$

(3.48)

for any $\theta_t \geq 0$, where

$$
\tilde{\Delta}_t := \left(\theta_t \theta_t U_i A (x^t - x^{t-1}), y^{t+1} - y\right) + \sum_{i \neq i_t} \theta_t [J(y^t) - J(y^t)] + \frac{1}{2} \|y - y^{t+1}\|^2_2.
$$

(3.49)

**Proof.** It follows from the optimality condition of problem (3.10) (e.g., Lemma 6 of [25] and Lemma 2 of [16]) and the strong convexity of $J_i(y_{i_t})$ (modulus 1) that for all $y \in Y$,

$$
\langle -U_i A x, y^{t+1} - y\rangle + J_i(y^{t-1}) - J_i(y_t) \\
\leq \frac{\gamma_t}{2} \|y - y^{t+1}\|^2_2 - \frac{\tau_t}{2} \|y - y^{t+1}\|^2_2 - \frac{1 + \tau_t}{2} \|y - y^{t+1}\|^2_2.
$$

(3.50)

This relation, in view of the observations in (3.20) and (3.21), then implies that

$$
\langle -A x, y^{t+1} - y\rangle - \langle q_{t-1} - U_i A (x^t - x^{t-1}), y^{t+1} - y\rangle + \left(\theta_t U_i A x^t, y^t - y\right) + J(y^{t+1}) - J(y) \\
\leq \sum_{i \neq i_t} [J(y^t) - J(y_t)] + \frac{\gamma_t}{2} \|y - y^{t+1}\|^2_2 - \|y - y^{t+1}\|^2_2 - \|y - y^{t+1}\|^2_2 - \frac{1}{2} \|y - y^{t+1}\|^2_2 \\
= \sum_{i \neq i_t} [J(y^t) - J(y_t)] + \frac{\gamma_t}{2} \|y - y^{t+1}\|^2_2 - \frac{1 + \tau_t}{2} \|y - y^{t+1}\|^2_2 - \frac{\tau_t}{2} \|y - y^{t+1}\|^2_2 + \frac{1}{2} \sum_{i \neq i_t} \|y - y^{t+1}\|^2_2.
$$

(3.51)

Multiplying both sides of the above inequality by $\theta_t$ and both sides of (3.18) by $\gamma_t$, and then adding them up, we obtain

$$
\gamma_t Q_0(z^{t+1}, z) + \left(\gamma_t A z^{t+1} - \theta_t A x^t, y^{t+1} - y\right) + (\theta_t - \gamma_t) \left[ J(y^{t+1}) - J(y) \right] \\
- \langle q_{t-1} - U_i A (x^t - x^{t-1}), y^{t+1} - y\rangle + \left(\theta_t U_i A x^t, y^t - y\right) \\
\leq \sum_{i \neq i_t} [J(y^t) - J(y_t)] + \frac{\gamma_t}{2} \|y - y^{t+1}\|^2_2 - \|y - x^{t+1}\|^2_2 - \|x - x^{t+1}\|^2_2 + \frac{\theta_t}{2} \|y - y^{t+1}\|^2_2 \\
- \theta_t \left(\frac{1 + \tau_t}{2}\right) \|y - y^{t+1}\|^2_2 - \frac{\theta_t}{2} \|y - y^{t+1}\|^2_2 + \sum_{i \neq i_t} \frac{\theta_t}{2} \|y - y^{t+1}\|^2_2,
$$

which, in view of the definition of $\tilde{\Delta}_t$ in (3.49), then implies (3.48).

The following lemma provides an upper bound on $E_{i_t}[\tilde{\Delta}_t].$

**Lemma 6** Let $\tilde{\Delta}_t$ be defined in (3.49). If $i_t$ is uniformly distributed on $\{1, 2, \ldots, p\}$, then

$$
E_{i_t}[\tilde{\Delta}_t] \leq \left(\frac{\gamma_t}{2} - \frac{\theta_t}{p} - \theta_t \right) \|A x^t - \frac{\gamma_t}{p} q_{t-1} A x^{t-1}, y^t - y\rangle + \frac{\gamma_t}{p} \theta_t \left[ J(y^t) - J(y) \right] \\
+ \frac{\theta_t}{2} \|y - y^{t+1}\|^2_2 + \frac{\gamma_t}{2} \|y - y^{t+1}\|^2_2 + \frac{\theta_t}{2} \|y - y^{t+1}\|^2_2.
$$
Proof. By the definition of $\tilde{\Delta}_t$ in (3.49), we have

$$\Delta_t = \langle q_{t-1} \theta_t U_{ti} A(x^t - x^{t-1}) - \theta_t U_{ti} A x^t, y^t - y \rangle - \langle q_{t-1} \theta_t U_{ti} A(x^t - x^{t-1}), y^{t+1} - y^t \rangle + \sum_{i \neq t} \theta_t [J_i(y^t_i) - J_i(y_i) + \frac{1}{2} \|y_i - y^t_i\|^2].$$

The result then immediately follows from the above identity, the relations (3.23), (3.24), (3.25), and the facts that $\theta_t \geq 0$ and

$$E_{i_t} \left[ \sum_{i \neq i_t} \theta_i \|y_i - y_i^{t+1}\|^2 \right] = \frac{p-1}{p} \theta_t \|y - y^t\|_2^2. \quad (3.52)$$

We are now ready to establish the main convergence properties of the RPD algorithm applied to smooth bilinear saddle point problems.

**Theorem 7** Suppose that the initial point of Algorithm 1 is chosen such that $x^1 = x^0$ and $y^1 = \text{argmax}_{y \in Y} \langle Ax^1, y \rangle - J(y)$. Also assume that the parameters $q_t$ and the weights $\gamma_t, \theta_t$ are set to

$$\theta_t = \frac{1}{p} q_t \theta_{t+1}, \quad i = 1, \ldots, N - 1,$$

$$\gamma_t = \left( \frac{1}{p} q_t - \frac{p-1}{p} \right) \theta_{t+1}, \quad t = 1, \ldots, N - 2,$$

$$\gamma_{N-1} = \theta_{N-1},$$

$$\theta_t (1 + \tau_t) \geq \theta_{t+1} \left( \frac{p-1}{p} + \tau_{t+1} \right), \quad i = 1, \ldots, N - 1,$$

$$\gamma_t \eta_t \geq \gamma_{t+1} \eta_{t+1}, \quad i = 1, \ldots, N - 1,$$

$$p \eta_{t-1} \theta_t \|A\|_2^2, \quad i = 1, \ldots, N - 1,$$

$$\eta_{N-1} \tau_{N-1} \geq \|A\|_2^2. \quad (3.59)$$

a) For any $N \geq 1$, we have

$$E[Q_0(\hat{z}^N, z)] \leq \left( \sum_{t=1}^{N-1} \gamma_t \right)^{-1} \left[ \frac{\gamma_{\text{min}}}{2} \Omega_X^2 + \gamma_1 \left( \frac{p-1}{p} + \tau_1 \right) \Omega_Y^2 \right], \quad (3.60)$$

where the expectation is taken w.r.t. to $i_{[N]} = (i_1, \ldots, i_{N-1})$.

b) For any $N \geq 1$, there exists a function $\delta(y)$ such that $E[\delta(y)] = 0$ for any $y \in Y$ and

$$E[\delta_\gamma(\hat{z}^N)] \leq \left( \sum_{t=1}^{N-1} \gamma_t \right)^{-1} \left[ \frac{\gamma_{\text{min}}}{2} \Omega_X^2 + \gamma_1 \left( \frac{p-1}{p} + \tau_1 \right) \Omega_Y^2 \right]. \quad (3.61)$$

Proof. We first show part a). It follows from Proposition 5 and Lemma 6 that

$$\gamma_t Q_0(z^{t+1}, z) + \langle \gamma_t A x^{t+1} - \theta_t A x^t, y^{t+1} - y \rangle + (\theta_t - \gamma_t) \left[ J(y^{t+1}) - J(y) \right] \leq \left( \frac{1}{p} q_t - \frac{p-1}{p} \right) \theta_t A x^t - \frac{1}{p} q_{t-1} \theta_t A x^{t-1}, y^t - y \rangle + \frac{p-1}{p} \theta_t \left[ J(y^t) - J(y) \right] + \tilde{\Delta}_t - E_{i_t}[\tilde{\Delta}_t]$$

$$+ \frac{p}{2} q_t \gamma_t \theta_t A^2 \|x^t - x^{t-1}\|^2 + \frac{\theta_t}{2} E_{i_t} \left[ \|y^{t+1} - y^t\|^2 \right] + \theta_t \left( \frac{p-1}{p} + \frac{\tau_t}{2} \right) \|y - y^t\|^2$$

$$+ \frac{\gamma_{\text{min}}}{2} \left[ \|x - x^t\|^2 + \|x^t - x^{t+1}\|^2 \right] + \theta_t \left( 1 + \frac{\gamma_{\text{min}}}{2} \right) \|y - y^{t+1}\|^2.$$

Denoting

$$\tilde{\Delta}'_t = \tilde{\Delta}_t - \frac{\theta_t \gamma_t}{2} \|y^t - y^{t+1}\|^2,$$
we can rewrite the above inequality as
\[
\gamma_t Q_0(z^{t+1}, z) + \langle \gamma_t Ax^{t+1} - \theta_t Ax^t, y^{t+1} - y \rangle + (\theta_t - \gamma_t) [J(y^{t+1}) - J(y)] \\
\leq \left( \frac{\gamma_t}{p} q_t - \frac{\gamma_t - 1}{p} \right) \theta_t Ax^t - \frac{\gamma_t}{p} q_{t-1} \theta_t Ax^{t-1}, y^t - y \rangle + \frac{\gamma_t - 1}{p} \theta_t [J(y^t) - J(y)] \\
+ \gamma_t^2 \theta_q ||A||^2 \|x^t - x^{t-1}\|^2 + \frac{\gamma_t}{p} q_t \|x^t - x^{t-1}\|^2 - \frac{\gamma_t}{p} q_{t-1} \|x^t - x^{t-1}\|^2 + \|x^t - x^{t-1}\|^2 \\
+ \theta_t \left( \frac{\gamma_t - 1}{p} + \frac{\gamma_t}{p} \right) \|y - y^t\|^2 + \theta_t \frac{\gamma_t}{p} \|y - y^{t+1}\|^2 + \Delta_t^r - E_t [\Delta_t^r].
\]

Observe that by (3.53), (3.54), and (3.55), and the fact \(x^t = x^0\),
\[
\langle \gamma_t Ax^{t+1} - \theta_t Ax^t, y^{t+1} - y \rangle = \langle \left( \frac{1}{p} q_t - \frac{\gamma_t - 1}{p} \right) \theta_t Ax^t + \frac{\gamma_t}{p} q_{t-1} \theta_t Ax^{t-1}, y^t - y \rangle = \langle \left( \frac{\gamma_t - 1}{p} \right) \theta_t Ax^t, y^t - y \rangle - \frac{\gamma_t - 1}{p} \theta_t Ax^t, y^t - y \rangle \\
(\theta_t - \gamma_t) [J(y^{t+1}) - J(y)] = \frac{\gamma_t - 1}{p} \theta_t [J(y^{t+1}) - J(y)] - \frac{\gamma_t - 1}{p} \theta_t Ax^t, y^t - y \rangle.
\]

Taking summation from \(t = 1\) to \(N - 1\) on both sides of (3.62), using the above observations, and denoting
\[
\bar{B}_N(z, z^{[N]}) := \sum_{t=1}^{N-1} \left[ \frac{\gamma_t - 1}{p} + \gamma_t \right] \|y - y^t\|^2 + \gamma_t^2 \theta_q \|y - y^{t+1}\|^2.
\]
we obtain
\[
\sum_{t=1}^{N-1} \gamma_t Q_0(z^{t+1}, z) \leq \bar{B}_N(z, z^{[N]}) - \gamma_N - 1 Ax^{N-1} - \theta_N - 1 Ax^{N-1}, y^N - y \rangle - \frac{\gamma_t - 1}{p} \theta_t \langle Ax^t, y^t - y \rangle \\
+ \frac{\gamma_t - 1}{p} \theta_t \langle J(y^t) - J(y) \rangle - \sum_{t=1}^{N-2} \left( \frac{\gamma_t - 1}{p} + \frac{\gamma_t - 1}{p} \right) \|x^t - x^t_{t-1}\|^2 \\
+ \gamma_N - 1
\]
\[
\sum_{t=1}^{N-1} \left( \Delta_t^r - E_t [\Delta_t^r] \right),
\]
where the second inequality follows from the facts that \(\gamma_N - 1 = \theta_N - 1\) and \(y^t = \arg\max_{y \in Y} \langle Ax^t, y \rangle - J(y)\), and relation (3.58). The above conclusion, in view of the definition of \(\hat{z}^N\) and the convexity of \(Q_0(\hat{z}, z)\) in terms of \(\hat{z}\), then implies that
\[
\left( \sum_{t=1}^{N-1} \gamma_t \right) Q_0(\hat{z}^N, z) \leq \sum_{t=1}^{N-1} \gamma_t Q_0(z^{t+1}, z) \leq \bar{B}_N(z, z^{[N]}) - \gamma_N - 1 Ax^N - Ax^{N-1}, y^N - y \rangle - \gamma_N - 1 Ax^N - Ax^{N-1}, y^N - y \rangle + \sum_{t=1}^{N-1} \left( \Delta_t^r - E_t [\Delta_t^r] \right).
\]
Now by the Cauchy-Swartz inequality and the relation that \(\gamma_N - 1 = \theta_N - 1\) in (3.55),
\[
-\gamma_N - 1 \langle Ax^N - Ax^{N-1}, y^N - y \rangle \leq \frac{\gamma_N - 1 \|A\|^2}{2N \gamma_N - 1} \|x^N - x^{N-1}\|^2 + \frac{\theta_N - 1 \gamma_N - 1 \|y^N - y\|^2}{2}.
\]
Moreover, by (3.56) and (3.57), we have
\[
\bar{B}_N(z, z^{[N]}) = \gamma_N - 1 \|x - x^1\|^2 + \sum_{t=1}^{N-2} \left( \frac{\gamma_t - 1}{p} + \frac{\gamma_t - 1}{p} \right) \|x - x^{t+1}\|^2 + \frac{\gamma_t - 1}{p} \|y - y^t\|^2 + \sum_{t=1}^{N-2} \left( \frac{\gamma_t - 1}{p} + \theta_t \right) \|y - y^{t+1}\|^2 \\
+ \gamma_N - 1 \|y^N - y\|^2 \\
\]
\[
\leq \gamma_N - 1 \|x - x^1\|^2 + \frac{\gamma_t - 1}{p} \|y - y^t\|^2 + \frac{\gamma_t - 1}{p} \|y - y^{t+1}\|^2 + \frac{\gamma_t - 1}{p} \|y - y^t\|^2 + \frac{\gamma_t - 1}{p} \|y - y^{t+1}\|^2.
\]
Combining the above three relations, and noting that $\eta_{N-1} \tau_{N-1} \geq \|A\|^2_2$ by (3.59), we obtain

$$
\left(\sum_{t=1}^{N-1} \gamma_t \right) Q_0(\hat{z}^N, z) \leq 2\gamma \Omega_X^2 + \theta_1 \left( \frac{p-1}{p} + \frac{3}{2} \right) \Omega_Y^2 + \sum_{t=1}^{N-1} (\hat{\Delta}_t - \mathbb{E}_{\eta_t}[\Delta_t^i]).
$$

Taking expectation w.r.t $i_t, t = 1, 2, ..., N - 1$, and noting that $\mathbb{E}_{\eta_t}[\Delta_t^i - \mathbb{E}_{\eta_t}[\Delta_t^i]] = 0$ and $\frac{p-1}{p} \leq 1$, we obtain the result in part a). The proof of part b) is similar to that in Theorem 3 and hence the details are skipped.

While there are many options to specify the parameters $\eta_t, \tau_t, \gamma_t$ and $\gamma_t$ of the RPD method such that the assumptions in (3.53)-(3.59) are satisfied, below we provide a specific parameter setting which leads to an optimal rate of convergence for the RPD algorithm in terms of its dependence on $N$.

**Corollary 8** Suppose that the initial point of Algorithm 1 is set to $x^1 = x^0$ and $y^1 = \text{argmax}_{y \in Y} \langle Ax^1, y \rangle - J(y)$. Also assume that $q_t, \gamma_t, \theta_t, \tau_t$ and $\eta_t$ are set to

$$
q_t = \frac{t + 3p}{t + 3p + 1}, \quad i = 1, \ldots, N - 1, \tag{3.66}
$$

$$
\gamma_t = \frac{t + 2p + 1}{p}, \quad t = 1, 2, \ldots, N - 2 \text{ and } \gamma_{N-1} = N + 3p - 1, \tag{3.67}
$$

$$
\theta_t = t + 3p, \quad t = 1, 2, \ldots, N - 1, \tag{3.68}
$$

$$
\tau_t = \frac{t + p}{2p}, \quad i = 1, \ldots, N - 1, \tag{3.69}
$$

$$
\eta_t = \frac{2p^3}{t + 2p + 1}, \tag{3.70}
$$

Then, for any $N \geq 1$ we have

$$
\mathbb{E}_{\eta_t}[Q_0(\hat{z}^N, z)] \leq \frac{2}{N(N + p)} \left[ p^3 \|A\|^2_2 \Omega_X^2 + 4.5p^2 \Omega_Y^2 \right]. \tag{3.71}
$$

Moreover, there exists a function $\delta(y)$ such that $\mathbb{E}[\delta(y)] = 0$ for any $y \in Y$ and

$$
\mathbb{E}[\delta(y)(\hat{z}^N)] \leq \frac{2}{N(N + p)} \left[ p^3 \|A\|^2_2 \Omega_X^2 + 4.5p^2 \Omega_Y^2 \right]. \tag{3.72}
$$

**Proof.** It is easy to verify that $q_t, \theta_t, \gamma_t, \tau_t$ and $\eta_t$ defined in (3.66)-(3.70) satisfy (3.53)-(3.59). Moreover, it follows from (3.66)-(3.70) that

$$
\sum_{t=1}^{N-1} \gamma_t = N + 3p - 1 + \sum_{t=1}^{N-2} \frac{t + 2p + 1}{p} \geq \frac{N(N + p)}{2p},
$$

$$
\frac{\gamma_1 \eta_1}{2} = p^2 \|A\|^2_2 \text{ and } \theta_1 \left( \frac{p-1}{p} + \tau_1 \right) = \frac{(1+3p)(3p-1)}{2p}.
$$

The results then follow by plugging these identities into (3.60) and (3.61) and using the fact that

$$
\frac{(1+3p)(3p-1)}{2p} \leq 4.5p.
$$

We now make some remarks about the convergence results obtained in Theorem 7 and Corollary 8. Observe that, in view of (3.71), the total number of iterations required by the RPD algorithm to find an $\epsilon$-solution of smooth bilinear saddle point problems, i.e., a point $\hat{z} \in Z$ such that $\mathbb{E}[Q_0(\hat{z}, z)] \leq \epsilon$ for any $z \in Z$, can be bounded by

$$\max \left\{ \sqrt[3]{\frac{2p^2 \|A\|^2_2 \Omega_X}{\sqrt{\epsilon}}}, \frac{3p \Omega_Y}{\sqrt{\epsilon}} \right\}.
$$

Similar to the previous results for general bilinear saddle point problems, this bound is not improvable in terms of its dependence on $\epsilon$ for a given $p$. 

15
4 Generalization of the randomized primal-dual method

In this section, we discuss two possible ways to generalize the RPD method. One is to extend it for solving unbounded saddle point problems and the other is to incorporate non-Euclidean distances.

4.1 RPD for unbounded saddle point problems

In this subsection, we assume that either the primal feasible set $X$ or dual feasible set $Y$ is unbounded. To assess the quality of a feasible solution $\hat{z} \in X \times Y$, we use the perturbation-based criterion defined in (2.9). Throughout this subsection we assume that both $h$ and $J$ are general convex function (without assuming strong convexity) so that problems (3.10) and (3.11) are relatively easy to solve. Our goal is to show that the RPD algorithm, when equipped with properly specified algorithmic parameters, exhibits an $O(1/N)$ rate of convergence for solving this class of unbounded saddle point problems.

Before establishing the main convergence properties for the RPD algorithm applied to unbounded bilinear saddle point problems, we first show an important property of the RPD method which states that, for every $t \leq N$, the expected distance from $z^t$ to a given saddle point $z^*$ is bounded.

**Lemma 9** Let $z^t = (x^t, y^t), t = 1, 2, ..., N$, be generated by the Algorithm 1 with $x^1 = x^0$ and $y^1 = \arg\max_{y \in Y} \langle Ax^1, y \rangle - J(y)$. Also assume that $q_t, \gamma_t, \eta_t$ and $\gamma_t$ are set to (3.26)-(3.31). If

\[
\begin{align*}
\tau_t - 1 &= \tau_t, \ i = 1, \ldots, N - 1, \\
\gamma_t - 1\eta_t - 1 &= \gamma_t\eta_t, \ i = 1, \ldots, N - 1, \\
\gamma_t - 1 &= \gamma_t, \ i = 1, \ldots, N - 2,
\end{align*}
\]

then we have

\[
\begin{align*}
\mathbb{E}_{[i_t]} \left[ \|x^* - x^t\|^2 \right] &\leq 2D^2, \ \forall t \leq N - 1, \\
\mathbb{E}_{[i_t]} \left[ \|y^* - y^t\|^2 \right] &\leq \frac{2(2-\gamma_t-1)^{\eta_t - 1}}{\tau_t - 1} D^2, \ \forall t \leq N - 1,
\end{align*}
\]

and

\[
\begin{align*}
\mathbb{E}_{[i_N]} \left[ \|x^* - x^N\|^2 \right] &\leq D^2, \\
\mathbb{E}_{[i_N]} \left[ \|y^* - y^N\|^2 \right] &\leq \frac{2N - 12N - 1}{\tau_N - 1} D^2,
\end{align*}
\]

where $[i_t] = \{i_1, \ldots, i_{t-1}\}$,

\[
D := \sqrt{\|x^* - x^t\|^2 + \frac{\eta_t}{\tau_t - 1} \|y^* - y^t\|^2},
\]

and $z^* = (x^*, y^*)$ is a saddle point of problem (1.1).

**Proof.** We first prove (4.6) and (4.7). Using (3.37) (with $z = z^*$), (4.73), and the fact that $x^1 = x^0$ and $y^1 = \arg\max_{y \in Y} \langle Ax^1, y \rangle - J(y)$, we obtain

\[
\sum_{t=1}^{N-1} \gamma_t Q_0(z^{t+1}, z^*) \leq \frac{\gamma_0}{2} \|x^* - x^{t+1}\|^2 + \frac{\gamma_0^{N-1}N-1}{2} \|y^* - y^{t+1}\|^2 + \frac{\gamma_0^{N-1}N-1}{2} \|y^* - y^{t+1}\|^2 + \sum_{t=1}^{N-1} (\Delta_t - \mathbb{E}_{[i_t]}[\Delta_t^t]).
\]

Taking expectation on both sides of the above inequality w.r.t $[i_N]$, noting that $Q_0(z^{t+1}, z^*) \geq 0, \forall t \geq 1$ and $\mathbb{E}_{[i_t]}[\Delta_t^t - \mathbb{E}_{[i_t]}[\Delta_t^i]] = 0$, then we obtain (4.66) and (4.77).
Now let us show (4.74) and (4.75). Using similar analysis to (3.35), we can show that for any $j \leq t$ and any $t \leq N - 1$,
\[
\gamma_j Q_0(z^{j+1}, z) + \langle \gamma_j Ax^{j+1} - Ax^j, y^{j+1} - y \rangle + (1 - \gamma_j) [J(y^{j+1}) - J(y)] \\
\leq \left( \frac{1}{p} q_1 - \frac{v_{r-1}}{p} \right) Ax^j - \frac{1}{p} q_j - 1 Ax^j - y^j - y + \frac{v_{r-1}}{p} [J(y^j) - J(y)] - \frac{v_{r-1}}{2} \|x^j - x^{j+1}\|^2 \\
+ \frac{v_{r-1}||A||^2}{2 p z_j} \|x^j - x^{j-1}\|^2 + \frac{\gamma_j}{2} \left( \|x^j - y^j\|^2 - \|x - y^j\|^2 \right) + \frac{\gamma_j}{2} \left( \|y - y^j\|^2 - \|y - y^{j+1}\|^2 \right) + \Delta'_j - E_i_j [\Delta'_j].
\]
Taking summation on both sides of the above inequality from $j = 1$ to $t - 1$ and using the facts that $x^1 = x^0, y^1 = \arg \max_{y \in Y} \langle Ax^1, y \rangle - J(y)$ and $\gamma_j = \frac{1}{p}, \forall j = 1, 2, ..., t - 1$, we have
\[
\sum_{t-j}^{t-1} \gamma_j Q_0(z^{j+1}, z) + (1 - \gamma_{t-1}) [J(y^t) - J(y)] \\
\leq B_t (z, z[0]) - \frac{v_{r-1}n - 1}{2} \|x^t - x^{t-1}\|^2 - \langle \gamma_{t-1} Ax^t - Ax^{t-1}, y^t - y \rangle + \sum_{j=1}^{t-1} \left( \Delta'_j - E_i_j [\Delta'_j] \right). \tag{4.79}
\]
Observe that
\[
- \langle \gamma_{t-1} Ax^t - Ax^{t-1}, y^t - y \rangle = - \langle Ax^t - Ax^{t-1}, y^t - y \rangle + \langle (1 - \gamma_{t-1}) Ax^t, y^t - y \rangle \\
= (1 - \gamma_{t-1}) [\langle Ax^t, y^t \rangle - \langle Ax^t, y \rangle + \langle Ax^t, y^t \rangle - \langle Ax, y^t \rangle] - \langle Ax^t - Ax^{t-1}, y^t - y \rangle,
\]
which, in view of the fact that by the optimality condition of problem (3.11),
\[
\langle Ax^t - Ax, y^t \rangle \leq \frac{n_{t-1}}{2} \|x^t - x^{t-1}\|^2 - \|x^t - x^t\|^2 - \|x^t - x^{t-1}\|^2 - [h(x^t) - h(x)],
\]
then implies that
\[
- \langle \gamma_{t-1} Ax^t - Ax^{t-1}, y^t - y \rangle \leq - \langle Ax^t - Ax^{t-1}, y^t - y \rangle + (1 - \gamma_{t-1}) [\langle Ax^t, y^t \rangle - \langle Ax^t, y \rangle - h(x^t) + h(x)] \\
+ \frac{n_{t-1}(1 - \gamma_{t-1})}{2} \|x^t - x^{t-1}\|^2 - \|x - x^t\|^2 - \|x^t - x^{t-1}\|^2.
\]
By the above inequality and (4.79), we have
\[
\sum_{t-j}^{t-1} \gamma_j Q_0(z^{j+1}, z) + (1 - \gamma_{t-1}) \left[ \langle Ax^t, y^t \rangle - \langle Ax, y^t \rangle + h(x^t) - h(x) + J(y^t) - J(y) \right] \\
\leq B_t (z, z[0]) - \frac{v_{r-1}n - 1}{2} \|x^t - x^{t-1}\|^2 - \langle Ax^t - Ax^{t-1}, y^t - y \rangle \\
+ \frac{n_{t-1}(1 - \gamma_{t-1})}{2} \|x^t - x^{t-1}\|^2 - \|x - x^t\|^2 - \|x^t - x^{t-1}\|^2 + \sum_{j=1}^{t-1} \left( \Delta'_j - E_i_j [\Delta'_j] \right).
\]
Using the previous relation, the fact that
\[
- \langle Ax^t - Ax^{t-1}, y^t - y \rangle \leq \frac{\|A\|}{t_{r-1}} \|x^t - x^{t-1}\|^2 ||y^t - y||^2 \\
\leq \frac{\|A\|^2}{t_{r-1}} \|x^t - x^{t-1}\|^2 + \frac{\tau_{r-1}}{4} ||y^t - y||^2.
\]
and the definition of $Q_0$ (with $z = z^*$), we conclude that
\[
\sum_{j=1}^{t-1} \gamma_j Q_0(z^{j+1}, z^*) \\
\leq \frac{n_{t-1}}{2} \|x^* - x\|^2 - \frac{n_{t-1}n_{t-1}}{2} + \frac{(1 - \gamma_{t-1})n_{t-1}}{2} \|x^* - x^t\|^2 \\
- \left( \frac{n_{t-1}n_{t-1}}{2} + \frac{(1 - \gamma_{t-1})n_{t-1}}{2} - \frac{\|A\|^2}{t_{r-1}} \right) \|x^t - x^{t-1}\|^2 + \frac{n_{t-1}}{2} \|y^* - y^t\|^2 - \left( \frac{\tau_{r-1}}{2} - \frac{\tau_{r-1}}{4} \right) \|y^* - y^t\|^2 \\
+ \frac{(1 - \gamma_{t-1})n_{t-1}}{2} \|\hat{x} - x^{t-1}\|^2 + \sum_{j=1}^{t-1} \left( \Delta'_j - E_i_j [\Delta'_j] \right),
\]
where $\tilde{\gamma}_j = \gamma_j, j = 1, \ldots, t - 2$ and $\tilde{\gamma}_{t-1} = 1$.

Now by the definition of gap function, we know that $Q_0(z^{j+1}, z^*) \geq 0 \forall j \geq 1$. Taking expectation on both sides of the above inequality w.r.t $[i_t]$, noting that $E_{[i_t]}(\Delta_j - E_{[i_t]}[\Delta_j]) = 0$, $\gamma_1\eta_1 = \gamma_{t-1}\eta_{t-1}$, $\tau_1 = \tau_{t-1}$ and $\frac{\gamma_{t-1}\eta_{t-1} + (1-\gamma_{t-1})\eta_{t-1}}{2\tau_{t-1}} - \frac{\|A\|^2_2}{\tau_{t-1}} \geq 0$, we have

$$
\left(\frac{\gamma_{t-1}\eta_{t-1} + (1-\gamma_{t-1})\eta_{t-1}}{2\tau_{t-1}}\right) E_{[i_t]} \left[ \|x^* - x^t\|^2 \right] + \frac{\tau_{t-1}}{2\eta_{t-1}\gamma_{t-1}} E_{[i_t]} \left[ \|y^* - y^t\|^2 \right] 
\leq \frac{\gamma_{t-1}\eta_{t-1}}{2\tau_{t-1}} \|x^* - x^t\|^2 + \frac{\tau_{t-1}}{\eta_{t-1}\gamma_{t-1}} \|y^* - y^t\|^2 + \frac{1-\gamma_{t-1}}{\tau_{t-1}} E_{[i_t]} \left[ \|x^* - x^{t-1}\|^2 \right].
$$

Dividing both sides of the above relation by $\gamma_{t-1}\eta_{t-1}/2$, we obtain

$$
\left(1 + \frac{1-\gamma_{t-1}}{\gamma_{t-1}}\right) E_{[i_t]} \left[ \|x^* - x^t\|^2 \right] \leq \|x^* - x^t\|^2 + \frac{\tau_{t-1}}{\eta_{t-1}\gamma_{t-1}} \|y^* - y^t\|^2 + \frac{1-\gamma_{t-1}}{\tau_{t-1}} E_{[i_t]} \left[ \|x^* - x^{t-1}\|^2 \right].
$$

(4.81)

which implies that

$$
\left(1 + \frac{1-\gamma_{t-1}}{\gamma_{t-1}}\right) E_{[i_t]} \left[ \|x^* - x^t\|^2 \right] \leq \|x^* - x^t\|^2 + \frac{\tau_{t-1}}{\eta_{t-1}\gamma_{t-1}} \|y^* - y^t\|^2 + \frac{1-\gamma_{t-1}}{\tau_{t-1}} E_{[i_t]} \left[ \|x^* - x^{t-1}\|^2 \right].
$$

For simplicity, let us denote

$$a = \frac{1-\gamma_{t-1}}{\gamma_{t-1}}, i = 1, \ldots, t.$$ 

Then, using the previous inequality, and the definition of $D$, we have for any $t \leq N$,

$$
E_{[i_t]} \left[ \|x^* - x^t\|^2 \right] \leq \frac{D^2}{1+a} + \frac{a}{1+a} E_{[i_{t-1}]} \left[ \|x^* - x^{t-1}\|^2 \right] 
\leq \frac{D^2}{1+a} + \frac{a}{1+a} \left( \frac{D^2}{1+a} + \frac{a}{1+a} E_{[i_{t-2}]} \left[ \|x^* - x^{t-2}\|^2 \right] \right) 
= \frac{D^2}{1+a} \left(1 + \frac{a}{1+a} + \frac{a^2}{(1+a)^2}\right) E_{[i_{t-2}]} \left[ \|x^* - x^{t-2}\|^2 \right] 
\leq \ldots 
\leq \frac{D^2}{1+a} \left(1 + \frac{a}{1+a} + \ldots + \frac{a^{-2}}{(1+a)^{-t-2}}\right) + \frac{a^{-t-1}}{(1+a)^{t-2}} \|x^* - x^1\|^2 
= \frac{D^2}{1+a} \left(1 + \frac{1}{1+a} + \ldots + \frac{1}{(1+a)^{t-2}}\right) + \frac{1}{(1+a)^{t-2}} \|x^* - x^1\|^2 \leq 2D^2.
$$

Plugging the above inequality to (4.81), for any $t \leq N - 1$, we obtain

$$
\frac{\tau_{t-1}}{2\eta_{t-1}\gamma_{t-1}} E_{[i_t]} \left[ \|y^* - y^t\|^2 \right] \leq D^2 + \frac{1-\gamma_{t-1}}{\gamma_{t-1}} 2D^2,
$$

which implies (4.75).

The following result provide an important bound on $E_{[i_N]} \left[ Q_0(z^N, z) \right]$ for the unbounded saddle point problems.

**Lemma 10** Let $z^t = (x^t, y^t), t = 1, 2, \ldots, N$ be generated by the Algorithm 1 with $x^1 = x^0$ and $y^1 = \arg\max_{y \in Y} \langle Ax^1, y \rangle - J(y)$. Also assume that $q_t, \tau_t, \eta_t$ and $\gamma_t$ are set to (3.26)-(3.31) and (4.73). The there exists a vector $v_N$ such that

$$
E_{[i_N]} \left[ Q_0(z^N, z) + \langle v_N, z^N - z \rangle \right] \leq \left( \sum_{t=1}^{N} \gamma_t \right)^{-1} \left[ \frac{\gamma_{N-1}\eta_{N-1}}{2} E_{[i_N]} \left[ \|x^N - x^1\|^2 \right] + \frac{\tau_{N-1}}{2} E_{[i_N]} \left[ \|y^N - y^1\|^2 \right] \right].
$$

(4.82)
Proof. First note that
\[ \|x - x^1\|_2 - \|x - x^N\|_2^2 = 2\langle x^N - x^1, x \rangle + \|x^1\|_2^2 - \|x^N\|_2^2 \]
\[ = 2\langle x^N - x^1, x - \hat{x}^N \rangle + 2\langle x^N - x^1, \hat{x}^N \rangle + \|x^1\|_2^2 - \|x^N\|_2^2 \]
\[ = 2\langle x^N - x^1, x - \hat{x}^N \rangle + \|x^1 - \hat{x}^N\|_2^2 - \|x^N - x^N\|_2^2. \]

Using this identity in (3.37) and the fact that \( x^1 = x^0 \) and \( y^1 = \text{argmax}_{y \in Y} (Ax^1, y) - J(y) \), we obtain
\[ \sum_{t=1}^{N-1} \gamma_t Q_0(z^{t+1}, z) + \langle Ax^N - Ax^{N-1}, \hat{y}^N - y \rangle 
+ \frac{\gamma_{N-1}\eta_{N-1}}{2} \langle x^N - x^{N-1}, \hat{x}^N - x \rangle + \frac{1}{2} \langle y^N - y^1, \hat{y}^N - y \rangle 
\leq \frac{\gamma_{N-1}\eta_{N-1}}{2} \|\hat{x}^N - x^N\|_2^2 - \frac{\gamma_{N-1}\eta_{N-1}}{2} \|\hat{x}^N - x^N\|_2^2 - \frac{\gamma_{N-1}\eta_{N-1}}{2} \|x^N - x^{N-1}\|_2^2 + \frac{\gamma_{N-1}}{2} \|\hat{y}^N - y^1\|_2^2 
- \frac{\gamma_{N-1}}{2} \|\hat{y}^N - y^N\|_2^2 - \langle Ax^N - Ax^{N-1}, y^N - \hat{y}^N \rangle + \sum_{t=1}^{N-1} (\Delta'_t - E_{it} [\Delta'_t]) \].
\[ (4.83) \]

Denoting
\[ v_N = \left( \sum_{t=1}^{N-1} \gamma_t \right)^{-1} \left( \frac{\gamma_{N-1}\eta_{N-1}}{2} (x^N - x^1), \langle Ax^N - Ax^{N-1}, \hat{y}^N - y \rangle \right), \]
and using the fact that \( Q_0(z^{t+1}, z) \) is linear, we conclude from (4.83) that
\[ \left( \sum_{t=1}^{N-1} \gamma_t \right) \left[ Q_0(\hat{z}^N, z) + \langle v_N, \hat{z}^N - z \rangle \right] \]
\[ \leq \frac{\gamma_{N-1}\eta_{N-1}}{2} \|\hat{x}^N - x^N\|_2^2 - \frac{\gamma_{N-1}\eta_{N-1}}{2} \|\hat{x}^N - x^N\|_2^2 - \frac{\gamma_{N-1}\eta_{N-1}}{2} \|x^N - x^{N-1}\|_2^2 + \frac{\gamma_{N-1}}{2} \|\hat{y}^N - y^1\|_2^2 
- \frac{\gamma_{N-1}}{2} \|\hat{y}^N - y^N\|_2^2 - \langle Ax^N - Ax^{N-1}, y^N - \hat{y}^N \rangle + \sum_{t=1}^{N-1} (\Delta'_t - E_{it} [\Delta'_t]) \],
which together with the facts that
\[ - \langle Ax^N - Ax^{N-1}, y^N - \hat{y}^N \rangle \leq \|A\|_2 \|x^N - x^{N-1}\|_2 \|y^N - \hat{y}^N\|_2 \leq \frac{\|A\|_2^2}{2\gamma_{N-1}} \|x^N - x^{N-1}\|_2^2 + \frac{\gamma_{N-1}}{2} \|y^N - \hat{y}^N\|_2^2, \]
and \( \gamma_{N-1}\eta_{N-1}\tau_{N-1} \geq \|A\|_2^2 \), then imply that
\[ Q_0(\hat{z}^N, z) + \langle v_N, \hat{z}^N - z \rangle \leq \left( \sum_{t=1}^{N-1} \gamma_t \right)^{-1} \left[ \frac{\gamma_{N-1}\eta_{N-1}}{2} \|\hat{x}^N - x^N\|_2^2 + \frac{\gamma_{N-1}}{2} \|\hat{y}^N - y^1\|_2^2 + \sum_{t=1}^{N-1} (\Delta'_t - E_{it} [\Delta'_t]) \right]. \]

The result now immediately follows by taking expectation w.r.t \( i_N \) on the both sides of the above inequality and noting that \( E_{it} [\Delta'_t - E_{it} [\Delta'_t]] = 0 \).

The following theorem shows that the rate of convergence of the RPD algorithm for solving the unbounded saddle point problems.

**Theorem 11** Let \( z^t = (x^t, y^t) \), \( t = 1, 2, ..., N \) be generated by Algorithm 1 with \( x^1 = x^0 \) and \( y^1 = \text{argmax}_{y \in Y} (Ax^1, y) - J(y) \). Also assume that \( \eta_t, \tau_t, \eta \) and \( \gamma_t \) are set to (3.26)-(3.31) and (4.73).

a) For any \( N \geq 1 \), there exists a vector \( v_N \) such that
\[ E_{i_N} [Q_0(\hat{z}^N, z) + \langle v_N, \hat{z}^N - z \rangle] \leq \frac{\|A\|_2^2}{2\gamma_{N-1}\eta_{N-1}} \left( \frac{3\gamma_{N-1}\eta_{N-1} + 2(2-\gamma_{N-1})\eta_{N-1}}{2} D^2 \right) \sum_{t=1}^{N-1} \gamma_t, \]
\[ E_{i_N} \|v_N\|_2 \leq \frac{KD}{\sum_{t=1}^{N-1} \gamma_t}. \]

where
\[ K = 2\gamma_{N-1}\eta_{N-1} + 2\sqrt{\gamma_{N-1}\tau_{N-1}\eta_{N-1} + \|A\|_2(1 + \sqrt{2})}. \]
b) For any $N \geq 1$, there exists a vector $\sigma(y)$ such that (4.86) holds, $E[\sigma(y)] = 0$ for any $y \in Y$, and

$$E_{i|N}[\hat{g}_\sigma(y)(z^N, z, v_N)] \leq \frac{3|\gamma_{N-1} y_{N-1} + 2(2-\gamma_{N-1})\eta N^{-1}|D^2}{\sum_{t=1}^{N-1} \gamma_t}.$$  

(4.87)

Proof. We first show the part a). It follows from (4.74), (4.75), (4.76), and (4.77) that

$$E_{i|N}[\| \gamma_{N-1} \eta_{N-1} (x^N - x^I), Ax^N - Ax^{N-1} + \tau_{N-1} (y^N - y^I) \|_2] \leq E_{i|N}[\| Ax^N - Ax^{N-1} \|_2 + \gamma_{N-1} \eta_{N-1} \| x^N - x^I \|_2 + \tau_{N-1} \| y^N - y^I \|_2]$$

$$= \gamma_{N-1} \eta_{N-1} D^2 + E_{i|N}[\gamma_{N-1} \eta_{N-1} \| x^N - x^I \|_2 + \tau_{N-1} \| y^N - y^I \|_2] \leq \gamma_{N-1} \eta_{N-1} D^2 + \frac{\sum_{t=1}^{N-1} \gamma_t}{\gamma_{N-1} \eta_{N-1}} \left[ \sum_{t=1}^{N-1} \gamma_t \left( \gamma_{t-1} \eta_{t-1} \| x^I - x^I \|_2 + \tau_{t-1} \| y^I - y^I \|_2 \right) \right] \leq (3\gamma_{N-1} \eta_{N-1} + 2(2 - \gamma_{N-1})\eta N^{-1}) D^2.$$

Using the above inequality in (4.82), we obtain (4.85). The proof of part b) is similar to that of Theorem 3.b) and hence the details are skipped.

Below we specify a parameter setting that satisfies the assumptions in (3.26)-(3.31) and (4.73) and leads to an optimal rate of convergence for the RPD algorithm in terms of its dependence on $N$.

**Corollary 12** Let $z^t = (x^t, y^t)$, $t = 1, 2, ..., N$ be generated by Algorithm 1 with $x^1 = x^0$ and $y^1 = \arg\min_{y \in Y} \langle Ax^0, y \rangle - J(y)$. Also assume that $\gamma_t, q_t, \tau_t$ and $\eta_t$ are set to

$$q_t = p, \forall t \leq N, \quad (4.88)$$

$$\gamma_t = \frac{1}{p}, \forall t = 1, 2, ..., N - 2, \text{ and } \gamma_{N-1} = 1, \quad (4.89)$$

$$\tau_t = \| A \|_{2p^{3/2}}, \ i = 1, ..., N - 1, \quad (4.90)$$

$$\eta_t = \| A \|_{2p^{3/2}}, \ i = 1, ..., N - 2, \text{ and } \eta_{N-1} = \| A \|_{2p^{1/2}}. \quad (4.91)$$

Then for any $N \geq 1$, there exists a vector $v_N$ such that

$$E_{i|N}[Q_0(z^N, z) + \langle v_N, z^N - z \rangle] \leq \frac{5p^{3/2}\| A \|^2 D^2}{N + p - 2}, \quad (4.92)$$

$$E_{i|N}[\| v_N \|_2] \leq \frac{p}{N + p - 2} \left( 4p^{1/2} + (1 + \sqrt{2}) \right) \| A \|_2 D. \quad (4.93)$$
For the sake of notational convenience, sometimes we simply denote the diameter of \( Y \) by \( D \). Suppose that the set \( \exists y \in Y \) and optimal in terms of its dependence on \( \epsilon \) and \( \Omega \) is bounded by \( \mathcal{O}(p^{3/2}\|A\|_{2}\Omega X_{Y}/\epsilon) \). Second, similar to the bounded problems, these results are new and optimal in terms of its dependence on \( \epsilon \) for a given \( p \) (see discussions in [9]). To the best of our knowledge, this is the first time such an optimal rate of convergence is obtained in the literature for a randomized algorithm for solving the saddle point problem (1.1)-(1.2) with unbounded domains.

### 4.2 Non-Euclidean randomized primal-dual methods

In this subsection, we show that by replacing the usual Euclidean distance by generalized non-Euclidean prox-functions, Algorithm 1 can be adaptive to different geometry of the feasible sets.

Recall that a function \( \omega_i : Y_i \to R \) is a distance generating function [37] with modulus \( \alpha_i \) with respect to \( \| \cdot \|_i \), if \( \omega_i \) is continuously differentiable and strongly convex with parameter \( \alpha_i \) with respect to \( \| \cdot \|_i \). Without loss of generality, we assume that \( \alpha_i = 1 \) for any \( i = 1, \ldots, b \), because we can always rescale \( \omega_i(y) \) to \( \bar{\omega}_i(y) = \omega_i(y)/\alpha_i \) in case \( \alpha_i \neq 1 \). Therefore, we have

\[
\langle y - z, \nabla \omega_i(y) - \nabla \omega_i(z) \rangle \geq \|x - z\|^2_i \quad \forall y, z \in Y_i.
\]

The prox-function associated with \( \omega_i \) is given by

\[
V_i(z, y) = \omega_i(y) - [\omega_i(z) + \langle \nabla \omega_i(z), y - z \rangle] \quad \forall y, z \in Y_i.
\]

The prox-function \( V_i(\cdot, \cdot) \) is also called the Bregman’s distance, which was initially studied by Bregman [4]. Suppose that the set \( Y_i \) is bounded, the distance generating function \( \omega_i \) also gives rise to the diameter of \( Y_i \), which will be used frequently in our convergence analysis:

\[
D_{\omega_i, Y_i} := \max_{y \in Y_i} \omega_i(y) - \min_{y \in Y_i} \omega_i(y).
\]

For the sake of notational convenience, sometimes we simply denote \( D_{\omega_i, Y_i} \) by \( D_i \), \( V(y, z) = \sum_{i=1}^{p} V_i(y^{(i)}, z^{(i)}) \), \( \forall y, z \in Y \), and \( D_Y = \sum_{i=1}^{p} D_i \). Let \( y_1^{(i)} = \arg\min_{y \in Y_i} \omega_i(y) \), \( i = 1, \ldots, b \). We can easily see that for any \( y \in Y \),

\[
\|y_1^{(i)} - y^{(i)}\|^2/2 \leq V_i(y_1^{(i)}, y^{(i)}) = \omega_i(y^{(i)}) - \omega_i(y_1^{(i)}) - \langle \nabla \omega_i(y_1^{(i)}), y^{(i)} - y_1^{(i)} \rangle \\
\leq \omega_i(y^{(i)}) - \omega_i(y_1^{(i)}) \leq D_i.
\]

Proof. It is easy to verify that \( \gamma_t, q_t, \tau_t \) and \( \eta_t \) defined in (4.88)-(4.91) satisfy (3.26)-(3.31) and (4.73). We also have

\[
\sum_{t=1}^{N-1} \gamma_t = \frac{(N+p-2)}{p}.
\]

Plugging this identity into (4.85)-(4.87), we obtain (4.92)-(4.94) respectively. □

A few remarks about the results obtained in Theorem 11 and Corollary 12 are in place. First, in the view of (4.92), the total number of iterations required by the RPD algorithm to find an \( \epsilon \)-solution of problem (1.1), i.e., a point \( \hat{z} \in Z \) such that \( E[Q_0(\hat{z}, z) + \langle v_N, \hat{z}^N - z \rangle] \leq \epsilon \) for any \( z \in Z \), can be bounded by \( \mathcal{O}(p^{3/2}\|A\|_{2}\Omega X_{Y}/\epsilon) \). Second, similar to the bounded problems, these results are new and optimal in terms of its dependence on \( \epsilon \) for a given \( p \) (see discussions in [9]). To the best of our knowledge, this is the first time such an optimal rate of convergence is obtained in the literature for a randomized algorithm for solving the saddle point problem (1.1)-(1.2) with unbounded domains.
Moreover, we define $\|y\|^2 = \|y^{(1)}\|^2 + \ldots + \|y^{(p)}\|^2$ and denote its conjugate by $\|y\| = \|y^{(1)}\|_\ast + \ldots + \|y^{(p)}\|_\ast$. Similarly, letting $\omega : X \to \mathbb{R}$ be continuously differentiable and strongly convex w.r.t $\| \cdot \|$ with modulus 1, we define the prox-function $V(\cdot, \cdot)$ associated with $\omega$ and use $D_X$ to denote the diameter of $X$.

We are now ready to describe a non-Euclidean variant of Algorithm 1, which is obtained by replacing the Euclidean distances used in the two subproblems (3.10) and (3.11) in Step 2 of Algorithm 1 with the Bregman’s distances in (4.98) and (4.99).

**Algorithm 2** The non-Euclidean RPD Method

Let $z^1 = (x^1, y^1) \in X \times Y$, and nonnegative stepsizes $\{\tau_t\}$, parameters $\{q_t\}$, and weights $\{\gamma_t\}$ be given. Set $\bar{x}^1 = x^1$.

for $t = 1, \ldots, N$ do

1. Generate a random variable $i_t$ uniformly from $\{1, 2, \ldots, p\}$.
2. Update $y^{t+1}$ and $x^{t+1}$ by

\[
y_t^{t+1} = \begin{cases} \arg \min_{y_i \in Y_i} \langle -U_i A \bar{x}_t, y \rangle + J_i(y_i) + \tau_t V_i(y_i, y_i^t), & i = i_t, \\ y_i^t, & i \neq i_t. \end{cases} \tag{4.98}
\]

\[
x_t^{t+1} = \min_{x \in X} h(x) + \langle x, A^T y^{t+1} \rangle + \eta_t V(x, x^t). \tag{4.99}
\]

\[
\bar{x}_t^{t+1} = q_t (x_t^{t+1} - x^t) + x_t^{t+1}. \tag{4.100}
\]

end for

Output: Set

\[
z^N = \left( \sum_{t=1}^{N-1} \gamma_t \right)^{-1} \sum_{t=1}^{N-1} \gamma_t z_t^{t+1}. \tag{4.101}
\]

We will show that the non-Euclidean RPD algorithms exhibit similar convergence properties to the Euclidean RPD algorithm for solving general bilinear saddle point problems with bounded feasible sets, but they can be more flexible on the selection of the norms and distance generating functions.

First, the following result generalizes Proposition 1.

**Proposition 13** Let $\{y_t^i\}_{t \geq 1}$ and $\{x_t^i\}_{t \geq 1}$ be generated by Algorithm 2. Then for any $z \in Z$, we have

\[
\gamma_t Q_0(z_t^{t+1}, z) + \langle \gamma_t Ax_t^{t+1} - Ax^t, y_t^{t+1} - y \rangle + (\gamma_t - 1) \left[ J(y) - J(y_t^{t+1}) \right] - \Delta_t 
\leq \gamma_t \eta_t \left[ V(x, x^t) - V(x, x_t^{t+1}) - V(x, x^{t+1}) \right] + \tau_t \left[ V(y, y^t) - V(y, y_t^{t+1}) - V(y^t, y^{t+1}) \right], \tag{4.102}
\]

where $\Delta_t$ is defined in (3.16).

**Proof.** By the optimality condition of problem (4.99), for all $x \in X$, we have

\[
h(x_t^{t+1}) - h(x) + \langle x_t^{t+1} - x, A^T y_t^{t+1} \rangle + \eta_t V(x^t, x_t^{t+1}) + \eta_t V(x, x_t^{t+1}) \leq \eta_t V(x, x^t). \tag{4.103}
\]

Similarly, by the optimality condition of problem (4.98), for all $y \in Y$, we have

\[
\langle -U_i A \bar{x}_t, y_t^{t+1} - y \rangle + J_i(y_t^{t+1}) - J_i(y_i) + \tau_t V_i(y_i, y_i^{t+1}) + \tau_t V_i(y_i, y_i^{t+1}) \leq \tau_t V_i(y_i, y_i^t). \tag{4.104}
\]
The result follows by using an argument similar to the one used in the proof of Proposition 1 by replacing the Euclidean distances with Bregman’s distances and noting that

\[ V_{i_t}(y_{i_t}^t, y_{i_t}^{t+1}) = V(y_{i_t}^t, y_{i_t}^{t+1}), \]

\[ V_{i_t}(y_{i_t}, y_{i_t}^{t+1}) = V(y_{i_t}, y_{i_t}^{t+1}). \]

The following lemma provides an upper bound of \( E_{i_t}[\Delta_t] \).

**Lemma 14** If \( i_t \) is uniformly distributed on \( \{1, 2, ..., p\} \), then

\[ E_{i_t}[\Delta_t] \leq \left( \frac{1}{p} q_{t-1} - \frac{p-1}{p} \right) A x^t - \frac{1}{p} q_{t-1} A x^{t-1}, y^t - y \right) + \frac{p-1}{p} \left( J(y^t) - J(y) \right)

\[ + \frac{q_{t-1} |A|^2}{2p \tau} \|x^t - x^{t-1}\|^2 + \frac{\tau}{2} E_{i_t} \left[ \|y^{t+1} - y^t\|^2 \right]. \]

**Proof.** The proof is similar to the one of Lemma 2 except that we now replace the Euclidean distances by Bregman’s distances, and that in (3.25), we use the fact that \( \|x - z\|^2 / 2 \leq V(x, z) \), i.e.,

\[ E_{i_t} [\langle q_{t-1} U_{i_t} A(x^t - x^{t-1}), y^{t+1} - y^t \rangle] \leq E_{i_t} [q_{t-1} \|U_{i_t} A(x^t - x^{t-1})\| \|y^{t+1} - y^t\|]

\[ \leq E_{i_t} \left[ \frac{q_{t-1}|A|^2}{2\tau} \|x^t - x^{t-1}\|^2 + \frac{\tau}{2} \|y^{t+1} - y^t\|^2 \right]

\[ \leq \frac{q_{t-1}|A|^2}{2\tau} E_{i_t} \left[ \|U_{i_t} A(x^t - x^{t-1})\|^2 \right] + \frac{\tau}{2} E_{i_t} \left[ \|y^{t+1} - y^t\|^2 \right]

\[ = \frac{q_{t-1}|A|^2}{2\tau} \|x^t - x^{t-1}\|^2 + \frac{\tau}{2} E_{i_t} \left[ \|y^{t+1} - y^t\|^2 \right]

\[ \leq \frac{q_{t-1}|A|^2}{2\tau} V(x^t, x^{t-1}) + \frac{\tau}{2} E_{i_t} [V(y^{t+1}, y^t)]. \]

Theorem 15 below describes some convergence properties of the non-Euclidean RPD methods.

**Theorem 15** Suppose that the starting point \( z^1 \) is chosen such that \( x^1 = x^0 \) and \( y^1 = \arg\max_{y \in Y} (A x, y) - J(y) \). Also assume that the parameters \( q_t, \gamma_t, \tau_t \) and \( \eta_t \) are set to (3.26)-(3.31). Then, for any \( N \geq 1 \), we have

\[ E_{i_N}[Q_0(\hat{z}^N, z)] \leq \left( \sum_{i=1}^{N-1} \gamma_t \right)^{-1} \left[ \frac{2\eta_N}{\gamma} D_X + \frac{\tau}{2} D_Y \right], \forall z \in Z. \] (4.105)

where \( \hat{z}^N \) is defined in (3.13) and the expectation is taken w.r.t. to \( i_N = (i_1, ..., i_{N-1}) \).

**Proof.** The proof is almost identical to that of Theorem 3 except that we replace the Euclidean distances with Bregman’s distances and that in (3.38) we use the fact \( V(x, x_1) \leq D_X \) and \( V(y, y_1) \leq D_Y \), i.e.,

\[ -\langle Ax^N - Ax^{N-1}, y^N - y \rangle \leq \frac{|A|^2}{2\eta_{N-1}} \|x^N - x^{N-1}\|^2 + \frac{\tau_{N-1}}{2} \|y^N - y\|^2 \]

\[ \leq \frac{|A|^2}{2\eta_N} V(x^N, x^{N-1}) + \tau_{N-1} V(y^N, y). \]

It should be noted that we can also establish the convergence of the generalized algorithm for smooth bilinear saddle point problems. However, it is still not clear to us whether Algorithm 2 can be generalized to the case when neither \( X \) nor \( Y \) are bounded.
5 RPD for linearly constrained problems and its relation to ADMM

Our goal of this section is to show that Algorithm 1 applied to the linearly constrained optimization problems can be viewed exactly as a randomized proximal alternating direction of multiplier method (ADMM).

More specifically, consider the following optimization problem

$$ \min \ f_1(x_1) + f_2(x_2) + \ldots + f_p(x_p) $$

s.t. \quad A_1x_1 + A_2x_2 + \ldots + A_p x_p = b \tag{5.106} $$

Chen et. al. show in [7] that a direct extension of ADMM does not necessarily converge for solving this type of problem whenever \( p \geq 3 \). More precisely, for the case \( p \geq 3 \), it is required that the given coefficient matrices \( A_i \) satisfy some orthogonality assumptions. In [23], Luo and Hong proposed a variant of ADMM, namely the proximal ADMM, and proved its asymptotical convergence under the strong convexity assumptions about the objective function. However, to the best of our knowledge, there does not exist a proof for the convergence for the proximal ADMM method when the strong convexity assumption is removed. On the other hand, the RPD method, which will be shown to be equivalent to a randomized version of the proximal ADMM method, exhibits an \( O(1/N) \) rate of convergence for solving problem (5.106) without requiring any assumptions about the matrices \( A_1, A_2, \ldots, A_p \), as well as the strong convexity assumptions about \( f_i, i = 1, \ldots, p \).

Let us first formally state these two algorithms. Observing that problem (5.106) is equivalent to

$$ \min_{y \in Y} \max_{x \in X} \left\{ \langle y, b \rangle - \langle y, \sum_{i=1}^p A_i x_i \rangle - \sum_{i=1}^p f_i(x_i) \right\}, \tag{5.107} $$

we can specialize Algorithm 1 applied to problem (5.107) as shown Algorithm 3. On the other hand, noting that the augmented Lagrangian function of (5.106) is given by

$$ L(x, y) = \left\{ \sum_{i=1}^p f_i(x_i) + \langle y, \sum_{i=1}^p A_i x_i - b \rangle + \frac{\rho}{2} \| \sum_{i=1}^p A_i x_i - b \|^2 \right\}, \tag{5.108} $$

we can state the proximal ADMM method for solving problem (5.106) as shown in Algorithm 4. It is easy to see that (5.111) can be rewritten as

$$ y^{t+1} = y^t + \frac{1}{\tau} \left( \sum_{i=1}^p A_i x_i^{t+1} - b \right), $$

which implies that

$$ y^{t+1} = y^{t+1} + \frac{q}{\tau} \left( \sum_{i=1}^p A_i x_i - b \right). \tag{5.109} $$

In view of (5.109), if only a randomly selected block \( x_i^{t+1} \) is updated in the Step 2 of the proximal ADMM method instead of all blocks of \( x^{t+1} \), then the randomized version of (5.113) and (5.110) are equivalent in case \( \rho = \frac{q-1}{\tau-1} \). Therefore, we conclude that Algorithm 1 applied to problem (5.107) is equivalent to a randomized version of the proximal ADMM method for solving linearly constrained problems (5.106).
Algorithm 4 Proximal alternating direction of multiplier methods

Let \( z = (x^1, y^1) \in X \times Y \) and stepsizes \( \{\eta_t\}_{t \geq 1} \).

for \( t = 1, \ldots, N \) do

Update \( y^{t+1} \) and \( x^{t+1} \) by

\[
x_i^{t+1} = \arg\min_{x_i \in X_i} f_i(x_i) + \langle y_t, A_i x_i \rangle + \rho (\sum_{j < i} A_{ij} x_{ij}^{t+1} + \sum_{j \geq i} A_{ij} x_i^t - b, A_i x_i) + \frac{\eta_t}{2} \| x_i - x_i^t \|^2, i = 1, \ldots, p.
\]

\( y^{t+1} = y^t + \rho (\sum_{i=1}^p A_i x_i^{t+1} - b) \).

end for

Algorithm 3 Randomized primal-dual Methods for problem (5.107)

Let \( z^1 = (x^1, y^1) \in X \times Y \) and stepsizes \( \{\gamma_t\}_{t \geq 1}, \{q_t\}_{t \geq 1}, \{\tau_t\}_{t \geq 1}, \{\eta_t\}_{t \geq 1} \).

for \( t = 1, \ldots, N \) do

1. Generate a random variable \( i_t \) from \( \{1, \ldots, p\} \).
2. Update \( y^{t+1} \) and \( x^{t+1} \) by

\[
x_i^{t+1} = \begin{cases} \arg\min_{x_i \in X_i} f_i(x_i) + \langle \bar{y}_t, A_i x_i \rangle + \frac{\eta_t}{2} \| x_i - x_i^t \|^2, & i = i_t, \\ x_i^t, & i \neq i_t. \end{cases}
\]

\( y^{t+1} = \arg\min_{y \in Y} \langle y, b \rangle - \langle y, \sum_{i=1}^p A_i x_i^{t+1} \rangle + \frac{\tau_t}{2} \| y - y^t \|^2. \)

\( \bar{y}^{t+1} = q_t(y^{t+1} - y^t) + y^{t+1}. \)

end for

In order to understand its practical performance for solving the worst-case instances in [7], we implement Algorithm 1 for solving the linearly constrained problem (5.106) with \( b = 0 \) and \( f_i(x_i) = 0, i = 1, 2, \ldots, p \). Moreover, we assume that \( A_i, i = 1, \ldots, p \) are set to \( A_1 = (1; 1; \ldots; 1), A_2 = (1; \ldots; 1; 2), \ldots, A_p = (1; 2; 2; \ldots; 2) \). Under the above settings, problem (5.106) is equivalent to a homogeneous linear system with \( p \) variables

\[
\sum_{i=1}^p A_i x_i = 0,
\]

where \( A_i, i = 1, 2, \ldots, p \) are nonsingular. Problem (5.115) has a unique solution \( x^* = (0; 0; \ldots; 0) \in \mathbb{R}^n \). The problem constructed above slightly generalizes the counter example in [7]. As shown in Table 1, while the original ADMM does not necessarily converge in solving the above problem even with \( p = 3 \), Algorithm 1 converges to the optimal solution \( x^* \) for all different values of \( p \) that we have tested.

6 Concluding remarks

In this paper, we present a new randomized algorithm, namely the randomized primal-dual method, for solving a class of bilinear saddle point problems. Each iteration of the RPD method requires
Table 1: Results of Algorithm 1 for solving problem (5.115)

<table>
<thead>
<tr>
<th>p</th>
<th>$|x^{100} - x^*|$</th>
<th>$|x^{1,000} - x^*|$</th>
<th>$|x^{10,000} - x^*|$</th>
<th>$|x^{100,000} - x^*|$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>2.0608</td>
<td>1.1416</td>
<td>0.2674</td>
<td>0.0396</td>
</tr>
<tr>
<td>20</td>
<td>4.2308</td>
<td>1.1438</td>
<td>1.6588</td>
<td>0.4711</td>
</tr>
<tr>
<td>50</td>
<td>7.0277</td>
<td>6.6469</td>
<td>2.2886</td>
<td>2.1143</td>
</tr>
</tbody>
</table>

to solve only one subproblem rather than all subproblems as in the original primal-dual algorithms. The RPD method does not require strong convexity assumptions about the objective function and/or boundedness assumptions about the feasible sets. Moreover, based on a new primal-dual termination criterion, we show that this algorithm exhibits an $O(1/N)$ rate of convergence for both bounded and unbounded saddle point problems and and $O(1/N^2)$ rate of convergence for smooth saddle point problems. Extension for the non-Euclidean setting and the relation to the ADMM method have also been discussed in this paper.

It is worth noting that there exist a few possible extensions of this work. Firstly, for the case when $h(x)$ is not necessarily simple, but a general smooth convex, one can modify (3.11) in Step 2 of Algorithm 1 by replacing $h(x)$ with its linear approximation as suggested in [9]. Secondly, this paper focuses on the case when the dual space has multiple blocks. However, it is possible to apply block decomposition for both the primal and dual spaces whenever the feasible sets $X$ and $Y$ are decomposable. Finally, it will be interesting to see if the rate of convergence for the RPD methods can be further improved by using non-uniform distribution for the random variables $i_t$.
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