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Abstract. In this paper, we propose two block coordinate gradient (BCG) methods for an online convex optimization problem with a separable structure: the BCG method with the cyclic rule and the BCG method with the random rule. The proposed methods solve a low dimensional problem on each iteration, and hence they are efficient for large scale problems. For the proposed methods, under usual assumptions, we show that their regret bounds are \( O(\sqrt{T}) \), where \( T \) is the number of time steps. These results are shown to be natural extensions of that for the greedy projection method by Zinkevich.
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1 Introduction

The online convex programming is a powerful learning model, which has attracted great attention in many large scale optimization fields, such as the machine learning [1], the network routing [1], and the investment decisions [7]. By this model, a decision maker makes a sequence of decisions for his/her practical problems, where their possible options are given as a convex set in advance. The precise definition of the online convex programming problem is recalled by Definition 2.1 in Section 2. Roughly speaking, its main characteristics include the following two aspects in contrast to the classical convex optimization problems.

- We minimize a sequence of dynamically generated loss functions \( \{F^t(x), t = 1, 2, \cdots \} \)
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in the online optimization problems, where \( t \) denotes the time step when new function is generated.

- We must make a decision at the time step \( t \), denoted by \( x^t \), before getting the true loss function \( F^t(x) \).

Note that the online convex optimization problems are closely related to the stochastic convex optimization problems. For example, the stochastic gradient method is essentially same as the greedy projection method [26] for the online optimization problems.

In this paper, we consider an online convex optimization problem with a separable structure, whose loss function \( F^t : \Omega \to \mathcal{R} \) at the time step \( t \) is given as follows.

\[
F^t(x) := f^t(x) + \tau \psi(x), \quad t = 1, 2, \cdots, \tag{1.1}
\]

where \( f^t : \Omega \to \mathcal{R} \) is smooth and convex, \( \Omega \subseteq \bigcap_{t=1}^{\infty} \text{dom} \ F^t \) is a nonempty convex set, \( \tau \) is a positive constant, and \( \psi : \Omega \to (-\infty, \infty] \) is a proper, convex and lower semicontinuous (l.s.c.) function with the block separable structure, that is, \( \psi(x) = \sum_{i=1}^{N} \psi_i(x_{J_i}) \), where \( x_{J_i} \in \mathcal{R}^{\lvert J_i \rvert} \), \( \psi_i : \mathcal{R}^{\lvert J_i \rvert} \to \mathcal{R} \) and \( n = \sum_{i=1}^{N} \lvert J_i \rvert \). The loss function (1.1) appears in many practical problems, where function \( f^t(x) \) represents a static function at the time step \( t \), and function \( \psi(x) \) is a regularization term. For example, in the simple online linear regression problem [2, 17], function \( f^t(x) \) is used to estimate the relationship among variables. In the sequential investment problem [2], function \( f^t(x) \) denotes the logistic wealth ratio, which is given by a logistic function. The most common variants of function \( \psi(x) \) are \( l_1 \)-regularization [12], \( l_2 \)-regularization [24], and an indicator function with respect to closed convex separable constraints [3].

From the characteristics of the online convex optimization problems, we know that it is impossible to select a point \( x^t \) that exactly minimize the loss function \( F^t(x) \) at the time step \( t \), because we do not know the true loss function \( F^t(x) \) until the decision \( x^t \) is determined. Instead, the researchers, who study the online optimization problems, focus on proposing an algorithm to generate decisions \( \{x^t, t = 1, 2, \cdots \} \), with which, for given \( T > 0 \), the practical total loss \( \sum_{t=1}^{T} F^t(x^t) \) is not much larger than the ideal total loss \( \sum_{t=1}^{T} F^t(x^*) \), where \( x^* \) is an optimal solution in some sense, e.g., \( x^* \in \arg\min_{x \in \Omega} \frac{1}{T} \sum_{t=1}^{T} F^t(x) \) [26]. For convenience, we call the difference between these two values the “regret” [26], denoted by \( R(T) \), i.e.,

\[
R(T) = \sum_{t=1}^{T} F^t(x^t) - \sum_{t=1}^{T} F^t(x^*). \tag{1.2}
\]
Hence, the goal for the online convex optimization problems is to construct an algorithm, with which the generating decisions make us to achieve a regret as low as possible. We say that an algorithm is a no internal regret algorithm if the regret $R(T)$ is an infinitesimal of higher order than $T$ [7]. We also note that the “no internal regret” is closely related to the “ergodic convergence” in the stochastic optimization. See Corollaries 4.3 and 4.7 for details.

The applications of the online programming are mostly built on a large scale. Some researchers have studied the performances of the gradient methods for the online convex optimization problems [24, 26]. When function $\psi(x)$ in (1.1) is an indicator function, Zinkevich [26] proved that the projected gradient method for an online convex optimization problem has a regret $O(\sqrt{T})$. When function $\psi(x)$ in (1.1) is a general regularization function, Xiao [24] proposed a dual averaging method, which is first proposed by Nesterov for the classical convex optimization problems. He showed that the proposed dual average method achieves the same regret $O(\sqrt{T})$. However, both of these two methods are full gradient methods, i.e., they update all components of the variable $x$ on each iteration. When the scale of the problem becomes very large, the evaluations for updating the gradients of each iteration would take much time.

Recently, the “block” type methods are becoming very popular, especially for the large scale problems [18, 20, 21, 25]. On each iteration, the “block” type methods choose a subset $J \subseteq \{1, 2, \cdots, n\}$, and then update the components \{x_j, j \in J\} by solving a low dimensional subproblem. Here, the set $J$ is called the “block”. Compared to the full gradient methods, the block type methods can reduce the calculation time on each iteration. Quite recently, Xu and Yin [25] proposed a block coordinate stochastic gradient method with the cyclic rule for a regularized stochastic optimization problem, which is related to the online optimization problem. Under the Lipschitz continuity assumption, they showed that the proposed method converges with $O(1+\log T \sqrt{\frac{T}{N}})$, where $N$ is the number of blocks. Furthermore, as the number of blocks reduces to 1, i.e., $N = 1$, this upper bound reduces to $O(1+\log T \sqrt{T})$, which is bigger than the average regret $\frac{R(T)}{T} = O(\frac{1}{\sqrt{T}})$ of the greedy projection method [26].

In this paper, using the idea of “block” type methods, we propose two block coordinate gradient (BCG) methods for an online convex optimization problem with (1.1). These two methods are different in the rules of choosing blocks. One is the BCG method with the cyclic rule (C-BCG), the other is the BCG method with the random rule (R-BCG). For the proposed methods, we make our research on the following two aspects. Firstly, we establish their regret bounds, respectively. In particular, we show that the C-BCG method has a regret $O(\sqrt{T})$. Additionally, we find that the regret bound of the C-BCG method is independent of the number of blocks $N$ under some assumptions, although we solve $N$ subproblems at each time step.
For the R-BCG method, we prove that the expectation of the regret of the R-BCG method is $O(\sqrt{T})$. When the total number of blocks reduces to one, and function $\psi(x)$ is an indicator function, the regret of the proposed two methods reduce to the same result in [26]. Hence, the proposed methods in this paper can be regarded as natural extensions of the greedy projection method [26]. Secondly, we extend the proposed two methods to the corresponding convex stochastic optimization problems. Although the C-BCG method proposed in this paper is essentially same as the block coordinate stochastic gradient method with the cyclic rule [25], by different analysis, we show that the ergodic convergence upper bounds of the proposed two methods are tighter than that in [25].

Note that, quite recently, Dang and Lan [6] and Wang and Banerjee [23] independently gave similar results on the “block” type methods with the random rule for the online or stochastic optimization problems. The results of the R-BCG method in this paper has been mainly accomplished by one of the authors of this paper, in his master thesis [11], which has been submitted in March, 2013.

The paper is organized as follows. In Section 2, we introduce the algorithms of the block coordinate gradient methods with the cyclic rule and the random rule, respectively. Then we introduce some basic assumptions and present relevent properties in Section 3. In Section 4, we investigate the regret analysis for the proposed two methods, respectively. Finally, we conclude this paper in Section 5.

Throughout this paper, we use the following notations. When $h$ is differentiable, the vector $\nabla h$ denotes the gradient of $h$. When $h$ is nondifferentiable and convex, the set $\partial h$ denotes the subdifferential of $h$. For a given vector $x \in \mathcal{R}^n$, $\|x\|$ denotes its standard 2-norm. The vector $x_j$ denotes the subvector of $x$, consisting of $x_j, j \in J$ while vector $x_{\bar{J}}$ denotes the subvector consisting of $x_j, j \notin J$. The notation $\langle \cdot, \cdot \rangle$ denotes the Euclidean inner product. In addition, for a vector $x \in \mathcal{R}^n$ and a symmetric positive definite matrix $G \in \mathcal{R}^{n \times n}$, the $G$-norm is defined as $\|x\|_G = \sqrt{\langle x, Gx \rangle}$.

2 Block Coordinate Gradient (BCG) methods for the online convex optimization problem

In this paper, we propose two block coordinate gradient (BCG) methods for the online convex optimization problem with (1.1), one is the BCG method with the cyclic rule, the other is the BCG method with the random rule. The BCG method with the cyclic rule is essentially same as the method proposed in [25] for stochastic optimization problems.
For convenience, we start with recalling several important results in [26], including the definition of the online convex programming problem and the greedy projection method.

**Definition 2.1.** An online convex programming problem consists of a feasible set \( \Omega \subseteq \mathbb{R}^n \) and an infinite sequence \( \{ F^1, F^2, \cdots \} \), where \( F^t : \Omega \rightarrow \mathbb{R} \) is a convex function for each \( t \). At each time step \( t \), an online convex programming algorithm selects a vector \( x^t \in \Omega \). After the vector is selected, it receives the loss function \( F^t \).

The loss functions \( \{ F^t(x), t = 1, 2, \cdots \} \) considered in this paper are defined by (1.1).

The greedy projection method [26], which is also called the projected gradient method, is described as follows.

**Greedy projection method:**

**Step 0:** Choose an initial point \( x^1 \in \Omega \) and set a sequence of constants \( \lambda_1, \lambda_2, \cdots > 0 \).

**Step 1:** Update the vector \( x^t \) according to

\[
x^{t+1} = x^t + d^t,
\]

\[
d^t = P_{\Omega}(x^t - \lambda_t \nabla f(x^t)) - x^t,
\]

where \( P_{\Omega}(\cdot) \) denotes a projection onto the set \( \Omega \).

Note that constants \( \{ \lambda_t, t = 1, 2, \cdots \} \) in the above greedy projection method are called the “learning rates”. Before proposing the block coordinate gradient methods, we present several basic assumptions. Throughout this paper, the variable \( x \) is assumed to be partitioned into \( N \) blocks, i.e., \( x^T = (x^T_{J^1}, \cdots, x^T_{J^N}) \), where \( J^i, i \in \{1, 2, \cdots, N\} \), is a subset of \( \{1, 2, \cdots, N\} \) such that

\[
J^i \cap J^j = \emptyset, \forall i, j \in \{1, 2, \cdots, N\}, i \neq j;
\]

\[
\bigcup_{i=1}^{N} J^i = \{1, 2, \cdots, n\}.
\]

We also assume that function \( \psi(x) \) is block separable with respect to the blocks \( \{J^i, i = 1, \cdots, N\} \), i.e., \( \psi(x) = \sum_{i=1}^{N} \psi_i(x_{J^i}) \). For the set \( \Omega \) in (1.1), we suppose that \( \Omega = \Omega_1 \times \Omega_2 \times \cdots \times \Omega_N \), where operator “\( \times \)” denotes the Cartesian product. For given \( \nabla f^t \) at time step \( t \), we consider the direction, which is defined by

\[
d(x; J, t, \lambda) = \underset{d \in \mathbb{R}^n}{\text{argmin}} \left\{ \langle \nabla f^t(x), d \rangle + \frac{1}{2\lambda} \|d\|^2 + \tau \psi(x+d) \mid d_J = 0, x + d \in \Omega \right\}. \quad (2.1)
\]

When \( J = \{1, 2, \cdots, n\} \) and \( \psi(x) = 0 \), direction \( d(x; J, t, \lambda) \) reduces to the direction \( d^t \) in Step 1 of the greedy projection method. Note that the direction \( d(x; J, t, \lambda) \) given by (2.1) is well defined, since the minimizer of the corresponding optimization problem always exists and
is unique [19, Theorem 31.5]. Moreover, the direction \(d(x; J, t, \lambda)\) is a descent direction for the loss function \(F^t(x)\).

The rule to choose blocks is also important for the convergence. In this paper, we adopt the following two rules.

(a) Cyclic rule [13]: Choose blocks in \(\{\mathcal{J}^1, \mathcal{J}^2, \cdots, \mathcal{J}^N\}\) cyclically.

(b) Random rule [18]: Let \(\{p_1, \cdots, p_N\}\) be a set of probabilities such that \(p_i > 0, i = 1, 2, \cdots, N\), and \(\sum_{i=1}^{N} p_i = 1\). On each iteration, we choose a block \(\mathcal{J}^i \in \{\mathcal{J}^1, \mathcal{J}^2, \cdots, \mathcal{J}^N\}\) with probability \(p_i\).

If there exists an element \(i \in \{1, 2, \cdots, N\}\) such that \(p_i = 0\) in the random rule, it means that the block \(\mathcal{J}^i\) will never be updated. This case has no meaning. Hence, the assumption \(p_i > 0, i = 1, 2, \cdots, N\), is a natural one.

Next, we describe the frameworks of the BCG methods with the cyclic rule and the random rule, respectively.

**Algorithm 1. The BCG method with the cyclic rule (C-BCG):**

**Step 0:** Choose an initial point \(x^1 \in \text{int} \Omega\). Let \(t := 1\).

**Step 1:** If some termination condition holds, then stop. Otherwise go to Step 2.

**Step 2:** Let \(x^{t,0} := x^t\) and \(i := 1\). Go to Step 2-1.

**Step 2-1:** Set the learning rate \(\lambda_{t,i} \in (0, +\infty)\). Solve the subproblem (2.1) with \(x = x^{t-1}, J = \mathcal{J}^i, \lambda = \lambda_{t,i}\) and get a direction \(d^{t,i} = d(x^{t-1}; \mathcal{J}^i, t, \lambda_{t,i})\).

**Step 2-2:** Set \(x^{t,i} := x^{t-1} + d^{t,i}\). If \(i = N\), then go to Step 3. Otherwise, let \(i := i + 1\) and go to Step 2-1.

**Step 3:** Set \(x^{t+1} := x^{t,N}\). Let \(t := t + 1\) and go to Step 1.

**Algorithm 2. The BCG method with the random rule (R-BCG):**

**Step 0:** Choose an initial point \(x^1 \in \text{int} \Omega\). Let \(t := 1\).

**Step 1:** If some termination condition holds, then stop. Otherwise go to Step 2.

**Step 2:** Choose a block \(\mathcal{J}^i\) by the random rule and set the learning rate \(\lambda_{t,i} \in (0, +\infty)\). Solve the subproblem (2.1) with \(x = x^t, J = \mathcal{J}^i, \lambda = \lambda_{t,i}\) and get a direction \(d^i = d(x^t; \mathcal{J}^i, t, \lambda_{t,i})\).

**Step 3:** Set \(x^{t+1} := x^t + d^i\). Let \(t := t + 1\), and go to Step 1.

At each time step, the C-BCG method solves subproblem (2.1) \(N\) times, while the R-BCG method solves subproblem (2.1) once. When \(N = 1\) and function \(\psi(x)\) is an indicator function, both of these two methods reduce to the greedy projection method [26].
3 Basic assumptions

In this section, we introduce several basic assumptions and present relevant properties, which will be used in the subsequent sections.

Given a constant $T > 0$, we denote the set of all optimal solutions of the problem $\min_{x \in \Omega} \sum_{t=1}^{T} F_t(x)$ by $X^*;[T]$ in the rest of this paper.

For the loss functions $f^t(x)$ and $\psi(x)$, we make the following assumptions, where Assumptions 3.1 and 3.2 are also used in [26].

**Assumption 3.1.** The feasible set $\Omega$ for loss functions $\{F^t, t = 1, 2, \cdots \}$ in (1.1) is nonempty and compact.

For convenience, we define

$$D = \max_{x,y \in \Omega} \|x - y\|. \quad (3.1)$$

It follows from Assumption 3.1 that $D < \infty$.

**Assumption 3.2.** There exists a positive constant $G$ such that $\|\nabla f^t(x)\| \leq G \quad \text{and} \quad \|\partial \psi(x)\| \leq G$ hold for all $t > 0$ and $x \in \Omega$.

Note that when $f^t(x)$ is a linear function, that is, $f^t(x) = \langle a^t, x \rangle + b^t$ with some $a^t \in \mathbb{R}^n$, $b^t \in \mathbb{R}$, we have $\nabla f^t(x) = a^t$. Then, $\|\nabla f^t(x)\| \leq G$ means that $\|a^t\| \leq G$ holds for any $t > 0$.

When $f^t(x)$ is a quadratic function with $f^t(x) = \frac{1}{2} x^T A^t x$, where $\{A^t \in \mathbb{R}^{n \times n}, t = 1, 2, \cdots \}$ are all symmetric and positive semidefinite, we get $\nabla f^t(x) = A^t x$. From Assumption 3.1, $\|\nabla f^t(x)\| \leq G$ is equivalent to that $\|A^t\| \leq \frac{G}{\sqrt{n}}$. For function $\psi(x)$, when $\psi(x) = \|x\|_1$, we have $\|\partial \psi(x)\| \leq \sqrt{n}$. When $\psi(x) = \|x\|_2$, we get $\|\partial \psi(x)\| \leq 1$.

It is worth mentioning that Assumptions 3.1 and 3.2 are a little restrict in this paper. In fact, we only need to assume that there exists a compact set $\bar{\Omega} \subseteq \mathbb{R}^n$ such that the iterations $\{x^t\} \subseteq \bar{\Omega}$, $X^*;[T] \subseteq \bar{\Omega}$, and that $\|\nabla f^t(x^t)\|, \|\partial \psi(x^t)\| \leq G$ for all $x^t \in \bar{\Omega}$. For simplicity, we adopt Assumptions 3.1 and 3.2 in this paper, which are in accord with the assumptions in [26].

The following assumption is a Lipschitz continuity-like assumption, which is originally proposed in [10].

**Assumption 3.3.** The gradient $\nabla f^t$ is block lower triangular Lipschitz continuous with respect to blocks $\{J^i, i = 1, 2, \cdots, N\}$ for any $t > 0$, i.e., there exists a nonnegative constant $M$ such that, for any $t > 0$,

$$\|g^t(x, y) - \nabla f^t(x)\| \leq M \|y - x\|, \forall x, y \in \Omega, \quad (3.2)$$
where \( g^t : \mathcal{R}^{n+n} \to \mathcal{R}^n \) with

\[
g^t_{J_i}(x, y) = \nabla_{J_i} f^t(y_{J_i, \cdots, y_{J_{i-1}}, x_{J_i, \cdots, x_{J_N}}}), \ i = 1, \cdots, N. \tag{3.3}
\]

In the following paper, we use the notation \( g^t \) instead of \( g^t(x^t, x^{t+1}) \) when it is clear from the context. The next remark illustrates the rationality of Assumption 3.3.

**Remark 3.1.** When \( N = 1 \) or function \( f^t(x) \) is separable with respect to the blocks \( \{J^i, \ i = 1, \cdots, N\} \), we have \( g^t(x, y) = \nabla f^t(x) \), which yields that \( M = 0 \) in (3.2). When \( N > 1 \), it is shown in [10] that \( M \leq 2\max\{L_{f^1}, \cdots, L_{f^N}\} \) holds for many classes of functions \( f^t(x) \). For example, the Hessian matrix \( \nabla^2 f^t(x) \) is tridiagonal or row diagonal dominant, it holds that \( M \leq 2L_f \). For a general function \( f^t(x) \), Hua and Yamashita [10] showed that \( M \leq \sqrt{NL_f} \) in [10]. However, until now, we have not found an example where \( N \sigma L \leq M \) for a positive constant \( \sigma \). Hence, Assumption 3.3 is a reasonable assumption.

Under Assumptions 3.1-3.3, we can show that the vector \( g^t \) is bounded for all \( t > 0 \).

**Lemma 3.1.** Suppose that Assumptions 3.1-3.3 hold. Then we have

\[
\|g^t\|^2 = \sum_{i=1}^{N} \|\nabla_{J_i} f^t(x^{t,i-1})\|^2 \leq \bar{G}^2, \tag{3.4}
\]

where \( \bar{G} = MD + G \). Moreover, when \( N = 1 \) or function \( f^t(x) \) is separable with respect to the blocks \( \{J^i, \ i = 1, \cdots, N\} \), we have that \( \|g^t\| \leq G \).

**Proof.** Since we denote \( g^t = g^t(x^t, x^{t+1}) \), from the definition of \( g^t(x,y) \) in (3.3), we have that

\[
\|g^t\|^2 = \sum_{i=1}^{N} \|\nabla_{J_i} f^t(x^{t,i-1})\|^2.
\]

Moreover, from Assumptions 3.1-3.3, we have that

\[
\|g^t\| \leq \|g^t - \nabla f^t(x^t)\| + \|\nabla f^t(x^t)\| \leq M\|x^{t+1} - x^t\| + G \leq MD + G.
\]

Hence, the relation (3.4) holds.

When \( N = 1 \) or function \( f^t(x) \) is separable with respect to the blocks \( \{J^i, \ i = 1, \cdots, N\} \), we have \( \|g^t\| = \|\nabla f^t(x^t)\| \) from Remark 3.1, which together with Assumption 3.2 yields that \( \|g^t\| \leq G \). \(\Box\)

For the learning rate \( \lambda \) in the proposed methods, we make the following assumption.

**Assumption 3.4.** The learning rate \( \lambda_{t,i} \) in the C-BCG method or the R-BCG method is given by \( \lambda_{t,i} = \frac{c_{\beta_i}}{\sqrt{t}}, \ t = 1, 2, \cdots, i = 1, 2, \cdots, N, \) where \( c > 0, \) and \( \beta_i \in [\underline{\beta}, \bar{\beta}], \bar{\beta} \geq \beta > 0. \)
The constants \( \{\beta_i, i = 1, 2, \cdots, N\} \) in Assumption 3.4 act as scaling factors of the learning rates on different blocks. When \( \beta_1 = \cdots = \beta_N = 1 \) and \( c = 1 \), we have \( \lambda_{t,i} = \frac{1}{\sqrt{t}} \), which reduces to the case in [26].

Next, we recall the regret of the greedy projection method, which is given in [26].

**Theorem 3.2.** Suppose that Assumptions 3.1-3.2 hold. Let \( \lambda_t = \frac{1}{\sqrt{t}} \) and \( x^*;[T] \in X^*;[T] \). Then, the regret \( R(T) \) of the greedy projection method satisfies

\[
R(T) \leq \frac{\sqrt{T}}{2} D^2 + \frac{(2\sqrt{T} - 1)}{2} G^2,
\]

where constant \( D \) is defined by (3.1), and constant \( G \) is given in Assumption 3.2.

The following lemma is a well known result for the proximal like algorithm, which is given in [22, Property 1].

**Lemma 3.2.** For any proper l.s.c. convex function \( \varphi : \Omega \to (-\infty, \infty] \) and any \( z \in \Omega \), if

\[
z_+ = \arg\min_{x \in \Omega} \left\{ \varphi(x) + \frac{1}{2\lambda} \|x - z\|^2 \right\},
\]

then we have

\[
\varphi(x) + \frac{1}{2\lambda} \|x - z\|^2 \geq \varphi(z_+) + \frac{1}{2\lambda} \|z_+ - z\|^2 + \frac{1}{2\lambda} \|x - z_+\|^2, \forall x \in \Omega.
\]

4 Regret analysis

In this section, we give the regret analysis for the proposed two methods, the C-BCG method and the R-BCG method, respectively.

4.1 Regret of the BCG method with the cyclic rule

In this subsection, we present the regret analysis of the C-BCG method for the online convex optimization problem with (1.1). Throughout this subsection, the sequence \( \{x^t\} \) denotes the sequence generated by the C-BCG method.

We first introduce several technical lemmas. The following lemma presents main characteristics of the sequence \( \{x^t\} \), which can be verified easily, and hence, we omit its proof here.

**Lemma 4.1.** For the sequence \( \{x^t\} \), we have

\[
x^t_{i,j} = x^t_{j,i} = x^t_{j,j}, \quad \forall i = 1, 2, \cdots, N, \quad 1 \leq j < i.
\]

\[
x^{t+1}_{i,j} = x^{t+1}_{j,i} = x^{t+1}_{j,j}, \quad \forall i = 1, 2, \cdots, N, \quad i \leq j \leq N.
\]

\[
x^{t+1}_{i,j} - x^t_{i,j} = x^t_{j,i} - x^t_{j,j} = d^t_{i,j}, \quad \forall i = 1, 2, \cdots, N.
\]
The following lemma states that each movement $\|x^{t+1} - x^t\|$ is closely related to the learning rate defined in Assumption 3.4.

**Lemma 4.2.** Suppose that Assumptions 3.1-3.4 hold, and suppose that function $\psi(x)$ in (1.1) is an indicator function with respect to the set $\Omega$. Then, for any $t > 0$, we have

$$\|x^{t+1} - x^t\| \leq \frac{cG}{\sqrt{t}},$$

where $G = \beta \sqrt{2G^2 + 2\tau^2G^2}$ and $\tilde{G} = MD + G$.

**Proof.** Since function $\psi(x)$ in (1.1) is block separable, from (2.1), the subvector $d_{j,i}^i$ can be rewritten as

$$d_{j,i}^i = \arg\min_{x_{j,i}^{t;i-1} + d_{j,i} \in \Omega_i} \left\{ \frac{1}{2\lambda_{t,i}} \|d_{j,i} + \lambda_{t,i} \nabla f_t(x_{j,i}^{t;i-1})\|^2 + \tau \psi_i(x_{j,i}^{t;i-1} + d_{j,i}) \right\}. \quad (4.1)$$

From the first order optimality condition, we have that

$$\left\langle \frac{1}{\lambda_{t,i}} d_{j,i}^i + \nabla f_t(x_{j,i}^{t;i-1}) + \tau \eta_{j,i}^{t,i}, d_{j,i} - d_{j,i}^i \right\rangle \geq 0, \quad \forall d_{j,i}, \text{ such that } x_{j,i}^{t;i-1} + d_{j,i} \in \Omega_i, \quad (4.2)$$

where $\eta_{j,i}^{t,i} \in \partial \psi_i(x_{j,i}^{t,i})$. Since $x_{j,i}^{t;i-1} \in \Omega_i$, we let $d_{j,i} = 0$ in (4.2) and get

$$\left\langle \frac{1}{\lambda_{t,i}} d_{j,i}^i + \nabla f_t(x_{j,i}^{t;i-1}) + \tau \eta_{j,i}^{t,i}, -d_{j,i}^i \right\rangle \geq 0, \quad (4.3)$$

which implies that

$$\|d_{j,i}^i\|^2 \leq \lambda_{t,i} \langle \nabla f_t(x_{j,i}^{t;i-1}) + \tau \eta_{j,i}^{t,i}, -d_{j,i}^i \rangle \leq \lambda_{t,i} \|\nabla f_t(x_{j,i}^{t;i-1}) + \tau \eta_{j,i}^{t,i}\|\|d_{j,i}^i\|.$$

Dividing by $\|d_{j,i}^i\|$ on both sides and squaring it, we get

$$\|d_{j,i}^i\|^2 \leq \lambda_{t,i} \left( \|\nabla f_t(x_{j,i}^{t;i-1})\|^2 + \tau \|\eta_{j,i}^{t,i}\|^2 \right) \leq \frac{c^2\beta^2}{t} \left( \|\nabla f_t(x_{j,i}^{t;i-1})\|^2 + \tau^2 \|\eta_{j,i}^{t,i}\|^2 \right).$$

Summing this inequality over $i$ from 1 to $N$, we obtain

$$\|x^{t+1} - x^t\|^2 = \sum_{i=1}^{N} \|d_{j,i}^i\|^2 \leq \frac{c^2\beta^2}{t} \left( \sum_{i=1}^{N} \|\nabla f_t(x_{j,i}^{t;i-1})\|^2 + \tau^2 \sum_{i=1}^{N} \|\eta_{j,i}^{t,i}\|^2 \right). \quad (4.4)$$

Since $(\eta_{j1}^{l,i}, \ldots, \eta_{jN}^{l,i}) \in \partial \psi(x^{t+1})$, it follows from Assumption 3.2 that

$$\sum_{i=1}^{N} \|\eta_{j,i}^{l,i}\|^2 \leq G^2,$$

which together with Lemma 3.1 and (4.4) proves the desired result. \qed

The next result presents an estimator between $F^t(x^t)$ and $F^t(x)$, which plays a key role for the final regret analysis.
Lemma 4.3. For any $t > 0$, we have

$$F^t(x^t) - F^t(x) \leq S^{1,t} + S^{2,t}(x) + S^{3,t}(x),$$

where $S^{1,t}$, $S^{2,t}(x)$ and $S^{3,t}(x)$ are defined as follows.

$$S^{1,t} = \sum_{i=1}^{N} \left[ -\frac{1}{2\lambda_{t,i}} \| x^{t,i}_j - x^{t-1,i}_j \|^2 - \langle \nabla_{j,i} f^t(x^{t-1,i}), x^{t,i}_j - x^{t-1,i}_j \rangle \right]; \quad (4.5)$$

$$S^{2,t}(x) = \sum_{i=1}^{N} \frac{1}{2\lambda_{t,i}} \left[ \| x_{j,i} - x^{t-1,i}_j \|^2 - \| x_{j,i} - x^{t,i}_j \|^2 \right]; \quad (4.6)$$

$$S^{3,t}(x) = \sum_{i=1}^{N} (\nabla_{j,i} f^t(x^{t-1,i}) - \nabla_{j,i} f^t(x^t), x_{j,i} - x^{t-1,i}_j) + \tau [\psi(x^t) - \psi(x^{t+1})]. \quad (4.7)$$

Proof. Using Lemma 3.2 with $\varphi(x) = \langle \nabla_{j,i} f^t(x^{t-1,i}), x_{j,i} - x^{t-1,i}_j \rangle + \tau \psi_i(x_{j,i})$, $\lambda = \lambda_{t,i}$, $z_+ = x^{t,i}_j$, $z = x^{t-1,i}_j$, $i \in \{1, \ldots, N\}$, we have

$$\tau \psi_i(x^{t,i}_j) - \tau \psi_i(x_{j,i}) \leq \frac{1}{2\lambda_{t,i}} \| x_{j,i} - x^{t-1,i}_j \|^2 - \frac{1}{2\lambda_{t,i}} \| x^{t,i}_j - x^{t-1,i}_j \|^2 - \frac{1}{2\lambda_{t,i}} \| x^{t,i}_j - x^{t-1,i}_j \|^2$$

$$+ \langle \nabla_{j,i} f^t(x^{t-1,i}), x_{j,i} - x^{t-1,i}_j \rangle - \langle \nabla_{j,i} f^t(x^{t-1,i}), x^{t,i}_j - x^{t-1,i}_j \rangle. \quad (4.8)$$

Moreover, from the convexity of function $f^t(x)$, we obtain

$$f^t(x^t) - f^t(x) \leq -\langle x - x^t, \nabla f^t(x^t) \rangle. \quad (4.9)$$

Then we have

$$F^t(x^t) - F^t(x)$$

$$= f^t(x^t) - f^t(x) + \tau [\psi(x^t) - \psi(x)]$$

$$\leq -\langle x - x^t, \nabla f^t(x^t) \rangle + \tau [\psi(x^{t+1}) - \psi(x)] + \tau [\psi(x^t) - \psi(x^{t+1})]$$

$$= \sum_{i=1}^{N} \left\{ -\langle x_{j,i} - x^{t-1,i}_j, \nabla_{j,i} f^t(x^t) \rangle + \tau [\psi_i(x^{t,i}_j) - \psi_i(x_{j,i})] \right\} + \tau [\psi(x^t) - \psi(x^{t+1})],$$

where the inequality follows from (4.9), and the last equality follows from Lemma 4.1. Combining with inequality (4.8), we obtain the desired inequality.

Next, we establish upper bounds for $S^{1,t}$, $S^{2,t}(x)$ and $S^{3,t}(x)$, respectively.

Lemma 4.4. Suppose that Assumptions 3.1-3.4 hold. Then, for any $t > 0$, we get

$$S^{1,t} \leq \frac{c\beta}{2\sqrt{t}} \tilde{G}^2.$$
Proof. For any $t > 0$ and $i \in \{1, \cdots, N\}$, we have

\[
- \frac{1}{2\lambda_{t,i}} \|x_{t,i}^{i} - x_{t-1,i}^{i}\|^2 - \langle \nabla_{\mathcal{J}_i} f^t(x_{t,i}^{i-1}), x_{t,i}^{i} - x_{t-1,i}^{i} \rangle \\
= - \frac{1}{2\lambda_{t,i}} \|x_{t,i}^{i} - x_{t-1,i}^{i} + \lambda_{t,i} x_{t,i}^{i} \nabla J_i f^t(x_{t,i}^{i-1})\|^2 + \frac{\lambda_{t,i}}{2} \|\nabla_{\mathcal{J}_i} f^t(x_{t,i}^{i-1})\|^2 \\
\leq \frac{\lambda_{t,i}}{2} \|\nabla_{\mathcal{J}_i} f^t(x_{t,i}^{i-1})\|^2.
\]

Summing this inequality over $i$ from 1 to $N$, we get

\[
S_{1,t} \leq \sum_{i=1}^{N} \lambda_{t,i} \|\nabla_{\mathcal{J}_i} f^t(x_{t,i}^{i-1})\|^2 \leq \frac{c\beta}{2\sqrt{t}} \|g^t\|^2 \leq \frac{c\beta}{2\sqrt{t}} \tilde{G}^2,
\]

where the last two inequalities follow from Lemma 3.1. 

For convenience, we define a diagonal matrix $B \in \mathbb{R}^{n \times n}$ with

\[
B_{jj} = \beta_i, \forall j \in \mathcal{J}_i, i = 1, 2, \cdots, N,
\]

where $\{\beta_i, i = 1, 2, \cdots, N\}$ are constants given in Assumption 3.4. Since we assume $\beta_i \geq \beta > 0$ for any $i \in \{1, \cdots, N\}$, matrix $B$ is invertible.

For $S_{2,t}(x)$, it follows from (4.6), Assumption 3.4, and the definition of the norm $\| \cdot \|_{B^{-1}}$ that

\[
S_{2,t}(x) = \frac{\sqrt{t}}{2c} \left[\|x - x^t\|^2_{B^{-1}} - \|x - x^{t+1}\|^2_{B^{-1}}\right].
\]

A bound for $S_{3,t}(x)$ is given by the following lemma.

**Lemma 4.5.** Suppose that Assumptions 3.1-3.4 hold. Then, for any $t > 0$, we have

\[
S_{3,t}(x) \leq \frac{c}{\sqrt{t}} M\tilde{G}\|x - x^t\| + \tau[\psi(x^t) - \psi(x^{t+1})],
\]

where $\tilde{G} = \bar{\beta}\sqrt{2G^2 + 2\tau^2G^2}$ and $G = MD + G$.

**Proof.** In contrast to (4.7), we only need to show that

\[
\sum_{i=1}^{N} \langle \nabla_{\mathcal{J}_i} f^t(x_{t,i}^{i-1}) - \nabla_{\mathcal{J}_i} f^t(x^t), x_{t,i}^{i} - x_{t,i}^{i-1} \rangle \\
= \langle g^t - \nabla f^t(x^t), x - x^t \rangle \\
\leq \|g^t - \nabla f^t(x^t)\| \|x - x^t\| \\
\leq M\|x^{t+1} - x^t\| \|x - x^t\|
\]

where the last two inequalities follow from Lemma 3.1.
\[ \leq M \frac{c}{\sqrt{t}} \tilde{G}\|x - x^t\|, \]

where the second inequality follows from Assumption 3.3, and the last inequality follows from Lemma 4.2. Thus, this completes the proof. \( \square \)

Now we show the regret of the BCG method with the cyclic rule for the online convex optimization problem with (1.1).

**Theorem 4.1.** Suppose that Assumptions 3.1-3.4 hold. Let \( \{x^t\} \) be generated by the C-BCG method for the online optimization problem with (1.1). Then, for any \( x^{*,[T]} \in X^{*,[T]} \), we have

\[ R(T) \leq \left( \frac{c\tilde{G}^2}{2} + \frac{D^2}{2c \beta} + M \tilde{G}D \right) (2\sqrt{T} - 1) + \tau DG, \]

where \( \tilde{G} = \tilde{\beta} \sqrt{2G^2 + 2\tau^2G^2} \) and \( \tilde{G} = MD + G \).

**Proof.** It follows from Lemma 4.3 that

\[ R(T) = \sum_{t=1}^{T} \{ F^t(x) - F^t(x^{*,[T]}) \} = \sum_{t=1}^{T} S_{1,t} + \sum_{t=1}^{T} S_{2,t} (x^{*,[T]}) + \sum_{t=1}^{T} S_{3,t} (x^{*,[T]}). \]

Moreover, we have

\[ \sum_{t=1}^{T} \frac{c}{\sqrt{t}} \leq c + c \int_{t=1}^{T} \frac{dt}{\sqrt{t}} \leq c + 2c\sqrt{T} - 2c = c(2\sqrt{T} - 1), \] (4.12)

which, together with Lemma 4.4, yields that

\[ \sum_{t=1}^{T} S_{1,t} \leq \sum_{t=1}^{T} \frac{c\tilde{G}^2}{2\sqrt{t}} = \frac{c\tilde{G}^2}{2} (2\sqrt{T} - 1). \]

For \( S_{2,t} (x^{*,[T]}) \), it follows from (4.11) that

\[ \sum_{t=1}^{T} S_{2,t} (x^{*,[T]}) = \frac{1}{2c} \|x^{*,[T]} - x^1\|_{B^{-1}}^2 - \frac{\sqrt{T}}{2c} \|x^{*,[T]} - x^{T+1}\|_{B^{-1}}^2 + \sum_{t=2}^{T} (\sqrt{t} - \frac{\sqrt{t-1}}{2c}) \|x^{*,[T]} - x^t\|_{B^{-1}}^2 \leq \frac{1}{2c \beta} D^2 + \sum_{t=2}^{T} \left( \sqrt{t} - \frac{\sqrt{t-1}}{2c} \right) \frac{1}{\beta} D^2 = \frac{D^2}{2c \beta} \sqrt{T}. \]

Let \( \eta \in \partial \psi(x^1) \). Then it follows from Assumption 3.2 that \( \|\eta\| \leq G \). For \( S_{3,t} (x^{*,[T]}) \), from Lemma 4.5, we have

\[ \sum_{t=1}^{T} S_{3,t} (x^{*,[T]}) \leq \sum_{t=1}^{T} \left\{ \frac{c}{\sqrt{t}} M \tilde{G}\|x^{*,[T]} - x^t\| + \tau [\psi(x^t) - \psi(x^{t+1})] \right\} \]
\[
= \sum_{t=1}^{T} \frac{c}{\sqrt{t}} M \tilde{G} ||x^*,[T] - x^t|| + \tau [\psi(x^1) - \psi(x^{T+1})]
\]
\[
\leq M \tilde{G} D \sum_{t=1}^{T} \frac{c}{\sqrt{t}} + \tau \langle \eta, x^1 - x^{T+1} \rangle
\]
\[
\leq M \tilde{G} D c (2\sqrt{T} - 1) + \tau DG,
\]  
(4.13)

where the second inequality follows from Assumption 3.1 and the convexity of function \( \psi(x) \), and the last inequality follows from (4.12) and Assumptions 3.1-3.2.

Hence, we get
\[
R(T) \leq \frac{c \bar{\beta} G^2}{2} (2\sqrt{T} - 1) + \frac{D^2}{2c \beta} \sqrt{T} + M \tilde{G} D c (2\sqrt{T} - 1) + \tau DG
\]
\[
\leq \left( \frac{c \bar{\beta} G^2}{2} + \frac{D^2}{2c \beta} + M \tilde{G} D c \right) (2\sqrt{T} - 1) + \tau DG,
\]
where the second inequality follows from the fact \( \sqrt{T} \leq 2\sqrt{T} - 1, T \geq 1 \).

Note that the regret bound of the C-BCG method in Theorem 4.1 is independent of the number of blocks \( N \) and the dimension \( n \). Moreover, Theorem 4.1 implies that \( \frac{R(T)}{T} \leq O\left(\frac{1}{\sqrt{T}}\right) \), and hence, the C-BCG method is a no internal regret algorithm.

The next remark states that the regret bound of the C-BCG method in Theorem 4.1 is an extension of the bound of the greedy projection method [26].

**Remark 4.2.** When function \( \psi(x) = 0 \), the evaluation for \( \sum_{t=1}^{T} S_{t}^{3,t}(x^*,[T]) \) in (4.13) reduces to \( \sum_{t=1}^{T} S_{t}^{3,t}(x^*,[T]) \leq M \tilde{G} D c (2\sqrt{T} - 1) \). Moreover, if we let \( N = 1, \beta_1 = 1, \) and \( c = 1 \), from Lemma 3.1 and Remark 3.1, we have \( \tilde{G} = G \) and \( M = 0 \). Hence, the regret of the C-BCG method reduces to \( R(T) \leq \frac{c G^2}{2} (2\sqrt{T} - 1) + \frac{D^2}{2} \sqrt{T} \), which is the same as Theorem 3.2. Therefore, Theorem 4.1 is a natural extension of Theorem 3.2 for the greedy projection method.

The result in Theorem 4.1 for the C-BCG method can be extended to the following convex stochastic optimization problem with a separable structure.

\[
\min_{x} \tilde{F}(x) := E_{z}[f(x, z)] + \tau \psi(x),
\]  
(4.14)

where \( z = (u, v) \in R^{n+n} \) is an input-output pair of the data drawn from an unknown underlying distribution, \( f(x, z) \) is the loss function of using \( u \) with parameter \( x \) to predict \( v \), \( E_{z}[f(x, z)] \) denotes the expected value of the loss function \( f(x, z) \) with respect to the selection pair \( z \). Function \( \psi(x) \) in (4.14) is assumed to have the same block separable property as that in (1.1).
An usual way to solve stochastic optimization problem (4.14) is to approximate the expectation of the whole loss $E_z[f(x, z)]$ by using a finite set of independent observations $z_1, \cdots, z_t$, and solve the following problem instead.

$$\min_x \frac{1}{T} \sum_{t=1}^T f(x, z_t) + \tau \psi(x).$$  \hspace{1cm} (4.15)

Problem (4.15) can be regarded as the corresponding batch optimization problem for the online optimization problem with $F^t(x) = f(x, z_t) + \tau \psi(x)$. Let $x^* \in \arg\min_x \tilde{F}(x)$. The corresponding regret can be written as follows.

$$R(T) = \sum_{t=1}^T \{f(x^*, z_t) + \tau \psi(x^*)\} - \sum_{t=1}^T \{f(x^*, z_t) + \tau \psi(x^*)\}.$$  \hspace{1cm} (4.16)

**Corollary 4.3.** Suppose that Assumptions 3.1-3.4 hold. Let $\{x^t\}$ be generated by the C-BCG method for the convex stochastic optimization problem (4.14), and let $\bar{x}^T = \frac{1}{T} \sum_{t=1}^T x^t$, $T \geq 1$.

Then, for any $x^* \in \arg\min_x \tilde{F}(x)$, we have

$$E_{z[T]}[\tilde{F}(\bar{x}^T)] - \tilde{F}(x^*) \leq \left(\frac{c^2 \beta G^2}{2} + \frac{D^2}{2c^2} + MGDC\right) \frac{2\sqrt{T} - 1}{T} + \frac{1}{T} \tau DG.$$

**Proof.** Let $z[T] = \{z_1, \cdots, z_T\}$, where $z_i, 1 \leq i \leq T$ follow an independent and isotonical distribution. Note that the variables $\{x^t, 1 \leq t \leq T\}$ are dependent on the random variables $\{z_1, \cdots, z_{t-1}\}$, but independent on the random variables $\{z_t, \cdots, z_T\}$.

Hence, we have

$$E_{z[T]}[f(x^t, z_t) + \tau \psi(x^t)] = E_{z[i-1]}[E_{z[i]}[f(x^t, z_t)] + \tau \psi(x^t)] = E_{z[i-1]}[\tilde{F}(x^t)] = E_{z[T]}[\tilde{F}(x^t)];$$

$$E_{z[T]}[f(x^*, z_t) + \tau \psi(x^*)] = E_{z[i]}[f(x^*, z_t)] + \tau \psi(x^*) = \tilde{F}(x^*).$$

Combining these two relations with (4.16), we get

$$0 \leq E_{z[T]}[R(T)] = \sum_{t=1}^T \left(E_{z[T]}[\tilde{F}(x^t)] - \tilde{F}(x^*)\right).$$  \hspace{1cm} (4.17)

On the other hand, by the convexity of function $\tilde{F}(x)$, we have

$$\tilde{F}(\bar{x}^T) = \tilde{F}\left(\frac{1}{T} \sum_{t=1}^T x^t\right) \leq \frac{1}{T} \sum_{t=1}^T \tilde{F}(x^t).$$  \hspace{1cm} (4.18)

Subtracting the optimal value $\tilde{F}(x^*)$ on both sides and taking the expectation with respect to the random variable $z \in z[T]$, we get

$$E_{z[T]}[\tilde{F}(\bar{x}^T)] - \tilde{F}(x^*) \leq \frac{1}{T} \sum_{t=1}^T \left(E_{z[T]}[\tilde{F}(x^t)] - \tilde{F}(x^*)\right) = \frac{1}{T} E_{z[T]} R(T).$$

From Theorem 4.1, we prove the desired result. \hfill \Box
Note that Corollary 4.3 implies that $E_{\xi_{[T]}}[\tilde{F}(\tilde{x}^T)] - \tilde{F}(x^*) \leq O(\frac{1}{\sqrt{T}})$, where the upper bound $O(\frac{1}{\sqrt{T}})$ is sharper than $O(\frac{1+\log T}{\sqrt{1+T}} N)$ given in [25].

4.2 Regret of the BCG method with the random rule

In this subsection, we give a regret bound for the R-BCG method for the online optimization problem with (1.1). Throughout this subsection, the sequence $\{x^t\}$ denotes the sequence generated by the R-BCG method. The results in this subsection is mainly based on the master thesis [11] by one of the authors, which is carried out independently of [6, 23].

Since we choose blocks in the R-BCG method randomly, the sequence $\{x_t\}$ consists of random variables. Therefore, we will evaluate the expected value of the regret.

For any block $J^i$, $i \in \{1, \cdots, N\}$, we denote

$$\tilde{x}_{J^i}^{t+1} = x_{J^i}^t + d_{J^i}^t.$$  \hspace{1cm} (4.19)

For simplicity, we denote the vector $((\tilde{x}_{J^i}^{t+1})^T, (x_{J^i}^t)^T)$ by $(\tilde{x}_{J^i}^{t+1}, x_{J^i}^t)$ when it is clear from the context. Given a vector $x^t$, we denote the expectation of $x^{t+1}$ with respect to $x^t$ by $E[x^{t+1} | x^t]$, i.e.,

$$E[x^{t+1} | x^t] = \sum_{i=1}^N p_i(\tilde{x}_{J^i}^{t+1}, x_{J^i}^t).$$  \hspace{1cm} (4.20)

Then we have

$$E[x_{J^i}^{t+1} | x^t] = p_i \tilde{x}_{J^i}^{t+1} + (1 - p_i) x_{J^i}^t, \hspace{0.5cm} i = 1, 2, \cdots, N.$$ \hspace{1cm} (4.21)

$$E[f^{t+1}(x^{t+1}) | x^t] = \sum_{i=1}^N p_i f^{t+1}(\tilde{x}_{J^i}^{t+1}, x_{J^i}^t).$$ \hspace{1cm} (4.22)

For any $t \geq 2$, we let

$$\xi_{[t-1]} = \{J^1, \cdots, J^{t-1}\},$$

where $J^i$, $i \in \{1, \cdots, t - 1\}$, denotes the block we choose at the time step $i$. Obviously, $\xi_{[t-1]}$ is a set of random variables. We denote the expectation of $F(x^t)$ with respect to $\xi_{[t-1]}$ by $E_{\xi_{[t-1]}}[F(x^t)]$. Then, we have

$$E_{\xi_{[T]}}[F(x^t)] = E_{\xi_{[t-1]}}[F(x^t)], \hspace{0.5cm} \forall \hspace{0.1cm} t > 0 \hspace{0.1cm} \text{such that} \hspace{0.1cm} T \geq t - 1.$$ \hspace{1cm} (4.23)

Note that

$$E_{\xi_{[0]}}[F(x^1)] = F(x^1).$$ \hspace{1cm} (4.24)

By an analogous argument to Lemma 4.3, we obtain the following important estimator for $F^t(x^t) - F^t(x)$, whose proof is omitted here.
Lemma 4.6. For the sequence \( \{x^t\} \), we have
\[
F^t(x^t) - F^t(x) \leq W^{1,t} + W^{2,t}(x) + W^{3,t},
\]
where \( W^{1,t}, W^{2,t}(x) \) and \( W^{3,t} \) are defined as follows.
\[
W^{1,t} = \sum_{i=1}^{N} \left[ -\frac{1}{2\lambda_{t,i}} \|\tilde{x}_{j+1}^t - x_{j}^t\|^2 - \langle \nabla_{j} f^t(x), \tilde{x}_{j+1}^t - x_{j}^t \rangle \right];
\]
(4.25)
\[
W^{2,t}(x) = \sum_{i=1}^{N} \frac{1}{2\lambda_{t,i}} \left[ \|x_{j}^t - x_{j}^t\|^2 - \|x_{j+1}^t - \tilde{x}_{j+1}^t\|^2 \right];
\]
(4.26)
\[
W^{3,t} = \sum_{i=1}^{N} \left[ \tau \psi_i(x_{j}^t) - \tau \psi_i(\tilde{x}_{j+1}^t) \right].
\]
(4.27)

Next, we establish the upper bounds for these three items \( W^{1,t}, W^{2,t}(x) \) and \( W^{3,t} \), respectively. The following lemma gives an upper bound for \( W^{1,t} \), which can be proven by a similar way to Lemma 4.4. For simplicity, we omit the proof here.

Lemma 4.7. Suppose that Assumptions 3.2 and 3.4 hold. Then, for any \( t > 0 \), we get
\[
W^{1,t} \leq \frac{c \bar{\beta}}{ \sqrt{\gamma} } G^2.
\]

For convenience, we define a diagonal matrix \( P \in \mathbb{R}^{n \times n} \) with
\[
P_{jj} = p_i, \; \forall j \in J^i, i = 1, 2, \ldots, N.
\]
(4.28)

We let
\[
p = \min\{p_1, \ldots, p_N\}.
\]
Since we assume that \( p > 0 \) in the random rule, matrix \( P \) is also invertible. For the term \( W^{2,t}(x) \), it can be reformulated as follows.

Lemma 4.8. For any \( t > 0 \), we get
\[
W^{2,t}(x) = \frac{c}{2\sqrt{t}} \left[ \|x - x^t\|_B^2 - E[\|x - x_{j+1}^t\|_B^2 \mid x^t] \right].
\]

Proof. By the definition of norm \( \| \cdot \|_B \), we have
\[
\|x - x_{j+1}^t\|_B^2 = \sum_{i=1}^{N} \frac{1}{p_i \beta_i} \|x_{j}^t - x_{j+1}^t\|^2.
\]
(4.29)
Moreover, it follows from the property of the expectation that
\[
E[\|x_{j}^t - x_{j+1}^t\|_B^2 \mid x^t] = p_i \|x_{j}^t - \tilde{x}_{j+1}^t\|_B^2 + (1 - p_i) \|x_{j}^t - x_{j}^t\|_B^2.
\]
(4.30)
Hence, we get

\[
E[\|x - x_{t+1}\|_{B^{-1}P^{-1}}^2 | x'] = E[\sum_{i=1}^{N} \frac{1}{\beta_i p_i} \|x_{J_i} - x_{J_i}^{t+1}\|^2 | x']
\]

\[
= \sum_{i=1}^{N} \frac{1}{\beta_i p_i} \left( p_i \|x_{J_i} - x_{J_i}^{t+1}\|^2 + (1 - p_i) \|x_{J_i} - x_{J_i}^{t}\|^2 \right)
\]

\[
= \sum_{i=1}^{N} \frac{1}{\beta_i} \left( \|x_{J_i} - x_{J_i}^{t+1}\|^2 - \|x_{J_i} - x_{J_i}^{t}\|^2 \right) + \|x - x'\|_{B^{-1}P^{-1}}^2,
\]

where the first and last equalities follow from (4.29), and the second equality follows from (4.30). Combining with (4.26), we prove the desired result. \[\square\]

The following lemma states the reformulation of \(W^{3,t}\).

**Lemma 4.9.** For any \(t > 0\), we get

\[
W^{3,t} = \sum_{i=1}^{N} \frac{1}{p_i} \left[ \tau \psi_i(x_{J_i}^t) - \tau E[\psi_i(x_{J_i}^{t+1}) | x'] \right].
\]

**Proof.** By (4.21), we have

\[
E[\psi_i(x_{J_i}^{t+1}) | x'] = p_i \psi_i(\tilde{x}_{J_i}^{t+1}) + (1 - p_i) \psi_i(x_{J_i}^t),
\]

that is,

\[
\tau \psi_i(x_{J_i}^t) - \tau \psi_i(\tilde{x}_{J_i}^{t+1}) = \frac{1}{p_i} \tau \psi_i(\tilde{x}_{J_i}^{t+1}) - \frac{1}{p_i} \tau E[\psi_i(x_{J_i}^{t+1}) | x'].
\]

Hence, this lemma holds. \[\square\]

Now, we can show the regret of the R-BCG method for the online optimization problem with (1.1).

**Theorem 4.4.** Suppose that Assumptions 3.1, 3.2 and 3.4 hold. Let \(\{x^t\}\) be generated by the R-BCG method for the online optimization problem with (1.1). Then, for any \(x^{\ast, [T]} \in X^{\ast, [T]}\), we have

\[
E_{\xi_{[T-1]}}[R(T)] < \frac{T}{2p_0} (D^2 + G^2) + \frac{\tilde{c}G^2}{2} + \frac{D^2}{2\beta^2p_0} (2\sqrt{T} - 1).
\]

**Proof.** It follows from Lemma 4.6 that

\[
E_{\xi_{[T-1]}}[R(T)] = E_{\xi_{[T-1]}}[\sum_{t=1}^{T} \{ F(x) - F(x^{\ast, [T]}) \}]
\]

\[
\leq E_{\xi_{[T-1]}}[\sum_{t=1}^{T} W^{1,t}] + E_{\xi_{[T-1]}}[\sum_{t=1}^{T} W^{2,t}(x^{\ast, [T]})] + E_{\xi_{[T-1]}}[\sum_{t=1}^{T} W^{3,t}].
\]
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By similar arguments to the proof of Theorem 4.1, we can show that

\[
E_{\xi_{[T-1]}} \left[ \sum_{t=1}^{T} W^{1,t} \right] = \frac{c\bar{g}G^2(2\sqrt{T} - 1)}{2}; \tag{4.31}
\]

\[
E_{\xi_{[T-1]}} \left[ \sum_{t=1}^{T} W^{2,t}(x^*(T)) \right] \leq \frac{D^2}{2\beta c p} \sqrt{T}. \tag{4.32}
\]

For \(E_{\xi_{[T-1]}} \left[ \sum_{t=1}^{T} W^{3,t} \right] \), it follows from Lemma 4.9 that

\[
E_{\xi_{[T-1]}} \left[ \sum_{t=1}^{T} W^{3,t} \right] = \sum_{t=1}^{T} \left\{ E_{\xi_{[T-1]}} \left[ \sum_{i=1}^{N} \frac{1}{p_i} \left( \tau \psi_i(x^t_{J_i}) \right) \right] - E_{\xi_{[T-1]}} \left[ \sum_{i=1}^{N} \frac{1}{p_i} \left( \tau E[\psi_i(x_{T+1}^t) \mid x^t] \right) \right] \right\}
\]

\[
= \sum_{t=1}^{T} \left\{ E_{\xi_{[T-1]}} \left[ \sum_{i=1}^{N} \frac{1}{p_i} \left( \tau \psi_i(x^t_{J_i}) \right) \right] - E_{\xi_{[T-1]}} \left[ \sum_{i=1}^{N} \frac{1}{p_i} \left( \tau \psi_i(x_{T+1}^t) \right) \right] \right\}
\]

\[
\leq \max_{x \in \Omega} \left\{ \sum_{i=1}^{N} \frac{1}{p_i} [\tau \psi_i(x^1_{J_i})] - \sum_{i=1}^{N} \frac{1}{p_i} [\tau \psi_i(x_{J_i})] \right\},
\]

where the second equality follows from (4.23).

Let \(\hat{x} \in \Omega\) be the vector such that the above maximum holds, and \(\eta_{J_i} \in \partial \psi_i(x^1_{J_i})\). Then it follows from the convexity of function \(\psi(x)\) that

\[
\psi_i(x^1_{J_i}) - \psi_i(\hat{x}_{J_i}) \leq \langle \eta_{J_i}, x^1_{J_i} - \hat{x}_{J_i} \rangle \leq \frac{1}{2} \left( \| \eta_{J_i} \|^2 + \| x^1_{J_i} - \hat{x}_{J_i} \|^2 \right).
\]

Hence, we obtain

\[
E_{\xi_{[T-1]}}[R(T)] \leq \frac{\beta G^2}{2} \left( 2\sqrt{T} - 1 \right) + \frac{D^2}{2\beta c p} \sqrt{T} + \sum_{i=1}^{N} \frac{\tau}{2p_i} \left( \| \eta_{J_i} \|^2 + \| x^1_{J_i} - \hat{x}_{J_i} \|^2 \right)
\]

\[
< \frac{\tau}{2p} (G^2 + D^2) + \left( \frac{\beta G^2}{2} + \frac{D^2}{2\beta c p} \right) (2\sqrt{T} - 1),
\]

where the last inequality follows from the fact \(\sqrt{T} \leq 2\sqrt{T} - 1\) and Assumptions 3.1-3.2.

Theorem 4.4 implies that the C-BCG method is a no internal regret algorithm for the online optimization problem with (1.1).

The next remark shows that the regret bound of the C-BCG method is also an extension of the greedy projection method [26].

**Remark 4.5.** When function \(\psi(x) = 0\), we have that \(\sum_{i=1}^{N} \frac{1}{p_i} [\tau \psi_i(x^1_{J_i})] = \sum_{i=1}^{N} \frac{1}{p_i} [\tau \psi_i(x_{T+1}^t)] = 0\). Hence, it holds that \(E_{\xi_{[T-1]}} \left[ \sum_{t=1}^{T} W^{3,t} \right] = 0\). Moreover, when \(N = 1\), we have \(p = 1\). If
we let $\beta_1 = 1$ and $c = 1$, then the regret bound in Theorem 4.4 reduces to $E_{\xi[T-1]}[R(T)] < \frac{G^2}{2}(2\sqrt{T} - 1) + \frac{D^2}{2}\sqrt{T}$, which is the same as Theorem 3.2. Hence, Theorem 4.4 is an extension of Theorem 3.2 for the greedy projection method.

If we set the probability $p_i = \frac{1}{N}, i = 1, \cdots, N$, for the R-BCG method, the upper bound in Theorem 3.2 can be reduced as follows, which implies that the R-BCG method has a regret of $O(N\sqrt{T})$.

**Corollary 4.6.** Suppose that Assumptions 3.1, 3.2 and 3.4 hold. Let $\{x^t\}$ be generated by the R-BCG method with $p_i = \frac{1}{N}, i = 1, \cdots, N$, for the online optimization problem with (1.1). Then, for any $x^* \in X^*, T \geq 1$, we have

$$E_{\xi[T-1]}[R(T)] < \frac{N\tau}{2}(G^2 + D^2) + \left(\frac{\bar{\beta}cG^2}{2} + \frac{ND^2}{2\beta c}\right)(2\sqrt{T} - 1),$$

i.e. the R-BCG method has a regret of $O(N\sqrt{T})$.

Generally, it holds that $p \geq \frac{1}{N}$, which yields that the upper bound in Theorem 4.4 is bigger than the bound in Corollary 4.6.

We also can extend the C-BCG method to the stochastic optimization problem (4.14) by the analogous analysis to Corollary 4.3. For simplicity, we omit its proof here.

**Corollary 4.7.** Suppose that Assumptions 3.1, 3.2 and 3.4 hold. Let $\{x^k\}$ be generated by the R-BCG method for the stochastic optimization problem (4.14), $\bar{x}^T = \frac{1}{T} \sum_{k=1}^{T} x^k, T \geq 1$, and $p_i = \frac{1}{N}, i = 1, \cdots, N$. Then, for any $x^* \in \text{argmin}_x \tilde{F}(x)$, we have

$$E_{\xi[T]}[\tilde{F}(\bar{x}^T)] - \tilde{F}(x^*) \leq \frac{N\tau}{2T}(G^2 + D^2) + \left(\frac{\bar{\beta}cG^2}{2} + \frac{D^2N}{2\beta c}\right)(2\sqrt{T} - 1),$$

that is, $E_{\xi[T]}[\tilde{F}(\bar{x}^T)] - \tilde{F}(x^*) \leq O\left(\frac{N}{\sqrt{T}}\right)$.

From Corollary 4.7, we know that the upper bound $O\left(\frac{N}{\sqrt{T}}\right)$ of the C-BCG method for the stochastic optimization problem (4.14) is also sharper than $O\left(\frac{1+\log T}{\sqrt{1+T}}N\right)$ given in [25].

5 Conclusion

In this paper, we propose two block coordinate gradient (BCG) methods for the online convex programming problem with (1.1). One is the BCG method with the cyclic rule, the other is the BCG method with the random rule. We show that both of these two methods have a regret $O(\sqrt{T})$, which are the same as [26]. Moreover, we extend our results to the regularized
stochastic optimization problem, and show that the results in this paper are tighter than that in [25].

In [9], an extension of the BCG method, called the “block coordinate proximal gradient (BCPG) methods with variable Bregman functions”, has been studied, where the quadratic term $\frac{1}{2}\|d\|^2$ in (2.1) is replaced by the Bregman distance $B_\eta(x, x + d)$. It is shown in [9] that the BCPG methods have the same convergence rate with the block coordinate gradient descent (BCGD) method for the classical separable optimization problems. Hence, it may be possible to obtain a similar convergence of the BCPG methods with variable Bregman functions for the corresponding online or stochastic optimization problems as the results in this paper.
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