Convergence rate of a proximal multiplier algorithm for separable convex minimization
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This paper analyzes the convergence rate of a proximal algorithm called Proximal Multiplier Algorithm with Proximal Distances (PMAPD), proposed by us in [20], to solve convex minimization problems with separable structure. We prove that, under mild assumptions, its primal-dual sequences converge linearly to the optimal solution for a class of proximal distances.
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1. Introduction

Consider the following separable convex optimization problem:

\[(CP) \quad \min \{ f(x) + g(z) : Ax + Bz = b, x \in \bar{C}, z \in \bar{K} \}, \]

where \( C \subset \mathbb{R}^n \) and \( K \subset \mathbb{R}^p \) are nonempty open convex sets, \( \bar{C} \) and \( \bar{K} \) denote the closure (in the euclidean topology) of \( C \) and \( K \) respectively, \( f : \mathbb{R}^n \to (-\infty, +\infty] \) and \( g : \mathbb{R}^p \to (-\infty, +\infty] \) are closed proper convex functions and \( A \in \mathbb{R}^{m \times n}, B \in \mathbb{R}^{m \times p}, b \in \mathbb{R}^m \).

The Lagrangian for (CP) is a function \( L : \mathbb{R}^n \times \mathbb{R}^p \times \mathbb{R}^m \to (-\infty, +\infty] \), defined by

\[ L(x, z, y) = (f + \delta_{\bar{C}})(x) + (g + \delta_{\bar{K}})(z) + \langle y, Ax + Bz - b \rangle, \]

where \( \delta_X \) denotes the indicator function of a subset \( X \), \( \langle \cdot, \cdot \rangle \) denotes the canonical inner product. The variable \( y \) is called the Lagrangian multiplier associated with the constraint \( Ax + Bz = b \).
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Observe that the Lagrangian $L(x, z, y)$ is a closed convex-concave function. Therefore, the set-valued subdifferential mapping $S$ on $\mathbb{R}^n \times \mathbb{R}^p \times \mathbb{R}^m$ given by

$$S(x, z, y) = \partial_{x,z} L(x, z, y) \times \partial_y (-L(x, z, y))$$

is maximal monotone, see Rockafellar [18]. Remember that, a pair $(x^*, z^*)$ is optimal for (CP) and $y^*$ is an optimal Lagrangian multiplier if and only if

$$L(x^*, z^*, y) \leq L(x^*, z^*, y^*) \leq L(x, z, y^*), \quad \forall (x, z) \in \mathbb{R}^n \times \mathbb{R}^m, \forall y \in \mathbb{R}^m,$$

that is, if and only if $0 \in S(x^*, z^*, y^*)$, (in the sequel, 0 denotes a zero element in $\mathbb{R}^n \times \mathbb{R}^p \times \mathbb{R}^m$).

In recent decades a great interest has emerged in studying the separable structure of the problem (CP), this model has been found in various optimization problems, for example in Telecommunications, see Mahey et al. [15], Management Electricity, see Lenoir [13], and in computer science to solve matrix completion problems, see Example 2 of Goldfarb et al. [9].

Various decomposition methods that exploit the special structure of the problem have been proposed. Some examples of such methods are: alternating directions method of multipliers [3, 7, 8, 14], partial inverse of Spingarn method [6, 15, 22, 23], predictor corrector proximal multipliers methods of Chen and Teboulle and its extensions [1, 5, 12]. See also the recent works [10, 11] and references therein.

In a recent paper, see [20], we proposed the following inexact iteration called Proximal Multiplier Algorithm with Proximal Distances (PMAPD) to solve the problem (CP): Given $(x^k, z^k, y^k) \in \mathcal{C} \times \mathbb{K} \times \mathbb{R}^m$, find $(x^{k+1}, \nu^{k+1}) \in \mathcal{C} \times \mathbb{R}^n$ and $(z^{k+1}, \xi^{k+1}) \in \mathbb{K} \times \mathbb{R}^p$ such that

$$
\begin{align*}
p^{k+1} &= y^k + \lambda_k (Ax^k + Bz^k - b) \\
\nu^{k+1} &= \partial_{ax} f^k (x^{k+1}), \quad \nu^{k+1} + \lambda_k^{-1} \nabla_1 d(x^{k+1}, x^k) = 0, \\
\xi^{k+1} &= \partial_{bz} g^k (z^{k+1}), \quad \xi^{k+1} + \lambda_k^{-1} \nabla_1 d'(z^{k+1}, z^k) = 0, \\
y^{k+1} &= y^k + \lambda_k (Ax^{k+1} + Bz^{k+1} - b)
\end{align*}
$$

where the functions $f^k : \mathbb{R}^n \rightarrow (-\infty, +\infty]$ and $g^k : \mathbb{R}^p \rightarrow (-\infty, +\infty]$ are defined by $f^k(x) = f(x) + \langle p^{k+1}, Ax \rangle$ and $g^k(z) = g(z) + \langle p^{k+1}, Bz \rangle$, respectively, with $p^{k+1}$ as above, $\partial_{ax} f^k$ and $\partial_{bz} g^k$ are the $a_k-$subdifferential and $b_k-$subdifferential of $f^k$ and $g^k$ respectively (i.e., are the usual $\epsilon-$subdifferential with $\epsilon = a_k$ and $\epsilon = b_k$ defined in Section 2), $d$, $d'$ are regularized proximal distances, see Subsection 2.1 and Section 3, and $\nabla_1$ denote the gradient with respect to the first variable.

The (PMAPD) is an extension of the (PCPM) and (NPCPMM) methods (see [5] and [12] respectively) and includes the class of $\varphi-$divergence distances, see Subsection 3.3 of [2]. Observe also that the (EPDM) studied in [1] is a particular case of our algorithm when we consider exact iterations and we use the regularized log-quadratic distance, see Section 2 of [1].

In [20] we proved the global convergence of the (PMAPD) and we gave some computational experiments of the proposed algorithm. In this paper we are interesting in its rate of convergence.

The main contribution of this paper is that, under some natural assumptions in proximal point methods, we prove two types of linear rate of convergence:

- If the primal-dual induced proximal distance $\hat{H}$, defined in Remark 5, satisfies
\[ \hat{H}(w, w') := (\hat{\alpha}/2) \|w - w'\|^2, \] with \( \hat{\alpha} > 0 \), then there exists an integer \( \bar{k} \) such that
\[ \|w^{k+1} - w^*\| \leq \theta_k \|w^k - w^*\|, \]
for all \( k \geq \bar{k} \), where \( \theta \) is a certain constant between \((0, 1)\).

- If \( \hat{H}(w, w') < (\hat{\beta}/2) \|w - w'\|^2 \), with \( \hat{\beta} > 0 \), then for the exact iteration of the algorithm \( \bar{w}^k = (\bar{x}^k, \bar{z}^k, \bar{y}^k) \) there exists an integer \( \bar{k} \) such that
\[ \hat{H}(w^*, \bar{w}^{k+1}) \leq \bar{\theta} \hat{H}(w^*, \bar{w}^k), \]
for all \( k \geq \bar{k} \) with \( 0 < \bar{\theta} < 1 \).

We can show that there exists a large class of proximal distances satisfying the above conditions, see Remark 7 and Remark 8 respectively. Thus we can conclude that we obtain the linear rate of convergence of (PMAPD) for a large class of proximal distances.

The paper is organized as follows: In Section 2 we give some results in convex analysis and present the class of proximal distances that we will use along the paper. In Section 3 we introduce the Proximal Multiplier Algorithm with Proximal Distances (PMA2D) and we show the results of global convergence of the iterations to the solution of the (CP) obtained in [20]. In Section 4 we analyze the convergence rate of the (PMA2D) and we obtain the linear convergence for a class of proximal distances. Finally we present our conclusions and give some directions for future research.

2. Some results in convex analysis and proximal distance

Throughout the paper \( \mathbb{R}^n \) is the Euclidean space endowed with the canonical inner product \( \langle \cdot , \cdot \rangle \) and the norm of \( x \) given by \( \|x\| := \langle x, x \rangle^{1/2} \). For a matrix \( M \in \mathbb{R}^{m \times n} \) we define \( \|M\| := \max_{\|x\|\leq 1} \|Mx\| \). Given an extended real valued function \( f : \mathbb{R}^n \to \mathbb{R} \cup \{\pm \infty\} \) we denote its domain by \( \text{dom } f := \{x \in \mathbb{R}^n : f(x) < +\infty\} \) and its epigraph \( \text{epi } f := \{(x, \beta) \in \mathbb{R}^n \times \mathbb{R} : f(x) \leq \beta\} \). \( f \) is said to be proper, if \( \text{dom } f \neq \emptyset \) and for all \( x \in \text{dom } f \), we have \( f(x) > -\infty \). Also denote by \( \text{ri}(X) \) the relative interior set of \( X \subset \mathbb{R}^n \) and \( \partial_\epsilon f \) is the \( \epsilon \)-subdifferential of \( f \) defined by
\[ \partial_{\epsilon} f(u) = \{p \in \mathbb{R}^n : f(v) \geq f(u) + \langle p, v - u \rangle - \epsilon, \forall v \in \text{dom } f\}. \]
Finally, \( f \) is a lower semicontinuous function if for each \( x \in \mathbb{R}^n \) we have that all \( \{x^l\} \) such that \( \lim_{l \to +\infty} x^l = x \) implies that \( f(x) \leq \lim \inf_{l \to +\infty} f(x^l) \). It is easy to prove that the lower semicontinuity of \( f \) is equivalent to the closedness of the lower level set \( L_f(\alpha) = \{x \in \mathbb{R}^n : f(x) \leq \alpha\} \), for each \( \alpha \in \mathbb{R} \). Recall that if \( f \) is a proper convex function, then \( f \) is closed if \( f \) is lower semicontinuous.

2.1. Proximal Distances

In this subsection, we present a variant of the definition of the proximal distance and induced proximal distance, introduced by Auslender and Teboulle [2].

**Definition 1.** A function \( d : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^+ \cup \{+\infty\} \) is called proximal distance with respect to an open nonempty convex set \( C \subset \mathbb{R}^n \) if for each \( y \in C \) it satisfies the following properties:
d(_, y) is proper, closed, convex and continuously differentiable on C;
(ii) dom d(_, y) ⊂ C and dom ∂₁d(_, y) = C, where ∂₁d(_, y) denotes the classical
subgradient map of the function d(_, y) with respect to the first variable;
(iii) d(_, y) is coercive on IRⁿ (i.e., lim ||u||→∞ d(u, y) = +∞).
(iv) d(y, y) = 0, which clearly implies ∇₁d(y, y) = 0.

We denote by D(C) the family of functions satisfying this definition.

Associated to a proximal distance to be an induced proximal distance which we
define as follows:

**Definition 2** Given d ∈ D(C), a function H : IRⁿ × IRⁿ → IR₊ ∪ {+∞} is called
the induced proximal distance to d if there exists γ ∈ (0, 1] with H finite valued
on C × C and such that for each a, b ∈ C, we have

(Ii) H(a, a) = 0.
(iii) ⟨c − b, ∇₁d(b, a)⟩ ≤ H(c, a) − H(c, b) − γH(b, a), ∀ c ∈ C.

We write (d, H) ∈ F(C) to the proximal and induced proximal distance that
satisfies the premises of Definition 2.

We also denote (d, H) ∈ F(C) if there exists H such that:

(iii) H is finite valued on C × C satisfying (Ii) and (Iii), for each c ∈ C.
(iv) For each c ∈ C, H(c, _) has level bounded sets on C.

Finally, we write (d, H) ∈ F₊(C) if

(iv) (d, H) ∈ F(C).
(iv) ∀ y ∈ C and ∀ \{yᵏ\} ⊂ C bounded with limₖ→+∞ H(y, yᵏ) = 0, we have
limₖ→+∞ yᵏ = y.
(ivii) ∀ y ∈ C and ∀ \{yᵏ\} ⊂ C such that limₖ→+∞ yᵏ = y, we obtain
limₖ→+∞ H(y, yᵏ) = 0.

Several examples of proximal distances which satisfy the above definitions, for
example Bregman distances, proximal distances based on φ-divergences, self-
proximal distances, and distances based on second order homogeneous proximal
distances, were given by Auslender and Teboulle [2].
The following additional conditions on H will be useful to prove the convergence
of (PMAPD) algorithm.

Given (d, H) ∈ F₊(C), H satisfies the following condition
(vii) ∀ c ∈ C and ∀ \{yᵏ\} ⊂ C such that limₖ→+∞ yᵏ = y, we obtain
limₖ→+∞ H(c, yᵏ) = H(c, y).

Some examples of proximal distances which satisfy this condition, were showed by
Sarmiento, Papa Quiroz and Oliveira [20], Section 7.

3. The Algorithm

In the proposed algorithm we used the class of proximal distances (d₀, H₀) ∈
F₊(C), (d₀', H₀') ∈ F₊(K), satisfying the condition (viii) and given µ > 0, µ' > 0
we defined the following functions:

\[ d(x, y) = d_0(x, y) + (\mu/2)\|x - y\|^2, \quad (1) \]
\[ H(x, y) = H_0(x, y) + (\mu/2)\|x - y\|^2, \quad (2) \]
\[ d'(x, y) = d'_0(x, y) + (\mu'/2)\|x - y\|^2, \quad (3) \]
\[ H'(x, y) = H'_0(x, y) + (\mu'/2)\|x - y\|^2. \quad (4) \]

It is easy to check that \((d, H) \in \mathcal{F}_+(\mathcal{C})\) and \((d', H') \in \mathcal{F}_+(\mathcal{K})\) (for the same value of \(\gamma\) and \(\gamma'\) respectively) and both satisfy the condition (Iviii).

The algorithm, which will be called Proximal Multiplier Algorithm with Proximal Distances (PMAPD) is as follows:

The (PMAPD) Algorithm

**Step 0.** Choose two pairs \((d_0, H_0) \in \mathcal{F}_+(\mathcal{C}), (d'_0, H'_0) \in \mathcal{F}_+(\mathcal{K})\) satisfying the condition (Iviii) and define \((d, H)\) and \((d', H')\) respectively. Suppose that the assumptions of Theorem 3.1 are satisfied and both \((d, H)\), \((d', H')\) given by (1)-(2) and (3)-(4) respectively. Take three sequences \(a_k \geq 0\), \(b_k \geq 0\) and \(\lambda_k > 0\) and choose an arbitrary starting point \((x^0, z^0, y^0) \in \mathcal{C} \times \mathcal{K} \times \mathbb{R}^m\).

**Step 1.** For \(k = 0, 1, 2, \ldots\), calculate \(p^{k+1} \in \mathbb{R}^m\) by

\[ p^{k+1} = y^k + \lambda_k(Ax^k + Bz^k - b). \quad (5) \]

**Step 2.** Find \((x^{k+1}, v^{k+1}) \in \mathcal{C} \times \mathbb{R}^m\) and \((z^{k+1}, \xi^{k+1}) \in \mathcal{K} \times \mathbb{R}^p\) such that

\[ v^{k+1} = \partial_a f^k(x^{k+1}), \quad v^{k+1} + \lambda_k^{-1}\nabla_1 d(x^{k+1}, x^k) = 0, \quad (6) \]
\[ \xi^{k+1} = \partial_b g^k(z^{k+1}), \quad \xi^{k+1} + \lambda_k^{-1}\nabla_1 d'(z^{k+1}, z^k) = 0. \quad (7) \]

where the functions \(f^k : \mathbb{R}^m \to (-\infty, +\infty]\) and \(g^k : \mathbb{R}^p \to (-\infty, +\infty]\) are defined by \(f^k(x) = f(x) + \langle p^{k+1}, Ax \rangle\) and \(g^k(z) = g(z) + \langle p^{k+1}, Bz \rangle\), respectively.

**Step 3.** Compute

\[ y^{k+1} = y^k + \lambda_k(Ax^{k+1} + Bz^{k+1} - b). \quad (8) \]

Stop criterium: If \(x^{k+1} = x^k\), \(z^{k+1} = z^k\) and \(y^{k+1} = y^k\) then stop. Otherwise to do \(k := k + 1\), and go to Step 1.

In the paper [20], the following results were obtained

**Theorem 3.1** Let \(d_0 \in \mathcal{D}(\mathcal{C})\) and \(d'_0 \in \mathcal{D}(\mathcal{K})\). Suppose that the problem \((CP)\) has an optimal solution \((x^*, z^*)\) and a corresponding Lagrange multiplier \(y^*\) and there exists \(x \in \text{ri} (\text{dom } d(\cdot, v)) \cap \text{ri} (\text{dom } f)\) and \(z \in \text{ri} (\text{dom } d'(\cdot, v')) \cap \text{ri} (\text{dom } g)\) such that \(Ax + Bz = b\), then for any \((x^k, z^k, y^k) \in \mathcal{C} \times \mathcal{K} \times \mathbb{R}^m\), \(\lambda_k > 0\), there exists a unique point \((x^{k+1}, z^{k+1}) \in \mathcal{C} \times \mathcal{K}\) satisfying (6) and (7).

**Theorem 3.2** Let \((d_0, H_0) \in \mathcal{F}_+(\mathcal{C}), (d'_0, H'_0) \in \mathcal{F}_+(\mathcal{K})\) satisfying the condition (Iviii). Suppose that the assumptions of Theorem 3.1 are satisfied and \(\{a_k\}, \{b_k\}\) are sequences nonnegative such that \(\sum_{k=0}^{\infty} (a_k + b_k) < \infty\). Let \(\{(x^k, z^k, y^k)\}\) a sequence generated by (PMAPD) algorithm. If \(\{\lambda_k\}\) satisfies

\[ \eta < \lambda_k < \bar{c} - \eta \]
for some $\eta \in (0, \bar{c}/2)$ with $\bar{c} := \min \{\sqrt{\mu_1}/2\|A\|, \sqrt{\mu_2}/2\|B\|\}$ where $\gamma, \gamma'$ are constant defined in Definition 2, (i)ii) and $\mu, \mu'$ are positive constant defined in (1) and (3) respectively, then the sequence $\{(x^k, z^k, y^k)\}$ globally convergences to $(x^*, z^*, y^*)$, with $(x^*, z^*)$ optimal for (CP) and $y^*$ be a corresponding Lagrange multiplier.

4. Convergence rate of (PMAPD) algorithm

In this section, we analize the global convergence rate of the (PMAPD) algorithm. We start given some remarks

Remark 1 The Lagrangian $L(x, z, y)$ is a closed convex-concave function. Therefore, the set-valued subdifferential mapping $S$ on $\mathbb{R}^n \times \mathbb{R}^p \times \mathbb{R}^m$ given by

$$S(x, z, y) = \partial_{x,z}L(x, z, y) \times \partial_y(-L(x, z, y))$$

is maximal monotone, see Rockafellar [18].

Remark 2 Let $T$ be a set valued maximal monotone operator on $\mathbb{R}^n$. Following Rockafellar [19], we say that the mapping $T^{-1}$ is Lipschitz continuous at the origin with modulus $a \geq 0$, if there exists a unique solution $\bar{u}$ such that $0 \in T(\bar{u})$ and for some $\tau > 0$, we have $\|u - \bar{u}\| \leq a \|v\|$, whenever $v \in T(u)$ and $\|u\| \leq \tau$.

Assumptions. Throughout the section we assume the following assumptions:

(T1) $S^{-1}$ is Lipschitz continuous at the origin with modulus $a \geq 0$.

(T2) The sequence $\{(x^k, z^k, y^k)\}$ is generated by (PMAPD) algorithm under the approximate criterion

$$\|x^{k+1} - \bar{x}^{k+1}\| \leq \eta_k\|x^{k+1} - x^k\|, \quad \|z^{k+1} - \bar{z}^{k+1}\| \leq \eta_k\|z^{k+1} - z^k\|$$

where $\bar{x}^{k+1}, \bar{z}^{k+1}$ denote the points obtained in Step 2 of (PMAPD) algorithm, when $a_k = b_k = 0 \forall k$, and $\eta_k \geq 0$ with $\sum_{k=0}^{\infty} \eta_k < +\infty$.

The Assumptions (T1) and (T2) were suggested by Rockafellar (see [18], p. 100), to derive the rate of convergence of the proximal method of multipliers. It was used in the work of Chen and Teboulle [5] and will also be used here to derive the rate of convergence for (PMAPD) algorithm.

Also we assume an assumption to the proximal distances $(d_0, H_0) \in \mathcal{F}_+(\mathcal{C}), (d'_0, H'_0) \in \mathcal{F}_+(\mathcal{K})$.

(T3) The functions $\nabla_1d_0(\cdot, u)$ and $\nabla_1d'_0(\cdot, v)$ satisfy the following statement.

For any $x_0 \in \mathcal{C}, z_0 \in \mathcal{K}$ there exists $\alpha_1 > 0, \alpha_2 > 0$ and $r_1 > 0, r_2 > 0$ such that

$$\|\nabla_1d_0(x, u) - \nabla_1d_0(\bar{x}, u)\| \leq \alpha_1\|x - \bar{x}\|, \quad \forall x, \bar{x} \in B_{r_1}(x_0) \cap \mathcal{C}, \quad \forall u \in \mathcal{C},$$

$$\|\nabla_1d'_0(z, v) - \nabla_1d'_0(\bar{z}, v)\| \leq \alpha_2\|z - \bar{z}\|, \quad \forall z, \bar{z} \in B'_{r_2}(z_0) \cap \mathcal{K}, \quad \forall v \in \mathcal{K},$$

where $B_{r_1}(x_0) := \{x \in \mathbb{R}^n : \|x - x_0\| < r_1\}$ and $B'_{r_2}(z_0) := \{z \in \mathbb{R}^p : \|z - z_0\| < r_2\}$.

Remark 3 With respect to the introduced assumptions we make the following comments:
(1) Note that for problem (CP) we have

\[ S^{-1}(v_1, v_2, v_3) = \arg \min_{x,z} \max_y \{ L(x, z, y) - \langle x, v_1 \rangle - \langle z, v_2 \rangle + \langle y, v_3 \rangle \} \]

and therefore Assumption (T_1), considering Remark 1 and Remark 2, can be interpreted in terms of the problem’s data as: there exists a unique saddle point \( w^* \) such that for some \( \tau > 0 \), we have \( \| w - w^* \| \leq a \| v \| \), whenever \( \| v \| \leq \tau \) and \( w = (x, z, y) \in S^{-1}(v_1, v_2, v_3) \).

(2) Note that the use of the same \( \eta \) for the approximation criterion (10) is just to simplify notation in the analysis below. In fact, if one chooses different sequences \( \eta_k^i \geq 0 \), \( \sum_{k=0}^{+\infty} \eta_k^i < +\infty \), \( i = 1, 2 \), then one should simply define \( \eta_k = \max \{ \eta_k^1, \eta_k^2 \} \) in (10).

(3) Note that \( \varphi \)-divergence proximal distances and second order homogeneous proximal distances satisfy the Assumption (T_3) for any \( x_0 \in C \) and \( z_0 \in K \). Indeed, from Definition

\[ d_\varphi(x, y) := \sum_{i=1}^{n} y_i \varphi(x_i, y_i) \quad \text{with} \quad \varphi \in C^2(\mathbb{R}_{++}), \]

\[ d_\varphi(x, y) := \sum_{i=1}^{n} y_i^2 \varphi'(x_i, y_i) \]

with \( \varphi(t) = \mu_p(t) + \frac{\eta}{2} (t-1)^2 \), \( \nu \geq \mu_p''(1) > 0 \), \( p \in C^2(\mathbb{R}_{++}) \), respectively.

We note that in both cases, \( \nabla_1 d_\varphi \in C^1(C) \) and \( \nabla_1 d_\varphi' \in C^1(K) \) with \( C = \mathbb{R}_{++}^n \) and \( K = \mathbb{R}_{++}^m \).

Then, \( \nabla_1 d_\varphi(\cdot, y) \) and \( \nabla_1 d_\varphi'(\cdot, y) \) are locally Lipschitz continuous on \( C \) and \( K \) respectively. Therefore, (T_3) holds for any \( x_0 \in C \) and \( z_0 \in K \).

Also if we consider \( h \) Bregman functions such that \( h \in C^2 \), then by Definition of Bregman distance, \( \nabla_1 D_h(\cdot, y) = \nabla h(\cdot) - \nabla h(y) \) is continuously differentiable, then \( \nabla_1 D_h(\cdot, y) \) and \( \nabla_1 D_h'(\cdot, y) \) are locally Lipschitz continuous on \( C \) and \( K \) respectively. Therefore, (T_3) holds for any \( x_0 \in C \) and \( z_0 \in K \).

Remark 4 Given \( \bar{x}^{k+1}, \bar{z}^{k+1} \) defined in Assumption (T_2). We define

\[ \bar{y}^{k+1} = y^k + \lambda_k (A \bar{x}^{k+1} + B \bar{z}^{k+1} - b) \]

\[ = \arg \min \{ -L(\bar{x}^{k+1}, \bar{z}^{k+1}, y) + (1/(2\lambda_k))\|y - y^k\|_2^2 \}. \]

The subsequent convergence rate analysis follows a line of argument similar to that given by Chen and Teboulle in [5].

Before proving our convergent rate result, we need some previous results.

Lemma 4.1 ([5], Lemma 3.1) Let \( F : \mathbb{R}^m \rightarrow (-\infty, +\infty] \) a closed proper convex function, \( \tau > 0 \) and define:

\[ u^{k+1} = \arg \min_{u \in \mathbb{R}^m} \{ F(u) + (1/(2\tau))\|u - u^k\|_2^2 \}. \]

Then for any integer \( k \geq 0 \),

\[ 2\tau[F(u^{k+1}) - F(u)] \leq \|u^k - u\|^2 - \|u^{k+1} - u\|^2 - \|u^{k+1} - u^k\|^2, \forall u \in \mathbb{R}^m. \]
In the next result, we establish two fundamental estimates relating the exact and inexact iterates from an optimal solution.

**Lemma 4.2** Let \((d_0, H_0) \in \mathcal{F}(\mathcal{C}), (d'_0, H'_0) \in \mathcal{F}(\mathcal{K})\) and let \(\{(x^k, z^k, y^k)\}\) be the sequence generated by (PMapD) algorithm. Then for any \(k \geq 0\)

(i) \(H(x^*, \bar{x}^{k+1}) + H'(z^*, \bar{z}^{k+1}) \leq H(x^*, x^k) + H'(z^*, z^k) - (\gamma H(\bar{x}^{k+1}, x^k) + \gamma' H'(\bar{z}^{k+1}, z^k)) - \lambda_k \langle p^{k+1} - y^*, A\bar{x}^{k+1} + B\bar{z}^{k+1} - b \rangle \)

(ii) \(\frac{1}{2} \|\bar{y}^{k+1} - y^*\|^2 \leq \frac{1}{2} \|y^k - y^*\|^2 - \frac{1}{2} \|p^{k+1} - \bar{y}^{k+1}\|^2 + \|p^{k+1} - y^k\|^2\)

\[ - \lambda_k \langle y^* - \bar{y}^{k+1}, A\bar{x}^{k+1} + B\bar{z}^{k+1} - b \rangle + \langle \bar{y}^{k+1} - p^{k+1}, A\bar{x}^k + B\bar{z}^k - b \rangle. \]

**Proof.** (i) From Step 2 of (PMapD) algorithm the sequences \(\{\bar{x}^k\}, \{\bar{z}^k\}\) are obtained when \(a_k = b_k = 0\), so,

\[ \bar{x}^{k+1} = \arg \min \{f^k(x) + \delta_0(x) + (1/\lambda_k)d(x, x^k)\}, \]

\[ \bar{z}^{k+1} = \arg \min \{g^k(z) + \delta_0(z) + (1/\lambda_k)d'(z, z^k)\}. \]

Then,

\[ f^k(x) \geq f^k(x^{k+1}) + \langle -\lambda_k^{-1} \nabla_1 d(\bar{x}^{k+1}, x^k), x - \bar{x}^{k+1} \rangle, \forall x \in \text{dom } f \]

\[ g^k(z) \geq f^k(z^{k+1}) + \langle -\lambda_k^{-1} \nabla_1 d'(\bar{z}^{k+1}, z^k), z - \bar{z}^{k+1} \rangle, \forall z \in \text{dom } g \]

so from Definition 2 (iii), we obtain

\[ \lambda_k (f^k(\bar{x}^{k+1}) - f^k(x)) \leq \langle \nabla_1 d(\bar{x}^{k+1}, x^k), x - \bar{x}^{k+1} \rangle \leq H(x, x^k) - H(x, \bar{x}^{k+1}) - \gamma H(\bar{x}^{k+1}, x^k). \]  

(11)

and

\[ \lambda_k (g^k(\bar{z}^{k+1}) - g^k(z)) \leq \langle \nabla_1 d'(\bar{z}^{k+1}, z^k), z - \bar{z}^{k+1} \rangle \leq H'(z, z^k) - H'(z, \bar{z}^{k+1}) - \gamma H'(\bar{z}^{k+1}, z^k). \]  

(12)

adding the inequalities (11) and (12), using the definition of Lagrangian \(L\) and taking \((x, z) = (x^*, z^*)\), we obtain

\[ \lambda_k [L(\bar{x}^{k+1}, \bar{z}^{k+1}, p^{k+1}) - L(x^*, z^*, p^{k+1})] \leq H(x^*, x^k) + H'(z^*, z^k) - H(\bar{x}^{k+1}, x^k) - H'(\bar{z}^{k+1}, z^k) - \gamma H(\bar{x}^{k+1}, x^k) - \gamma H'(\bar{z}^{k+1}, z^k). \]  

(13)

Since \((x^*, z^*, y^*)\) is a saddle point for Lagrangian \(L(x, z, y)\), we also have

\[ 2\lambda_k [L(x^*, z^*, y^*) - L(\bar{x}^{k+1}, \bar{z}^{k+1}, y^*)] \leq 0. \]  

(14)

Adding the inequalities (13) and (14) after rearranging terms, we get

\[ H(x^*, \bar{x}^{k+1}) + H'(z^*, \bar{z}^{k+1}) \leq H(x^*, x^k) + H'(z^*, z^k) - (\gamma H(\bar{x}^{k+1}, x^k) + \gamma' H'(\bar{z}^{k+1}, z^k)) \]

\[ - \lambda_k \langle p^{k+1} - y^*, A\bar{x}^{k+1} + B\bar{z}^{k+1} - b \rangle. \]
On the other hand, note that Step 1 of \((\text{PMAPD})\) algorithm can be written equivalently as:

\[
p^{k+1} = \arg \min \{-L(x^k, z^k, y) + (1/(2\lambda_k))\|y - y^k\|^2\},
\]

and from definition of \(\hat{y}^{k+1}\) (see Remark 4)

\[
\hat{y}^{k+1} = \arg \min \{-L(x^{k+1}, z^{k+1}, y) + (1/(2\lambda_k))\|y - y^k\|^2\},
\]

then, using Lemma 4.1 twice with the choice \(\tau = \lambda_k, F(y) = -L(x^k, z^k, y)\) and \(F(y) = -L(x^{k+1}, z^{k+1}, y)\) respectively, we obtain

\[
2\lambda_k[L(x^k, z^k, \hat{y}^{k+1}) - L(x^k, z^k, p^{k+1})] \leq \|y^k - \hat{y}^{k+1}\|^2 - \|p^{k+1} - \hat{y}^{k+1}\|^2 - \|p^{k+1} - y^k\|^2,
\]

\[
2\lambda_k[L(x^{k+1}, z^{k+1}, \hat{y}^{k+1}) - L(x^{k+1}, z^{k+1}, p^{k+1})] \leq \|y^k - y^\ast\|^2 - \|\hat{y}^{k+1} - y^\ast\|^2 - \|\hat{y}^{k+1} - y^k\|^2.
\]

Adding both inequalities and after rearranging terms, we obtain \((ii)\).

**Remark 5** Throughout the rest of this paper, we denote \(w^k = (x^k, z^k, y^k)\), \(w^\ast = (x^\ast, z^\ast, y^\ast)\), \(w = (x, z, y), s = (l, q, r) \in \mathbb{R}^n \times \mathbb{R}^p \times \mathbb{R}^m\) and define the function \(\hat{H} : X \times X \rightarrow \mathbb{R}_+ \cup \{+\infty\}\) by

\[
\hat{H}(w, s) = \hat{H}((x, z, y), (l, q, r)) = H(x, l) + H'(z, q) + \frac{1}{2}\|y - r\|^2,
\]

where \(X = \mathbb{R}^n \times \mathbb{R}^p \times \mathbb{R}^m\), \(H\) and \(H'\) are defined in (2) and (4) respectively.

**Proposition 4.3** Suppose that the assumptions of Theorem 3.2 are satisfied. Let \(\{w^k\}\) and \(\{l^k\}\) be sequences generated by the \((\text{PMAPD})\); let \((x^\ast, z^\ast)\) be an optimal solution of \((\text{CP})\), and let \(y^\ast\) be a corresponding Lagrange multiplier, then we have, for each \(k\),

\[
\hat{H}(w^\ast, \bar{w}^{k+1}) \leq \hat{H}(w^\ast, w^k) - D\{(\|x^{k+1} - x^k\|^2 + \|z^{k+1} - z^k\|^2 + \|p^{k+1} - \hat{y}^{k+1}\|^2

+\|p^{k+1} - y^k\|^2)\}
\]

where \(D := \min\{\frac{\nu^2}{\nu^2 - 2(\bar{c} - \eta)^2}\|A\|^2, \frac{\mu^\ast}{2} - 2(\bar{c} - \eta)^2\|B\|^2, \frac{1}{2}\}\).

**Proof.** Adding the inequalities \((i) - (ii)\) of Lemma 4.2, we obtain

\[
\hat{H}(w^\ast, \bar{w}^{k+1}) \leq \hat{H}(w^\ast, w^k) - \gamma H(\hat{x}^{k+1}, x^k) - \gamma' H'(\hat{z}^{k+1}, z^k)

- \frac{1}{2}(\|p^{k+1} - \hat{y}^{k+1}\|^2 + \|p^{k+1} - y^k\|^2)

+ \lambda_k\left(\hat{y}^{k+1} - p^{k+1}, A(\hat{x}^{k+1} - x^k) + B(\hat{z}^{k+1} - z^k)\right).
\]

Since \(\hat{y}^{k+1} = y^k + \lambda_k(A\hat{x}^{k+1} + Bz^{k+1} - b)\) and \(p^{k+1} = y^k + \lambda_k(Ax^k + Bz^k - b)\), using the inequality \((r + q)^2 \leq 2(r^2 + q^2)\), we obtain

\[
\hat{H}(w^\ast, \bar{w}^{k+1}) \leq \hat{H}(w^\ast, w^k) - \gamma H(\hat{x}^{k+1}, x^k) - \gamma' H'(\hat{z}^{k+1}, z^k)

- \frac{1}{2}(\|p^{k+1} - \hat{y}^{k+1}\|^2 + \|p^{k+1} - y^k\|^2)

+ 2\lambda_k^2(\|A\|^2\|\hat{x}^{k+1} - x^k\|^2 + \|B\|^2\|\hat{z}^{k+1} - z^k\|^2). \tag{18}
\]
From (17) and (18), using the definitions of $H$ and $H'$ given in (2) and (4) respectively, we get

\begin{align*}
\dot{H}(w^*, \tilde{w}^{k+1}) \leq \dot{H}(w^*, w^k) &- (\gamma H_0(\tilde{x}^{k+1}, x^k) + (1/2)(\gamma \mu - 4\lambda_k^2\|A\|^2)\|\tilde{x}^{k+1} - x^k\|^2) \\
&- (\gamma' H_0'(\tilde{z}^{k+1}, z^k) + (1/2)(\gamma' \mu' - 4\lambda_k^2\|B\|^2)\|\tilde{z}^{k+1} - z^k\|^2) \\
&- (1/2)(\|p^{k+1} - \tilde{y}^{k+1}\|^2 + \|p^{k+1} - y^k\|^2).
\end{align*}

(19)

By simple algebra, using $\lambda_k < \bar{c} - \eta$, with $\bar{c} := \min\{\sqrt{\frac{\gamma}{2\|A\|}}, \sqrt{\frac{\gamma'}{2\|B\|}}\}$ and $\eta \in (0, \bar{c}/2)$ one can verify that

\begin{align*}
0 < \mu \gamma - 4(\bar{c} - \eta)^2\|A\|^2 &< \mu \gamma - 4\lambda_k^2\|A\|^2, \\
0 < \mu' \gamma' - 4(\bar{c} - \eta)^2\|B\|^2 &< \mu' \gamma' - 4\lambda_k^2\|B\|^2.
\end{align*}

Therefore, considering $D := \min\{\frac{\mu^2}{2} - 2(\bar{c} - \eta)^2\|A\|^2, \frac{\mu'^2}{2} - 2(\bar{c} - \eta)^2\|B\|^2, \frac{1}{2}\} > 0$, in the inequality (19), we obtain

\begin{align*}
\dot{H}(w^*, \tilde{w}^{k+1}) \leq \dot{H}(w^*, w^k) - D\left\{\|\tilde{x}^{k+1} - x^k\|^2 + \|\tilde{z}^{k+1} - z^k\|^2 + \|p^{k+1} - \tilde{y}^{k+1}\|^2 \\
+ \|p^{k+1} - y^k\|^2\right\}
\end{align*}

\[\square\]

**Lemma 4.4** If the Assumption $(T_2)$ holds, then

\[\|w^{k+1} - \tilde{w}^{k+1}\| \leq \delta_k\|w^{k+1} - w^k\]\n
where $\delta_k := \eta_k\max\{\sqrt{1 + 2\lambda_k^2\|A\|^2}, \sqrt{1 + 2\lambda_k^2\|B\|^2}\}$.

**Proof.** We have

\begin{align*}
y^{k+1} &\equiv y^k + \lambda_k(Ax^{k+1} + Bz^{k+1} - b), \quad \|x^{k+1} - \tilde{x}^{k+1}\| \leq \eta_k\|x^{k+1} - x^k\|, \\
\tilde{y}^{k+1} &\equiv \tilde{y}^k + \lambda_k(A\tilde{x}^{k+1} + B\tilde{z}^{k+1} - b), \quad \|z^{k+1} - \tilde{z}^{k+1}\| \leq \eta_k\|z^{k+1} - z^k\|,
\end{align*}

then

\[\|y^{k+1} - \tilde{y}^{k+1}\| = \lambda_k\|A(x^{k+1} - \tilde{x}^{k+1}) + B(z^{k+1} - \tilde{z}^{k+1})\| \leq \eta_k\lambda_k(\|A\|\|x^{k+1} - \tilde{x}^{k+1}\| + \|B\|\|z^{k+1} - \tilde{z}^{k+1}\|).
\]

so, using the inequality $(r + q)^2 \leq 2(r^2 + q^2)$, we obtain

\[\|y^{k+1} - \tilde{y}^{k+1}\|^2 \leq 2(\eta_k\lambda_k)^2(\|A\|^2\|x^{k+1} - \tilde{x}^{k+1}\|^2 + \|B\|^2\|z^{k+1} - \tilde{z}^{k+1}\|^2).
\]
Therefore from assumption (T2) and the definition of $\delta_k$ given in the lemma,

$$
\|w^{k+1} - \bar{w}^{k+1}\|^2 = \|x^{k+1} - \bar{x}^{k+1}\|^2 + \|z^{k+1} - \bar{z}^{k+1}\|^2 + \|y^{k+1} - \bar{y}^{k+1}\|^2
\leq \eta_k^2(\|x^{k+1} - x^k\| + \|z^{k+1} - z^k\|)
+ 2(\eta_k\lambda_k^2(\|A\| \|z\| \|x^{k+1} - x^k\| + \|B\| \|z^{k+1} - z^k\|)
\leq \eta_k^2((1 + 2\lambda_k^2\|A\|) \|x^{k+1} - x^k\|^2 + (1 + 2\lambda_k^2\|B\|^2) \|z^{k+1} - z^k\|^2)
\leq \delta_k^2\|w^{k+1} - w^k\|^2.
$$

\[\square\]

We can now state and prove our convergent rate results.

**Theorem 4.5** Let $(d_0, H_0) \in \mathcal{F}_+(\overline{C}), (d'_0, H'_0) \in \mathcal{F}_+(\overline{K})$ satisfying the condition (Iviii) with $\hat{H}(w, w') := (\alpha/2) \|w - w'|^2$. Let $\{(x^k, z^k, y^k)\}$ be a sequence generated by (PMAPI) algorithm and suppose that the assumptions of Theorem 3.2 and (T1) - (T5) hold. Then, $\{w^k\}$ converges linearly to the unique optimal solution $w^* := (x^*, z^*, y^*)$, that is, there exists an integer $\tilde{k}$ such that, for all $k \geq \tilde{k}$

$$
\|w^{k+1} - w^*\| \leq \theta_k\|w^k - w^*\|
$$

where $\theta_k := \delta_k^2 < \frac{\rho}{1 - \rho} < 1$ for $\rho \in (0, 1/2)$ or $\theta_k \leq \frac{\sqrt{\sigma aN + 2D} + a\sqrt{N}a}{\sqrt{\sigma aN + 2D}} < 1$ with $D$ defined in (16) and $N := \max \{4(\bar{c} - \eta)^2(\|A^TA\|^2 + \|B^TB\|^2) + 2(\alpha_1 + \mu)^2\eta^{-2}, 4(\bar{c} - \eta)^2(\|A^TB\|^2 + \|B^TB\|^2) + 2(\alpha_2 + \mu')^2\eta^{-2}, 2\eta^{-2}\}$. 

**Proof.** Under our assumptions, $\{w^k\}$ satisfy the assumptions of Theorem 3.2 therefore, $\{w^k\}$ converges to $w^*$. We now establish the rate of convergence. From Step 2 of (PMAPI) algorithm, when $a_k = b_k = 0$,

$$
-\lambda_k^{-1}\nabla_1 d(x^{k+1}, x^k) \in \partial f_k(x^{k+1}),
$$

$$
-\lambda_k^{-1}\nabla_1 d'(z^{k+1}, z^k) \in \partial g_k(z^{k+1}),
$$

furthermore,

$$
0 \in \partial f(x^{k+1}) + A^T p^{k+1} + \lambda_k^{-1}\nabla_1 d(x^{k+1}, x^k)
= \partial f(x^{k+1}) + A^T y^{k+1} - A^T (y^{k+1} - p^{k+1}) + \lambda_k^{-1}\nabla_1 d(x^{k+1}, x^k)
$$

$$
0 \in \partial g(z^{k+1}) + B^T p^{k+1} + \lambda_k^{-1}\nabla_1 d'(z^{k+1}, z^k)
= \partial g(z^{k+1}) + B^T y^{k+1} - B^T (y^{k+1} - p^{k+1}) + \lambda_k^{-1}\nabla_1 d'(z^{k+1}, z^k).
$$

From Remark 4, we have $y^{k+1} = y^k + \lambda_k(A\bar{x}^{k+1} + B\bar{z}^{k+1} - b)$, then

$$
-\lambda_k^{-1}(y^{k+1} - y^k) = b - A\bar{x}^{k+1} - B\bar{z}^{k+1}.
$$
Furthermore, since
\[
\frac{\partial}{\partial z} L(\bar{x}^{k+1}, \bar{z}^{k+1}, \bar{y}^{k+1}) = \partial f(\bar{x}^{k+1}) + A^T \bar{y}^{k+1},
\]
\[
\frac{\partial}{\partial z} L(\bar{x}^{k+1}, \bar{z}^{k+1}, \bar{y}^{k+1}) = \partial g(\bar{z}^{k+1}) + B^T \bar{y}^{k+1},
\]
\[
\frac{\partial}{\partial y}(L(\bar{x}^{k+1}, \bar{z}^{k+1}, \bar{y}^{k+1})) = b - A\bar{x}^{k+1} - B\bar{z}^{k+1},
\]
then from (21), (22), (23) and Definition of S, see (9), we obtain
\[
(\pi_k, \sigma_k, \xi_k) \in S(\bar{x}^{k+1}, \bar{z}^{k+1}, \bar{y}^{k+1})
\]
where
\[
\pi_k := A^T(y^{k+1} - p^{k+1}) - \lambda_k^{-1}\nabla_1 d(\bar{x}^{k+1}, x^k), \quad \text{ (24)}
\]
\[
\sigma_k := B^T(y^{k+1} - p^{k+1}) - \lambda_k^{-1}\nabla_1 d'(\bar{z}^{k+1}, z^k), \quad \text{ (25)}
\]
\[
\xi_k := -\lambda_k^{-1}(\bar{y}^{k+1} - y^k).
\]

From Step 1 of (PMAPD) algorithm \(p^{k+1} = y^k + \lambda_k(A\bar{x}^k + B\bar{z}^k - b)\), and since \(\bar{y}^{k+1} = y^k + \lambda_k(A\bar{x}^{k+1} + B\bar{z}^{k+1} - b)\) then by subtracting, we obtain
\[
\bar{y}^{k+1} - p^{k+1} = \lambda_k(A(\bar{x}^{k+1} - x^k) + B(\bar{z}^{k+1} - z^k)). \quad \text{ (27)}
\]

Substituting (27) in (24)-(26), we get
\[
\pi_k = \lambda_k A^T(A(\bar{x}^{k+1} - x^k) + B(\bar{z}^{k+1} - z^k)) - \lambda_k^{-1}\nabla_1 d(\bar{x}^{k+1}, x^k), \quad \text{ (28)}
\]
\[
\sigma_k = \lambda_k B^T(A(\bar{x}^{k+1} - x^k) + B(\bar{z}^{k+1} - z^k)) - \lambda_k^{-1}\nabla_1 d'(\bar{z}^{k+1}, z^k), \quad \text{ (29)}
\]
\[
\xi_k = -\lambda_k^{-1}(\bar{y}^{k+1} - y^k).
\]

On the other hand, let \((\bar{x}^\infty, \bar{z}^\infty)\) a optimal solution of (CP) with \(y^\infty\) be a corresponding Lagrange multiplier such that \(w^k = (x^k, z^k, y^k)\) converges to \(w^\infty = (x^\infty, z^\infty, y^\infty)\), we have
\[
\|\bar{w}^{k+1} - w^\infty\| \leq \|\bar{w}^{k+1} - w^{k+1}\| + \|w^{k+1} - w^\infty\|,
\]
since \(\|w^{k+1} - w^\infty\| \to 0\) and by Lemma 4.4, \(\|\bar{w}^{k+1} - w^{k+1}\| \to 0\) \((k \to +\infty)\), then
\[
\|\bar{w}^{k+1} - w^\infty\| \to 0, \quad (k \to +\infty)
\]
using this result, considering Defition 2 (ivii) para \(H\) and \(H'\), we obtain
\[
\hat{H}(w^\infty, \bar{w}^k) \to 0 \quad \text{ and } \quad \hat{H}(w^\infty, w^k) \to 0,
\]
then taking the limit on both sides of (16), we obtain
\[
\|\bar{x}^{k+1} - x^k\| \to 0, \|\bar{z}^{k+1} - z^k\| \to 0
\]
\[
\|p^{k+1} - \bar{y}^{k+1}\| \to 0, \|p^{k+1} - y^k\| \to 0.
\]
\[
(31)
\]
We note that
\[ \|\nabla_1 d(\bar{x}^{k+1}, x^k)\| = \|\nabla_1 d_0(\bar{x}^{k+1}, x^k) + \mu(\bar{x}^{k+1} - x^k)\| \]
\[ = \|\nabla_1 d_0(\bar{x}^{k+1}, x^k) - \nabla_1 d_0(x^k, x^k) + \mu(\bar{x}^{k+1} - x^k)\|. \]

From assumption (T3), \( \nabla_1 d_0(\cdot, u) \) is locally Lipschitz continuous, and since \( \|\bar{x}^{k+1} - x^\infty\| \to 0 \) and \( \|x^k - x^\infty\| \to 0 \) with \( x^\infty \in \mathbb{C} \) then, there exists \( \alpha_1 > 0, k_1', k_1'' \in \mathbb{N} \) such that
\[ \|\nabla_1 d_0(\bar{x}^{k+1}, x^k) - \nabla_1 d_0(x^k, x^k)\| \leq \alpha_1\|\bar{x}^{k+1} - x^k\|, \ \forall k \geq k_1'' := \max\{k_1', k_1''\}, \]
therefore,
\[ \|\nabla_1 d(\bar{x}^{k+1}, x^k)\| = \|\nabla_1 d_0(\bar{x}^{k+1}, x^k) + \mu(\bar{x}^{k+1} - x^k)\| \]
\[ = \|\nabla_1 d_0(\bar{x}^{k+1}, x^k) - \nabla_1 d_0(x^k, x^k) + \mu(\bar{x}^{k+1} - x^k)\| \]
\[ \leq \|\nabla_1 d_0(\bar{x}^{k+1}, x^k) - \nabla_1 d_0(x^k, x^k)\| + \mu\|\bar{x}^{k+1} - x^k\| \]
\[ \leq (\alpha_1 + \mu)\|\bar{x}^{k+1} - x^k\|, \ \forall k \geq k_1'' := \max\{k_1', k_1''\}. \]

Analogously, from Assumption (T3) and since \( \|\bar{z}^{k+1} - z^\infty\| \to 0, \|z^k - z^\infty\| \to 0 \) with \( z^\infty \in \hat{K} \) then, there exists \( \alpha_2 > 0, k_2', k_2'' \in \mathbb{N} \) such that
\[ \|\nabla_1 d'_0(\bar{z}^{k+1}, z^k) - \nabla_1 d'_0(z^k, z^k)\| \leq \alpha_2\|\bar{z}^{k+1} - z^k\|, \ \forall k \geq k_2'' := \max\{k_2', k_2''\}, \]
thus,
\[ \|\nabla_1 d'(\bar{z}^{k+1}, z^k)\| = \|\nabla_1 d'_0(\bar{z}^{k+1}, z^k) + \mu'(\bar{z}^{k+1} - z^k)\| \]
\[ = \|\nabla_1 d'_0(\bar{z}^{k+1}, z^k) - \nabla_1 d'_0(z^k, z^k) + \mu'(\bar{z}^{k+1} - z^k)\| \]
\[ \leq \|\nabla_1 d'_0(\bar{z}^{k+1}, z^k) - \nabla_1 d'_0(z^k, z^k)\| + \mu'\|\bar{z}^{k+1} - z^k\| \]
\[ \leq (\alpha_2 + \mu')\|\bar{z}^{k+1} - z^k\|, \ \forall k \geq k_2'' := \max\{k_2', k_2''\}. \]

Therefore, we have
\[ \|\nabla_1 d(\bar{x}^{k+1}, x^k)\| \leq (\alpha_1 + \mu)\|\bar{x}^{k+1} - x^k\|, \ \forall k \geq k_1'' := \max\{k_1', k_1''\}, \quad (32) \]
\[ \|\nabla_1 d'(\bar{z}^{k+1}, z^k)\| \leq (\alpha_2 + \mu')\|\bar{z}^{k+1} - z^k\|, \ \forall k \geq k_2'' := \max\{k_2', k_2''\}, \]
where \( \alpha_1, \alpha_2, \mu, \mu' \) are positive constants. Thus, using (31), (32) in (28)-(30) with \( \eta < \lambda_k < \bar{c} - \eta \), we obtain
\[ (\pi_k, \sigma_k, \xi_k) \to 0, \ (k \to +\infty). \]
That is, there exists \( \bar{k} \) such that \( \| (\pi_k, \sigma_k, \xi_k) \| < \tau \) for all \( k \geq \bar{k} \) and using the Assumption (T1) and the facts that \( 0 \in S(x^*, z^*, y^*) \) e \( (\pi_k, \sigma_k, \xi_k) \in S(\bar{x}^{k+1}, \bar{z}^{k+1}, \bar{y}^{k+1}) \), with the choice
\[ w^* = (x^*, z^*, y^*) \quad v = (\pi_k, \sigma_k, \xi_k), \]
we obtain
\[
\| \bar{w}^{k+1} - w^* \| \leq a \|(\pi_k, \sigma_k, \xi_k)\| \quad \forall k \geq \tilde{k}.
\] (33)

We note that if \(a = 0\) then \(\bar{w}^{k+1} = w^* \forall k \geq \tilde{k}\), and by Lemma 4.4, we obtain
\[
\|w^{k+1} - w^*\| = \|w^{k+1} - \bar{w}^{k+1}\|
\leq \delta_k \|w^{k+1} - w^k\|
= \delta_k \|(w^{k+1} - w^*) + (w^* - w^k)\|
\leq \delta_k \|w^{k+1} - w^*\| + \delta_k \|w^k - w^*\|
\]
thus,
\[
\|w^{k+1} - w^*\| \leq \theta_k \|w^k - w^*\|, \quad \text{with } \theta_k = \frac{\delta_k}{1 - \delta_k}.
\]
Since \(\delta_k \to 0\) (see (20) and the fact that \(\eta_k \to 0\)) then there exists \(\tilde{k} \in \mathcal{N}\) such that
\[
\theta_k = \frac{\delta_k}{1 - \delta_k} < \frac{\rho}{1 - \rho} < 1, \quad \forall k \geq \tilde{k}
\]
for \(\rho \in (0, 1/2)\).

Now, consider the case when \(a > 0\).

We will estimate the right side of inequality (33). Using the definition of \((\pi_k, \sigma_k, \xi_k)\) and the inequality \((r + q)^2 \leq 2(r^2 + q^2)\), we obtain
\[
\|\pi_k\|^2 \leq 2\{\lambda_k(\|A^T A\||z^{k+1} - x^k| + \|A^T B\||z^{k+1} - z^k|\}^2 + \lambda_k^{-2}\|\nabla d(x^{k+1}, x^k)\|^2\}
\leq 2\{2\lambda_k^2\|A^T A\|^2|z^{k+1} - x^k|^2 + \lambda_k^2\|A^T B\|^2\|z^{k+1} - z^k|^2\} + \lambda_k^{-2}\|\nabla d(x^{k+1}, x^k)\|^2\}
= 4\lambda_k^2\|A^T A\|^2|z^{k+1} - x^k|^2 + \|A^T B\|^2\|z^{k+1} - z^k|^2 + 2\lambda_k^{-2}\|\nabla d(x^{k+1}, x^k)\|^2
\|\sigma_k\|^2 \leq 4\lambda_k^2\|B^T A\|^2|z^{k+1} - x^k|^2 + \|B^T B\|^2\|z^{k+1} - z^k|^2 + 2\lambda_k^{-2}\|\nabla d(z^{k+1}, z^k)\|^2
\|\xi_k\|^2 \leq \lambda_k^{-2}\|y^{k+1} - y^k\|^2 = \lambda_k^{-2}\|(y^{k+1} - p^{k+1}) + (p^{k+1} - y^k)\|^2
\leq 2\lambda_k^{-2}(\|y^{k+1} - p^{k+1}\|^2 + \|p^{k+1} - y^k\|^2),
\]
thus, from (32), we obtain
\[
\|\pi_k\|^2 \leq 4\lambda_k^2(\|A^T A\|^2|z^{k+1} - x^k|^2 + \|A^T B\|^2\|z^{k+1} - z^k|^2) + 2(\alpha_1 + \mu)^2\lambda_k^{-2}|z^{k+1} - x^k|^2, \quad \forall k \geq k''_1
\]
\[
= (4\lambda_k^2\|A^T A\|^2 + 2(\alpha_1 + \mu)^2\lambda_k^{-2})|z^{k+1} - x^k|^2 + 4\lambda_k^2\|A^T B\|^2\|z^{k+1} - z^k|^2, \quad \forall k \geq k''_1
\|\sigma_k\|^2 \leq 4\lambda_k^2\|B^T A\|^2|z^{k+1} - x^k|^2 + 2(\alpha_2 + \mu')^2\lambda_k^{-2} + 4\lambda_k^2\|B^T B\|^2\|z^{k+1} - z^k|^2, \quad \forall k \geq k''_2
\|\xi_k\|^2 \leq 2\lambda_k^{-2}(\|p^{k+1} - y^{k+1}\|^2 + \|p^{k+1} - y^k\|^2).
\]
Therefore, for all \(k \geq k''' := \max\{k''_1, k''_2\}\), we obtain
\[
\|(\pi_k, \sigma_k, \xi_k)\| = \|\pi_k\|^2 + \|\sigma_k\|^2 + \|\xi_k\|^2
\leq D_k\{(\|z^{k+1} - x^k|^2 + \|z^{k+1} - z^k|^2 + \|p^{k+1} - y^{k+1}|^2 + \|p^{k+1} - y^k|\^2)
\] (34)
But, from Lemma 4.4, we have

\[ D_k := \max \{4\lambda_k^2(\|A^T A\|^2 + \|B^T A\|^2) + 2(\alpha_1 + \mu)^2 \lambda_k^{-2}; 4\lambda_k^2(\|A^T B\|^2 + \|B^T B\|^2) + 2(\alpha_2 + \mu')^2 \lambda_k^{-2}; 2\lambda_k^{-2} \}, \]

since \( \eta < \lambda_k < \bar{c} - \eta \), we note that \( D_k \) is positive and limited.

In fact, since \( D_k \geq 2\lambda_k^{-2} \), then \( D_k \geq M \) with \( M := (\bar{c} - \eta)^{-2} > 0 \).

On the other hand, since \( \eta < \lambda_k < \bar{c} - \eta \), then

\[
4\lambda_k^2(\|A^T A\|^2 + \|B^T A\|^2) + 2(\alpha_1 + \mu)^2 \lambda_k^{-2} < 4(\bar{c} - \eta)^2(\|A^T A\|^2 + \|B^T A\|^2) + 2(\alpha_1 + \mu)^2 \eta^{-2}
\]

\[
4\lambda_k^2(\|A^T B\|^2 + \|B^T B\|^2) + 2(\alpha_2 + \mu')^2 \lambda_k^{-2} < 4(\bar{c} - \eta)^2(\|A^T B\|^2 + \|B^T B\|^2) + 2(\alpha_2 + \mu')^2 \eta^{-2}
\]

\[
2\lambda_k^{-2} < 2\eta^{-2}
\]

considering

\[
N := \max \{4(\bar{c} - \eta)^2(\|A^T A\|^2 + \|B^T A\|^2) + 2(\alpha_1 + \mu)^2 \eta^{-2}, 4(\bar{c} - \eta)^2(\|A^T B\|^2 + \|B^T B\|^2)
\]

\[
+ 2(\alpha_2 + \mu')^2 \eta^{-2}, 2\eta^{-2} \},
\]

we obtain that \( D_k < N \), and therefore

\[
0 < M \leq D_k < N. \tag{35}
\]

Now, from (33), (34) and (35), for all \( k \geq \hat{k} := \max \{\hat{k}, k''_0\} \), we obtain

\[
\| \bar{w}^{k+1} - w^* \|^2 \leq a^2 D_k \{ \| \bar{x}^{k+1} - x^k \|^2 + \| \bar{z}^{k+1} - z^k \|^2 + \| p^{k+1} - \bar{y}^{k+1} \|^2 + \| p^{k+1} - y^k \|^2 \}
\]

\[
< a^2 N \{ \| \bar{x}^{k+1} - x^k \|^2 + \| \bar{z}^{k+1} - z^k \|^2 + \| p^{k+1} - \bar{y}^{k+1} \|^2 + \| p^{k+1} - y^k \|^2 \} \tag{36}
\]

furthermore, from (16), for all \( k \geq 0 \), we obtain

\[
\hat{H}(w^*, \bar{w}^{k+1}) \leq \hat{H}(w^*, w^k) - D \{ \| \bar{x}^{k+1} - x^k \|^2 + \| \bar{z}^{k+1} - z^k \|^2 + \| p^{k+1} - \bar{y}^{k+1} \|^2 + \| p^{k+1} - y^k \|^2 \} \tag{37}
\]

thus, multiplying by \( D \) and \( a^2 N \) in the inequalities (36) and (37), respectively and after adding, we obtain

\[
D \| \bar{w}^{k+1} - w^* \|^2 + a^2 N \hat{H}(w^*, \bar{w}^{k+1}) \leq a^2 N \hat{H}(w^*, w^k) \quad \forall k \geq \hat{k}. \tag{38}
\]

From assumptions, when \( \hat{H}(w, w') = (\hat{\alpha}/2) \| w - w' \|^2 \).

Defining \( \nu := a\sqrt{\alpha N/\sqrt{a^2 \alpha N + 2D}} \), the inequality in (59) reduces to

\[
\| \bar{w}^{k+1} - w^* \| \leq \nu \| w^k - w^* \| \quad \forall k \geq \hat{k}. \tag{39}
\]

But, from Lemma 4.4, we have

\[
\| w^{k+1} - \bar{w}^{k+1} \| \leq \delta_k \| w^{k+1} - w^k \| = \delta_k \| (w^{k+1} - w^*) + (w^* - w^k) \|
\]

\[
\leq \delta_k \| w^{k+1} - w^* \| + \delta_k \| w^k - w^* \|. \tag{40}
\]
Therefore from (39) and (40), we obtain
\[ \|w^{k+1} - w^*\| = \|(w^{k+1} - \bar{w}^{k+1}) + (\bar{w}^{k+1} - w^*)\| \]
\[ \leq \|w^{k+1} - \bar{w}^{k+1}\| + \|\bar{w}^{k+1} - w^*\| \]
\[ \leq \delta_k \|w^{k+1} - w^*\| + \delta_k \|w^k - w^*\| + \nu \|w^k - w^*\|, \quad \forall k \geq \hat{k}, \]
then
\[ \|w^{k+1} - w^*\| \leq \theta_k \|w^k - w^*\|, \quad \forall k \geq \hat{k} \]
with
\[ \theta_k = \frac{\nu + \delta_k}{1 - \delta_k}. \]

Since \( \delta_k \to 0 \) and
\[ \frac{\sqrt{\alpha^2 \bar{\alpha} N + 2D} + a \sqrt{N \bar{\alpha}}}{2 \sqrt{\alpha^2 \bar{\alpha} N + 2D}} > \frac{a \sqrt{N \bar{\alpha}}}{\sqrt{\alpha^2 \bar{\alpha} N + 2D}} = \nu, \]
for some \( \bar{k} \geq \hat{k} \), we have
\[ \|w^{k+1} - w^*\| \leq \theta_k \|w^k - w^*\|, \quad \forall k \geq \bar{k} \]
with
\[ 1 > \frac{\sqrt{\alpha^2 \bar{\alpha} N + 2D} + a \sqrt{N \bar{\alpha}}}{2 \sqrt{\alpha^2 \bar{\alpha} N + 2D}} \geq \theta_k. \]

**Remark 6** Similarly at the analysis of the method proposed by Chen and Teboulle, Lemma 4.2, which allows us get the estimate (16), is the key in the above analysis.

**Remark 7** In Theorem 4.5, the condition
\[ \hat{H}(w, w') = (\bar{\alpha}/2) \|w - w'\|^2, \quad (41) \]
is fundamental to obtain the linear rate of convergence. Note that we have a large class of induced proximal distances satisfying this condition. In fact, consider for example

- **Induced proximal distances by some Bregman distance.**
  When \( C = \mathbb{R}^n \) and \( K = \mathbb{R}^m \) with \( h(x) = \frac{1}{2} \sum_{i=1}^n x_i^2 \), \( h'(z) = \frac{1}{2} \sum_{i=1}^n z_i^2 \), we obtain \( H(x, x') := d_h(x, x') = \frac{1}{2} \|x - x'\|^2 \) and \( H'(z, z') := d_h'(z, z') = \frac{1}{2} \|z - z'\|^2 \), see Section 3.2 in [2]. Furthermore, in Section 7, example (a) of [20] was showed that \( (d_h, H) \in \mathcal{F}_+(\mathbb{R}^n) \) and \( (d_h', H') \in \mathcal{F}_+ (\mathbb{R}^m) \) satisfying the condition (Iviii) of Definition 2.1. Note that in this case the (PMapD) algorithm is exactly the PCPM algorithm (proposed to solve the problem (CP) with \( B = -I, b = 0 \), see [5]) and (41) holds with \( \bar{\alpha} = 1 \).

- **Induced proximal distances by the Second-order homogeneous distances.**
  Let \( \varphi : \mathbb{R} \to \mathbb{R} \cup \{+\infty\} \) be a closed, convex, proper function such that \( \text{dom} \varphi \subset \mathbb{R}_+ \) and \( \text{dom} \varphi = \mathbb{R}_+^+ \). We suppose in addition that \( \varphi \) is \( C^2(\mathbb{R}_+^+) \), strictly convex, and nonnegative on \( \mathbb{R}_+^+ \) with \( \varphi(1) = \varphi'(1) = 0 \). We denote
by \( \Phi \) the class of such kernels and \( \bar{\Phi} \) the subclass of these kernels satisfying
\[
\varphi''(1)(1-1/t) \leq \varphi'(t) \leq \varphi''(1)(t-1), \quad \forall t > 0.
\]

Let \( \varphi(t) = \mu p(t) + \frac{\nu}{2}(t-1)^2 \) with \( \nu \geq \mu p''(1) > 0 \), \( p \in \bar{\Phi} \) and let the associated proximal distance be defined by
\[
d_\varphi(x, y) = \sum_{j=1}^{n} y_j^2 \varphi \left( \frac{x_j}{y_j} \right).
\]

The use of \( \varphi \)-divergence proximal distances is particularly suitable for handling polyhedral constraints. Let \( C = \{ x \in \mathbb{R}^n : Ax < b \} \), where \( A \) is an \((m,n)\) matrix of full rank \( m \geq n \). Particularly important cases include \( C = \mathbb{R}_+^n \) or \( C = \{ x \in \mathbb{R}_+^n : a_i < x_i < b_i \forall i = 1, \ldots, n \} \), with \( a_i, b_i \in \mathbb{R} \).

In Section 7, example (c) of [20] was showed that for \( H(x, y) = \bar{\eta} \|x - y\|^2 \) with \( \bar{\eta} = 2^{-1}(\nu + \mu p''(1)) \), we have \((d_\varphi, H) \in \mathcal{F}_+(\mathbb{R}^n_+)\) and analogously we can obtain \((d_\varphi', H') \in \mathcal{F}_+(\mathbb{R}^n_+)\) satisfying the condition (Iviii) of Definition 2.1. Now, we note that for \( \bar{\eta} = 1/2 \) (for example when \( 1/2 \leq \nu < 1 \) and \( \mu = \frac{1-\nu}{\nu^2} \)) the condition (41) holds with \( \alpha = 1 \).

It is interesting to notice that considering the exact version of (PMApD) Algorithm, one is also able to obtain a linear rate of convergence result but with respect to function \( \dot{H} \). Before, we give the following result.

**Proposition 4.6** Suppose that the assumptions of Theorem 3.2 are satisfied. Let \( \{ \bar{w}^k \} \) and \( \{ \bar{p}^k \} \) be sequences generated by the exact version of (PMApD) algorithm.

Let \((x^*, z^*)\) be an optimal solution of \((CP)\), and let \( y^* \) be a corresponding Lagrange multiplier, then we have, for each \( k \),
\[
\dot{H}(w^*, \bar{w}^{k+1}) \leq \dot{H}(w^*, \bar{w}^k) - D\{\|\bar{x}^{k+1} - \bar{x}^k\|^2 + \|\bar{z}^{k+1} - \bar{z}^k\|^2 + \|\bar{p}^{k+1} - \bar{y}^{k+1}\|^2
\]
\[
+ \|\bar{p}^{k+1} - \bar{y}^{k+1}\|^2\}
\]

where \( D := \min\{\frac{\nu^2}{2\bar{\eta}^2} - 2(\bar{c} - \eta)^2\|A\|^2, \frac{\nu^2}{2\bar{\eta}^2} - 2(\bar{c} - \eta)^2\|B\|^2, \frac{1}{2}\} \).

**Proof.** Since a similar result to Lemma 4.2 can be obtained for the sequences \( \{ \bar{w}^k \} \) and \( \{ \bar{p}^k \} \), then the proof is analogous to the proof of Proposition 4.3.

**Theorem 4.7** Let \((d_0, H_0) \in \mathcal{F}_+(\bar{C}), (d'_0, H'_0) \in \mathcal{F}_+(\bar{K})\) satisfying the condition (Iviii) and \( \dot{H}(w, w') < (\bar{\beta}/2)\|w - w'\|^2 \), for some \( \bar{\beta} > 0 \). Let \( \{ (\bar{x}^k, z^k, \bar{y}^k) \} \), \( \{ \bar{p}^k \} \) the sequences generated by the exact version of (PMApD) algorithm and suppose that the assumptions of Theorem 3.2 and \((T_1) - (T_3)\) hold. Then, \( \{ \bar{w}^k \} := \{(\bar{x}^k, \bar{p}^k, \bar{z}^k)\} \) converges linearly to the unique optimal solution \( w^* := (x^*, z^*, y^*) \), that is, there exists an integer \( \bar{k} \) such that
\[
\dot{H}(w^*, \bar{w}^{k+1}) \leq \bar{\theta}\dot{H}(w^*, \bar{w}^k), \quad \forall k \geq \bar{k}
\]

with \( \bar{\theta} = (a^2N)/\left(a^2N + 2D/\bar{\beta}\right) < 1 \). 
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Proof. From Step 2 of the exact version of (PAMAPD) algorithm, we have

\[-\lambda_k^{-1}\nabla_1 d(\hat{x}^{k+1}, \hat{x}^k) \in \partial f^k(\hat{x}^{k+1}),\]
\[-\lambda_k^{-1}\nabla_1 d'(\hat{z}^{k+1}, \hat{z}^k) \in \partial g^k(\hat{z}^{k+1}),\]

furthermore,

\[0 = \partial f(\hat{x}^{k+1}) + A^T \hat{y}^{k+1} - A^T (\hat{y}^{k+1} - \hat{p}^{k+1}) + \lambda_k^{-1}\nabla_1 d(\hat{x}^{k+1}, \hat{x}^k), \tag{42}\]
\[0 = \partial g(\hat{z}^{k+1}) + B^T \hat{y}^{k+1} - B^T (\hat{y}^{k+1} - \hat{p}^{k+1}) + \lambda_k^{-1}\nabla_1 d'(\hat{z}^{k+1}, \hat{z}^k). \tag{43}\]

From Step 4 of the exact version of (PAMAPD) algorithm, we have

\[
\bar{y}^{k+1} = \hat{y}^k + \lambda_k (A\hat{x}^{k+1} + B\hat{z}^{k+1} - b),
\]

then from (42), (43), (44) and Definition of S, see (9), we obtain

\[(\pi_k, \sigma_k, \xi_k) \in S(\hat{x}^{k+1}, \hat{z}^{k+1}, \hat{y}^{k+1})\]

where

\[
\pi_k := A^T (\hat{y}^{k+1} - \hat{p}^{k+1}) - \lambda_k^{-1}\nabla_1 d(\hat{x}^{k+1}, \hat{x}^k), \tag{45}\]
\[
\sigma_k := B^T (\hat{y}^{k+1} - \hat{p}^{k+1}) - \lambda_k^{-1}\nabla_1 d'(\hat{z}^{k+1}, \hat{z}^k), \tag{46}\]
\[
\xi_k := -\lambda_k^{-1}(\hat{y}^{k+1} - \hat{y}^k). \tag{47}\]

From Step 1 and 4 of exact version of (PAMAPD) algorithm, \(\bar{p}^{k+1} = \hat{y}^k + \lambda_k (A\hat{x}^k + B\hat{z}^k - b)\) and \(\bar{y}^{k+1} = \hat{y}^k + \lambda_k (A\hat{x}^{k+1} + B\hat{z}^{k+1} - b)\) then by subtracting, we obtain

\[
\bar{y}^{k+1} - \bar{p}^{k+1} = \lambda_k (A(\hat{x}^{k+1} - \hat{x}^k) + B(\hat{z}^{k+1} - \hat{z}^k)). \tag{48}\]

Substituting (48) in (45)-(47), we get

\[
\pi_k = \lambda_k A^T (A(\hat{x}^{k+1} - \hat{x}^k) + B(\hat{z}^{k+1} - \hat{z}^k)) - \lambda_k^{-1}\nabla_1 d(\hat{x}^{k+1}, \hat{x}^k) \tag{49}\]
\[
\sigma_k = \lambda_k B^T (A(\hat{x}^{k+1} - \hat{x}^k) + B(\hat{z}^{k+1} - \hat{z}^k)) - \lambda_k^{-1}\nabla_1 d'(\hat{z}^{k+1}, \hat{z}^k) \tag{50}\]
\[
\xi_k = -\lambda_k^{-1}(\hat{y}^{k+1} - \hat{y}^k). \tag{51}\]

From assumption (T3), \(\nabla_1 d_0(\cdot, u)\) is locally Lipschitz continuous, and since \(\|\hat{x}^{k+1} - x^\infty\| \to 0\) with \(x^\infty \in \mathcal{C}\) then, there exists \(\alpha_1 > 0, k_1', k_1'' \in \mathbb{N}\) such that

\[
\|\nabla_1 d_0(\hat{x}^{k+1}, \hat{x}^k) - \nabla_1 d_0(\hat{x}^k, \hat{x}^k)\| \leq \alpha_1 \|\hat{x}^{k+1} - \hat{x}^k\|, \quad \forall k \geq k_1'' := \max\{k_1', k_1''\},
\]
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therefore,
\[ \| \nabla_1 d(x^{k+1}, \bar{x}^k) \| = \| \nabla_1 d_0(\bar{x}^{k+1}, \bar{x}^k) + \mu(\bar{x}^{k+1} - \bar{x}^k) \| \\
\leq \| \nabla_1 d_0(\bar{x}^{k+1}, \bar{x}^k) - \nabla_1 d_0(x^k, \bar{x}^k) \| + \mu \| \bar{x}^{k+1} - \bar{x}^k \| \\
\leq (\alpha_1 + \mu) \| \bar{x}^{k+1} - \bar{x}^k \|, \ \forall k \geq k''_1 := \max \{ k'_1, k''_1 \}. \tag{52} \]

Analogously, from Assumption \((T_3)\) and since \( \| \bar{z}^{k+1} - z^\infty \| \to 0 \) with \( z^\infty \in \mathcal{K} \) then, there exists \( \alpha_2 > 0, k'_2, k''_2 \in \mathbb{N} \) such that
\[ \| \nabla_1 d'_0(\bar{z}^{k+1}, \bar{z}^k) - \nabla_1 d'_0(z^k, \bar{z}^k) \| \leq \alpha_2 \| \bar{z}^{k+1} - \bar{z}^k \|, \ \forall k \geq k''_2 := \max \{ k'_2, k''_2 \}, \]
thus,
\[ \| \nabla_1 d'(\bar{z}^{k+1}, \bar{z}^k) \| \leq (\alpha_2 + \mu') \| \bar{z}^{k+1} - \bar{z}^k \|, \ \forall k \geq k''_2 := \max \{ k'_2, k''_2 \}. \tag{53} \]

Then, from (52) and (53) in (49)-(51) with \( \eta < \lambda_k < \bar{c} - \eta \), it is clear that,
\[ (\pi_k, \sigma_k, \xi_k) \to 0, \ (k \to +\infty). \]

That is, there exists \( \tilde{k} \) such that \( \| (\pi_k, \sigma_k, \xi_k) \| < \tau \) for all \( k \geq \tilde{k} \) and using the Assumption \((T_1)\) and the facts that \( 0 \in S(x^*, z^*, y^*) \) e \( (\pi_k, \sigma_k, \xi_k) \in S(\bar{x}^{k+1}, \bar{z}^{k+1}, \bar{y}^{k+1}) \), with the choice
\[ w^* = (x^*, z^*, y^*) \ \ \ \ \ \ \ v = (\pi_k, \sigma_k, \xi_k), \]
we obtain
\[ \| \bar{w}^{k+1} - w^* \| \leq a \| (\pi_k, \sigma_k, \xi_k) \| \ \ \forall k \geq \tilde{k}. \tag{54} \]

We note that if \( a = 0 \) then \( \bar{w}^{k+1} = w^* \ \forall k \geq \tilde{k} \), then the (PMAOD) algorithm would not have asymptotic convergence, therefore we consider \( a > 0. \)

We will estimate the right side of inequality (54). Using the definition of \( (\pi_k, \sigma_k, \xi_k) \) and the inequality \( (r + q)^2 \leq 2(r^2 + q^2) \), we obtain
\[ \| \pi_k \|^2 \leq 4\lambda_k^2 \| A^T A \|^2 \| x^{k+1} - \bar{x}^k \|^2 + \| A^T B \|^2 \| z^{k+1} - \bar{z}^k \|^2 + 2\lambda_k^{-2} \| \nabla_1 d(\bar{x}^{k+1}, \bar{x}^k) \|^2 \]
\[ \| \sigma_k \|^2 \leq 4\lambda_k^2 \| B^T A \|^2 \| x^{k+1} - \bar{x}^k \|^2 + \| B^T B \|^2 \| z^{k+1} - \bar{z}^k \|^2 + 2\lambda_k^{-2} \| \nabla_1 d'(\bar{z}^{k+1}, \bar{z}^k) \|^2 \]
\[ \| \xi_k \|^2 \leq 2\lambda_k^{-2} \| \bar{y}^{k+1} - \bar{y}^k \|^2 + 2\| \bar{y}^{k+1} - \bar{y}^k \|^2, \]
thus, from (52), we obtain
\[ \| \pi_k \|^2 \leq (4\lambda_k^2 \| A^T A \|^2 + 2(\alpha_1 + \mu)^2 \lambda_k^{-2}) \| x^{k+1} - \bar{x}^k \|^2 + 4\lambda_k^2 \| A^T B \|^2 \| z^{k+1} - \bar{z}^k \|^2, \ \forall k \geq k''_1 \]
\[ \| \sigma_k \|^2 \leq 4\lambda_k^2 \| B^T A \|^2 \| x^{k+1} - \bar{x}^k \|^2 + 2(\alpha_2 + \mu')^2 \lambda_k^{-2} + 4\lambda_k^2 \| B^T B \|^2 \| z^{k+1} - \bar{z}^k \|^2, \ \forall k \geq k''_2 \]
\[ \| \xi_k \|^2 \leq 2\lambda_k^{-2} \| \bar{y}^{k+1} - \bar{y}^k \|^2 + 2\| \bar{y}^{k+1} - \bar{y}^k \|^2. \]
Therefore, for all $k \geq k_3'' := \max\{k_1'', k_2''\}$, we obtain
\[
\|\pi_k, \sigma_k, \xi_k\| = \|\pi_k\|^2 + \|\sigma_k\|^2 + \|\xi_k\|^2 \\
\leq D_k\{\|\tilde{x}^{k+1} - \tilde{x}^{k}\|^2 + \|\tilde{z}^{k+1} - \tilde{z}^{k}\|^2 + \|\tilde{p}^{k+1} - \tilde{y}^{k+1}\|^2 + \|\tilde{p}^{k+1} - \tilde{y}^{k}\|^2\} \\
\tag{55}
\]
where
\[
D_k := \max\{4\lambda_k^2(\|A^T A\|^2 + \|B^T A\|^2) + 2(\alpha_1 + \mu)\lambda_k^{-2}; 4\lambda_k^2(\|A^T B\|^2 + \|B^T B\|^2) + 2(\alpha_2 + \mu')\lambda_k^{-2}, 2\lambda_k^{-2}\},
\]
From the proof of Theorem 4.5, we have
\[
0 < M \leq D_k < N. \tag{56}
\]
where $M = 2(\bar{c} - \eta)^{-2} > 0$ and
\[
N := \max\{4(\bar{c} - \eta)^2(\|A^T A\|^2 + \|B^T A\|^2) + 2(\alpha_1 + \mu)\eta^{-2}, 4(\bar{c} - \eta)^2(\|A^T B\|^2 + \|B^T B\|^2) + 2(\alpha_2 + \mu')\eta^{-2}, 2\eta^{-2}\},
\]
Now, from (54), (55) and (56), for all $k \geq \hat{k} := \max\{\hat{k}, k_3''\}$, we obtain
\[
\|\tilde{w}^{k+1} - w^*\|^2 < a^2N\{\|\tilde{x}^{k+1} - \tilde{x}\|^2 + \|\tilde{z}^{k+1} - \tilde{z}\|^2 + \|\tilde{p}^{k+1} - \tilde{y}^{k+1}\|^2 + \|\tilde{p}^{k+1} - \tilde{y}\|^2\} \tag{57}
\]
furthermore, from Proposition 4.6, for all $k \geq 0$, we have
\[
\dot{H}(w^*, \tilde{w}^{k+1}) \leq \dot{H}(w^*, \tilde{w}^{k}) - D\{\|\tilde{x}^{k+1} - \tilde{x}\|^2 + \|\tilde{z}^{k+1} - \tilde{z}\|^2 + \|\tilde{p}^{k+1} - \tilde{y}^{k+1}\|^2 + \|\tilde{p}^{k+1} - \tilde{y}\|^2\} \tag{58}
\]
thus, multiplying by $D$ and $a^2N$ in the inequalities (57) and (58), respectively and after adding, we obtain
\[
D\|\tilde{w}^{k+1} - w^*\|^2 + a^2N\dot{H}(w^*, \tilde{w}^{k+1}) \leq a^2N\dot{H}(w^*, \tilde{w}^{k}) \quad \forall k \geq \hat{k}. \tag{59}
\]
From assumptions, when $\dot{H}(w, w') < (\dot{\beta}/2)\|w - w'\|^2$.

Defining $\hat{\theta} := \frac{a^2N}{a^2N + 2D/\dot{\beta}}$, the inequality in (59) reduces to
\[
\dot{H}(w^*, \tilde{w}^{k+1}) \leq \hat{\theta}\dot{H}(w^*, \tilde{w}^{k}) \quad \forall k \geq \hat{k}. \tag{60}
\]

\[\blacktriangleleft\]

Remark 8 In Theorem 4.7, the condition
\[
\dot{H}(w, w') < (\dot{\beta}/2)\|w - w'\|^2, \tag{60}
\]
is fundamental to obtain the linear rate of convergence. Note also that, we have a broad class of induced proximal distances satisfying this condition. In fact, consider the following cases

• In addition to the examples given in Remark 7 a broader class of induced proximal distances by the Second-order homogeneous proximal dis-
stances satisfy this condition, because we have $H(x, y) = \bar{\eta} \|x - y\|^2$ with $\bar{\eta} = 2^{-1}(\nu + \mu \varphi''(1))$ for any $\nu \geq \mu \varphi''(1) > 0$, then we can obtain (60) taking $\hat{\beta}$ sufficiently large.

- Other class of induced proximal distances that satisfy the condition (41) are the induced proximal distances by double regularization distances, introduced by Silva and Eckstein [21]. In [4], Remark 4.2, Burachik and Dutta showed that double regularization distances, defined by

$$\hat{d}(x, y) = \sum_{i=1}^{n} d_i(x, y) + \mu \|x - y\|^2$$

where $d_i(x, y)$ satisfy conditions given in [4], verify the definition of proximal distances. Moreover, if $\mu > 1$, then it is proved in [21], Lemma 3.3 and 3.4, that $\langle c - b, \nabla_1 \hat{d}(b, a) \rangle \leq H(c, a) - H(c, b) - \gamma H(b, a)$ with $H(x, y) = \frac{\mu + 1}{2} \|x - y\|^2$ and $\gamma := \frac{\mu - 1}{2}$. From Remark 4.2 of [4], it is not difficult prove that $(d_\varphi, H) \in F_+^{\infty}(\mathbb{R}_+^n)$ as well as, it is clear that the condition (Iviii) of Definition 2.1 is satisfied. Therefore, we can obtain (60) taking $\hat{\beta}$ sufficiently large.

5. Some Discussions

(1) Recent progress in splitting methods exhibits explicit linear convergence rate under standard assumptions, see for example the works of Auslender and Teboulle [2], Goldfarb et al. [9] and Chen and Teboulle [5]. Of fact, Auslender and Teboulle, [2], developed an interior gradient method for convex conic problems using proximal distances, and were able to exhibit an $O(1/k^2)$ global convergence rate estimate for function values motivated from the work of Nesterov [16]. Goldfarb et al.,[9], presented alternating linearization algorithms based on an alternating direction augmented Lagrangian approach for minimizing the sum of two convex functions, they showed that their basic method require at most $O(1/\epsilon)$ iterations to obtain an $\epsilon$-optimal solution, while their accelerated version require at most $O(1/\sqrt{\epsilon})$ iterations, with little change in the computational effort required at each iteration. On the other hand, Chen and Teboulle, [5], developed a proximal decomposition method for convex minimization problems and showed that the iterations of their algorithm converge linearly.

We should observe that the convergence analysis of Auslender and Teboulle [2], and Goldfarb et al. [9] are with respect to the objective function values and not with respect to the sequence of points generated by the algorithms. Motivated from the work of Chen and Teboulle [5], in this paper we prove that it is possible, under mild conditions, to obtain the same linear rate of convergence of the (PMAPD) for a broad class of proximal distances.

(2) In this paper we assume three general assumptions given by $(T_1) - (T_3)$, see Section 4. The first and second are standard assumptions and were suggested by Rockafellar (see [18], p. 100), to derive the rate of convergence of the proximal method of multipliers. It was used in the work of Chen and Teboulle [5] and it also is used here to derive the rate of convergence for (PMAPD) algorithm. The other one is with respect to the proximal distance, which is satisfied by $\varphi$-divergence proximal distances, second order homogeneous proximal distances and some Bregman distances, when the optimal point
$(x^*, z^*)$ is an interior point of the set of constraints, see Remark 3.

Conclusions and future researches

In this paper, we show that the inexact proximal multiplier method using regularized proximal distances called (PMAPD), proposed by us in [20], for solving convex minimization problems with a separable structure, converges linearly to an optimal solution of the problem in two cases.

In the first case, the condition $\hat{H}(w, w') = (\hat{\alpha}/2)\|w - w'\|^2$ is fundamental to obtain the linear rate of convergence to the inexact version of (PMAPD). This condition is satisfied by a broad class of induced proximal distances, as for example: a) induced proximal distances by the Second-order homogeneous proximal distances $d_\varphi(x, y) = \sum_{j=1}^{n} x_j^2 \varphi(x_j/y_j)$, where $\varphi(t) = \mu p(t) + \nu(t-1)^2$, $p \in \Phi_2$ with $\nu \geq \mu p''(1) > 0$ (to satisfy the condition to $\hat{H}(\cdot, \cdot)$, here should be taken $\nu + \mu p''(1) = 1$). b) induced proximal distances by Bregman distances with the kernel function $h(x) = \frac{1}{2} \sum_{i=1}^{n} x_i^2$.

In the second case, the condition $\hat{H}(w, w') < (\hat{\beta}/2)\|w - w'\|^2$ is fundamental to obtain the rate of convergence to the exact version of (PMAPD), and this is satisfied by a large class of induced proximal distances, as for example, induced proximal distances by the Second-order homogeneous proximal distances (here may be taken $\nu + \mu p''(1) > 0$ arbitrarily) and induced proximal distances by double regularization distances.

A future research may include to find a variant of the (PMAPD) method to obtain superlinear rate of convergence, as also, to perform computational experiments and comparison with other methods in the literature. The extension of the (PMAPD) to solve more general problems, such as, quasiconvex optimization and variational inequalities are desirable.
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