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Abstract. The ensemble density functional theory is valuable for simulations of metallic systems due to the absence of a gap in the spectrum of the Hamiltonian matrices. Although the widely used self-consistent field iteration method can be extended to solve the minimization of the total energy functional with respect to orthogonality constraints, there is no theoretical guarantee on the convergence of these algorithms. In this paper, we consider an equivalent model with a single variable and a single spherical constraint by eliminating the dependence on the fractional occupancies. A proximal gradient method is developed by keeping the entropy term but linearizing all other terms in the total energy functional. Convergence to the stationary point is established. Numerical results in the KSSOLV toolbox under the Matlab environment show that they can outperform SCF consistently on many metallic systems.
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1. Introduction. Kohn-Sham Density functional theory (KS-DFT) [19, 21] has been widely used in ab initio electronic-structure calculations to accurately predict electronic, optical, structural and other properties of molecules and solids. It is often formulated as a constrained electron total energy minimization problem or a nonlinear eigenvalue problem known as the Kohn-Sham equations. The Kohn-Sham equations are the first-order necessary optimality condition of the constrained energy minimization problem. With the fundamental development of both theory and algorithms for DFT coupled with the increasingly powerful computer resources, it is now possible to simulate many materials properties with a precision that is often comparable to that of real experiments.

It is well known that the standard formulation of the Kohn-Sham problem is more difficult to solve numerically for metals than for insulators or semiconductors [12, 11, 17, 23, 29, 36]. For insulators and semiconductors, there exists a gap in the spectrum of the Kohn-Sham Hamiltonian near the vicinity of what is known as the Fermi level or chemical potential. For metallic systems, such a gap is very small or absent. Note that our definition of metallic systems pertains to both periodic systems (solids) and isolated systems such as molecules and atoms although in this paper, we will focus mainly on isolated systems with no special symmetry in our numerical study. The existence of a gap in the spectrum of the Kohn-Sham Hamiltonian makes invariant subspace associated with eigenvalues below the gap well defined and relatively easy to compute. Without such a gap, the standard formulation of Kohn-Sham problem becomes ill-posed because the desired invariant subspace cannot be easily separated. This ill-posedness leads to some ambiguity in the definition of the electron charge density and numerical difficulty in obtaining a self-consistent solution.

To overcome the difficulty of the standard formulation for metallic systems, alternative formulations have been developed. These formulation include the finite-temperature statistical ensembles [30] and the finite-temperature ensemble DFT (E-DFT) [11, 17, 23, 29, 36]. In these formulations, each KS eigenpair is associated with an occupation
number that assumes a value between 0 and 1. The total energy of the electronic system contains an additional temperature dependent entropy term that reflects the statistical nature of electron occupation. Other extensions of the standard KSDFT model include the extended KSDFT models defined in [1, 10, 16] which we will discuss in section 2.3. Numerical methods have been developed to compute the solution of these models.

Broadly speaking, there are two classes of methods for computing the solution to the standard Kohn-Sham problem. The first class of methods focus on the first order necessary condition, and use a Newton-like method to find the approximate solution of the Kohn-Sham problem. This class of methods is often called a self-consistent field iteration (SCF). The interested reader is referred to [5, 6, 7, 8, 9] for discussions of the SCF iteration and its theoretical properties. The second class of methods try to minimize the total energy functional directly [2, 4, 32, 33, 39, 40, 25, 31]. They are sometimes called direct minimization methods. The first class of methods have been extended to compute solutions of the ensemble Kohn-Sham DFT problem [11, 17, 29, 36]. In this approach, the Fermi-level is introduced as an extra degree of freedom that is solved iteratively. The occupation numbers can be readily evaluated once the eigenvalues of the KS Hamiltonian and the Fermi-level are known. There has not been a significant amount of effort on extending direct minimization methods to solve the ensemble DFT problem. We will focus on this approach in this paper.

One of the challenges with developing a direct minimization method for EDFT is the need to treat occupation numbers as additional degrees of freedom to be optimized. These extra degrees of freedom makes modification of the existing algorithm nontrivial. We will show that an explicit parameterization of the occupation number can be avoided by an equivalent alternative formulation of the EDFT minimization problem.

One of the major difficulties in direct minimization methods is related to orthogonality constraints. A direct constrained minimization (DCM) algorithm is designed in [48] where the new search direction is built from a subspace spanned by the current approximation to the optimal wavefunction, the preconditioned gradient and the previous search direction. Trust region methods [14, 15, 37, 38, 47] substitute the linear eigenvalue problem in SCF by the so called trust-region subproblems and monotonic reduction of the total energy can be achieved by imposing a suitable update of the trust region radius. The adaptive regularized SCF approach in [41] takes advantage of the Hessian of the total energy functional and establishes rigorous global convergence to the first-order optimality conditions. A projected gradient-type method is studied in [42, 50]. One computational benefit is that the computation of linear eigenvalue problems is no longer needed. The main costs of the approach arise from the assembling of the total energy functional and its gradient on manifold and the projection onto the manifold. These tasks are cheaper than eigenvalue computation and they are often more suitable for parallelization as long as the evaluation of the total energy functional and its partial derivative is efficient. Numerical results in [50] based on the software package Octopus\(^1\) show that they can outperform SCF consistently on large molecular systems, including carbon nano-tube, biological ligase 2JMO (C\textsubscript{178}H\textsubscript{283}O\textsubscript{50}N\textsubscript{57}S\textsubscript{5}) and protein fasciculin2 (C\textsubscript{276}H\textsubscript{442}O\textsubscript{90}N\textsubscript{88}S\textsubscript{10}).

In this paper, we aim to develop gradient type approaches for solving the ensemble DFT. Notice that the gradient approaches in [42, 50] can be applied to the ensemble DFT directly due to the additional variable and constraints on the fractional occupancies. We first show a derivation of an alternative model with a single spherical constraint. The variable on the fractional occupancies is eliminated and only one variable, denoted by \(Z\) (which is a \(n \times p\) complex matrix), is involved in the new model. The entropy term plays a role as a regularization term on the singular value of the variable \(Z\). Our model is related to, but different from the one-body density formulation considered in [1, 10, 16] whose variable is the \(n \times n\) density matrix. Since the gradient of the entropy tends to blow up if some of the singular values of \(Z\) are close to 0 or 1, our experiences show that the gradient approaches in [42, 50] encountered numerical difficulties as the iteration converges. It is also not obvious to extend the regularized SCF method [41] to solve the

\(^1\)OCTOPUS. http://www.tddft.org/programs/octopus.
ensemble DFT because this approach requires the computation of the Hessian-vector product of objective function but evaluating the Hessian-vector product of the entropy term in our new model is impractical. Inspired by the recent progress on sparse and low-rank matrix optimization [18, 43, 44, 28] for minimizing a summation of a Lipschitz continuously differentiable function and a possibly nonsmooth function, we design a proximal gradient methods for our model. In each subproblem, the entropy term is kept but other terms are linearized and a proximal term is added to ensure convergence. Although the subproblem has no explicit closed-form solution, it can be solved efficiently using a Lagrangian approach. Convergence to a point satisfying the first-order optimality conditions is proved. The numerical performance of our proximal gradient methods is further improved by the state-of-the-art acceleration techniques such as Barzilai-Borwein steps and non-monotone line search with global convergence guarantees. Our approaches can quickly reach the vicinity of an optimal solution and produce a moderately accurate approximation, at least in our numerical examples.

This paper is organized as follows. In Section 2, we review the model of the ensemble DFT, derive the first-order optimality conditions and present the corresponding SCF iteration method. An equivalent model with a single spherical constraint is proposed in Section 2.5. A nonmonotone proximal gradient method, the techniques on solving the optimality conditions and present the corresponding SCF iteration method. An equivalent model with a single spherical numerical examples.

1.1. Notation and Preliminaries. For a matrix $X \in \mathbb{C}^{m \times n}$, the matrices $X^*$, Re$(X)$ and Im$(X)$ denote the complex conjugate, the complex conjugate transpose, and the real and imaginary parts of $X$, respectively. The set of $n \times n$ Hermitian matrix is denoted by $S^{n \times n}$, $I_n \in \mathbb{R}^{n \times n}$ stands for the $n$-dimensional identity matrix and $e$ denotes the vector of all ones. The notation $X \succeq 0$ means that the matrix $X \in S^{n \times n}$ is positive semidefinite. For a vector $d \in \mathbb{C}^n$, the operator $\text{Diag}(d)$ returns a square diagonal matrix in $\mathbb{C}^{n \times n}$ with the elements of $d$ on the main diagonal, while conversely $\text{diag}(X)$ returns the vector in $\mathbb{C}^n$ containing the main diagonal elements of the square matrix $X \in \mathbb{C}^{n \times n}$. The trace of $X$, i.e., the sum of the elements on the main diagonal of a square matrix $X \in \mathbb{C}^{n \times n}$, is denoted by $\text{tr}(X)$. The Frobenius inner product for matrices $X, Y \in \mathbb{C}^{m \times n}$ is defined as $\langle X, Y \rangle = \text{tr}(X^*Y)$ and the corresponding Frobenius norm $\| \cdot \|_F$ is given by $\|X\|_F = \langle X, X \rangle^{1/2} = (\sum_{i,j} |X_{ij}|^2)^{1/2}$. The Hadamard product $X \circ Y$ is defined componentwise as $(X \circ Y)_{ij} = X_{ij}Y_{ij}$. For a Hermitian matrix $F \in \mathbb{C}^{n \times n}$ the operators $\lambda_i(F), \lambda_{\min}(F)$ and $\lambda_{\max}(F)$ denote the $i$-th, the smallest and the largest eigenvalue, respectively. Given two matrices $X \in \mathbb{C}^{m \times n}$ and $Y \in \mathbb{C}^{n \times m}$, the trace identity is $\text{tr}(XY) = \text{tr}(YX)$. For $X, Y \in \mathbb{C}^{m \times n}$ and $v \in \mathbb{C}^n$, it holds

\begin{equation}
(X \circ Y)v = \text{diag}(X\text{Diag}(v)Y^*) .
\end{equation}

2. Preliminaries.

2.1. The KSDFT Model. The KSDFT model [22] expresses the total energy of an interacting many-electron system in terms of single-electron wavefunctions associated with a non-interacting reference system. When spin is ignored, the KS total energy functional can be written as [46]

\begin{equation}
E_{KS}(\{\psi_i\}) = \frac{1}{2} \sum_{i=1}^{p_e} \int_\Omega \|\nabla \psi_i(r)\|^2 dr + \int_\Omega \rho(r)V_{ion}(r)dr + \frac{1}{2} \int_\Omega \int_\Omega \frac{\rho(r)\rho(r')}{|r-r'|} dr dr' + E_{xc}(\rho),
\end{equation}

where $p_e$ represent the total number of (valence) electron pairs, $\psi_i, i = 1, 2, \ldots, p_e$ are single-particle wavefunctions that satisfy the orthonormality constraint $\int \psi_i^* \psi_j dr = \delta_{ij}, r \in \mathbb{R}^3$, $\Omega \subseteq \mathbb{R}^3$ and the charge density $\rho(r)$ is defined by $\rho(r) = \sum_{i=1}^{p_e} |\psi_i(r)|^2$. The function $V_{ion}(r) = \sum_{j=1}^{n_u} q_j/\|r - \hat{r}_j\|$ represents the ionic potential induced by the $n_u$ nuclei, where $\hat{r}_j$ and $q_j$ are the position and charge of the $j$th nucleus, respectively. $E_{xc}(\rho)$ is the exchange-correlation.
energy, which accounts for the non-interacting reference system fails to capture. Finding the ground state energy of the system is equivalent to solving the following minimization problem

\[
\inf_{\psi_i} E_{KS}(\{\psi_i\}) \quad \text{s.t.} \quad \int_\Omega \psi_i(r)^* \psi_j(r) \, dr = \delta_{ij}, \quad 1 \leq i, j \leq p_e.
\]

(2.2)

The continuous KSDFT model can be discretized by either a planewave expansion scheme or real space approaches including finite difference, finite element, finite volume and wavelet methods. Using a suitable discretization scheme whose spatial degree of freedom is \(n\) (for more details we refer the reader to [46]), the electron wavefunctions can be approximated by a matrix \(X = [x_1, \ldots, x_{p_e}] \in \mathbb{C}^{n \times p_e}\). They satisfy the orthogonality constraint \(X^* X = I\) since the wavefunctions \(X\) must be orthogonal to each other due to physical constraints. Here, it is assumed that the basis chosen in the discretization is orthonormal. The discretized charge density can be expressed as

\[
\rho(X) = \text{diag}(XX^*) = \sum_{i=1}^{p_e} |x_i|^2.
\]

(2.3)

To simplify notation, we write the discretized total energy function as:

\[
E(X) = \frac{1}{2} \text{tr}(X^* L X) + \text{tr}(X^* V_{ion} X) + \frac{1}{2} \rho^T L^\dagger \rho + e^T \epsilon_{xc}(\rho)
\]

(2.4)

where \(L\) is a finite dimensional representation of the Laplacian operator, \(V_{ion}\) is the ionic pseudopotentials sampled on a suitably chosen Cartesian grid, \(L^\dagger\) corresponds to the pseudo-inverse of \(L\) and \(\epsilon_{xc}(\rho)\) denotes the exchange correlation energy function evaluated on a spatial grid. Our simplification does not assume a particular type of discretization scheme and thus does not include additional coefficient matrices (e.g., numerical quadrature weight matrices, basis overlap matrices) associated with certain type of discretization schemes. One can think of \(L\) as a simple finite difference approximation to the Laplacian operator on a uniform grid, and assume a simple quadrature rule is used to perform all numerical integration. Such simplification does not fundamentally affect the algorithm we describe in this paper or the convergence analysis we present.

Once (2.2) is discretized, we can express the finite dimensional KSDFT model as

\[
\min_X E(X) \quad \text{s.t.} \quad X^* X = I.
\]

(2.5)

The first order necessary condition becomes a nonlinear eigenvalue problem

\[
H(X)X = \lambda X, \quad X^* X = I,
\]

(2.6)

where \(H(X) = L + V_{ion} + \text{Diag}(\text{Re}(L^\dagger \rho)) + \text{Diag}(\mu_{xc}^* e)\) with \(\mu_{xc} = \frac{\partial \epsilon_{xc}}{\partial \rho} \in \mathbb{R}^{n \times n}\), and \(\Lambda\) is a diagonal matrix containing the \(p_e\) smallest eigenvalues of \(H(X)\).

2.2. Other DFT Models. When the \(p_e\)th eigenvalue of \(H(X)\) is a multiple (or degenerate) eigenvalue, the charge density \(\rho\) in (2.3) is not well defined. Even if there is a gap between the \(p_e\)th and \(p_e+1\)st eigenvalue, finding the optimal solution to (2.5) or (2.6) can be difficult if the gap is very small. The reason is that numerically it is difficult to separate the invariant subspace associated with the smallest \(p_e\) eigenvalues from eigenvector associated with the next few eigenvalues. In that sense, the KSDFT problem can be considered ill-posed. This situation often occurs for metallic systems or molecules that contain transition metal atoms [12, 11, 17, 23, 29, 36]. To overcome numerical
difficulties associated with these types of systems, the standard KSDFT model is often modified to avoid defining the charge density by (2.3).

**2.3. Extended DFT model.** One type of modification involves working with the one-body density matrix instead of \(X\) directly. If there is a gap between the \(p\)th and \(p+1\)st eigenvalues of \(H\), then the one-body density matrix can be defined as \(D = XX^*\). In this case, \(\rho(X) = \hat{\rho}(D) := \text{diag}(D)\). Using the simplified notation \(A \equiv \frac{1}{2}L + V_{\text{ion}}\), we can express the total energy (2.4) as a function of \(D\), i.e.

\[
E(X) = \hat{E}(D) := \text{tr}(AD) + \frac{1}{2} \hat{\rho}^\top L \hat{\rho} + e^\top \epsilon_{xc}(\hat{\rho}).
\]

(2.7)

In fact, the constraints \(X^*X = I\) can be expressed equivalently in terms of \(D \in \mathbb{C}^{n \times n}\) such that

\[
D = D^*, \quad \text{tr}(D) = p_e, \quad \text{and} \quad D = D^2,
\]

since the constraint \(D = D^2\) requires that the eigenvalues of \(D\) must be either 0 or 1 and \(\text{tr}(D) = \sum_{i=1}^n \lambda_i(D) = p_e\). As a result, the KSDFT model (2.5) can be rewritten in terms of a one-body density matrix [1, 10, 16]:

\[
\min_{D \in \mathbb{C}^{n \times n}} \hat{E}(D) \quad \text{s.t.} \quad D = D^*, \quad \text{tr}(D) = p_e, \quad D = D^2.
\]

(2.8)

By relaxing \(D = D^2\) constraint to allow \(0 \leq \lambda_i(D) \leq 1\), one can obtain an extended KSDFT model [1]

\[
\min_{D \in \mathbb{C}^{n \times n}} \hat{E}(D) \quad \text{s.t.} \quad D = D^*, \quad \text{tr}(D) = p_e, \quad 0 \leq \lambda(D) \leq 1.
\]

(2.9)

A gradient projected algorithm is proposed in [10] to find the solution of (2.9).

**2.4. Ensemble DFT model.** Another way to modify the KSDFT model is to allow more wavefunctions to be included in the definition of the charge density, i.e.,

\[
\rho(r) = \sum_{i=1}^p f_i |\psi_i(r)|^2
\]

for some \(p \geq p_e\), and use fractional occupation \(0 \leq f_i \leq 1\) to ensure that the charge density sums up to the number of electron pairs. This implies that

\[
\sum_{i=1}^p f_i = p_e.
\]

To account for fractional occupation, an entropy terms \(R(f)\) scaled by a temperature factor \(\alpha = \kappa_B T\), where \(\kappa_B\) is the Boltzmann constant, is introduced in the energy functional. The entropy term has the form \(R(f) = \sum_{i=1}^p s(f_i)\), where

\[
s(t) = \begin{cases} 
t \ln t + (1-t) \ln(1-t), & 0 < t < 1, \\
0, & \text{otherwise}. \end{cases}
\]

(2.10)
This approach yields what is often known as a finite temperatu re KSDFT [11, 17, 29, 36] or an ensemble KSDFT model (EDFT). In this EDFT model, we are concerned with minimizing the Helmholtz free energy functional

\[
E_{EDFT}(\{\psi_i\}, f) = \frac{1}{2} \sum_{i=1}^{p} \int_{\Omega} f_i \|\nabla \psi_i(r)\|^2 dr + \int_{\Omega} \rho(r) V_{\text{ion}}(r) dr + \frac{1}{2} \int_{\Omega} \int_{\Omega} \frac{\rho(r) \rho(r')}{\|r-r'\|} dr dr' + E_{\text{xc}}(\rho) + \alpha R(f).
\]

Therefore, in the EDFT model, the minimization problem to be solved is

\[
\inf_{\psi, f} E_{EDFT}(\{\psi_i\}, f)
\]

\[
\text{s.t. } \int_{\Omega} \psi_i(r)^* \psi_j(r) dr = \delta_{ij}, \quad 1 \leq i, j \leq p,
\]

\[
e^T f = p_e, \quad 0 \leq f \leq 1.
\]

Similar to the KSDFT, the electron wavefunctions are approximated by \(X = [x_1, \ldots, x_p] \in \mathbb{C}^{n \times p}\) using a suitable discretization scheme. Then the discretized charge density of electrons in ensemble DFT can be written as

\[
\rho(X, f) := \text{diag}(X \text{Diag}(f) X^*).
\]

It is obvious that \(\rho(X, f)\) is real. The corresponding discretized total energy functional (2.11) is

\[
M(X, f) = \text{tr}(\text{Diag}(f) X^* A X) + \frac{1}{2} \rho^T L^T \rho + e^T \epsilon_{\text{xc}}(\rho) + \alpha R(f).
\]

The discretized ensemble total energy minimization problem becomes

\[
\min_{X \in \mathbb{C}^{n \times p}, f \in \mathbb{R}^p} M(X, f)
\]

\[
\text{s.t. } X^* X = I,
\]

\[
e^T f = p_e, \quad 0 \leq f \leq 1.
\]

If \(\bar{D} = X \text{Diag}(f) X^*\), then we have \(\rho(X, f) = \hat{\rho}(\bar{D}) := \text{diag}(\bar{D})\) and

\[
M(X, f) = \hat{M}(\bar{D}) := \text{tr}(\bar{A} \bar{D}) + \frac{1}{2} \rho^T \bar{L}^T \rho + e^T \epsilon_{\text{xc}}(\hat{\rho}) + \alpha R((\lambda_1(\bar{D}), \ldots, \lambda_p(\bar{D}))^T).
\]

Therefore, the one-body density matrix formulation of (2.15) is

\[
\min_{\bar{D} \in \mathbb{C}^{n \times n}} \hat{M}(\bar{D}) \quad \text{s.t. } \bar{D} = \bar{D}^*, \quad \text{tr}(\bar{D}) = p_e, \quad 0 \leq \lambda(\bar{D}) \leq 1, \quad \text{rank}(\bar{D}) \leq p.
\]

The rank constraint is imposed since \(X\) is a rank \(p\) matrix in (2.15).

The Lagrangian function of (2.15) is

\[
\mathcal{L}(X, f, \Lambda, \mu) := M(X, f) - \langle \Lambda, X^* X - I \rangle - \mu(e^T f - p_e),
\]
where $\Lambda \in S^{p \times p}$ and $\mu$ are the Lagrangian multipliers. The Hamiltonian matrix is

$$H(X, f) = A + \text{Diag}(\text{Re}(L^1)\rho) + \text{Diag}(\mu_{xc}e),$$

where $\mu_{xc} = \frac{\partial x_{xc}}{\partial \rho} \in \mathbb{R}^{n \times n}$. For any $f \in \mathbb{R}^{p}$, it follows from the identity (1.1) that

$$\rho(X, f) = \text{diag}(X\text{Diag}(f)x^*) = (X \circ X^*)f.$$

Hence, it can be verified that the first-order optimality conditions of (2.15) is

(2.18) \quad \frac{\partial L}{\partial f_i} = x_i^*H(X, f)x_i + \alpha \ln \left( \frac{f_i}{1-f_i} \right) - \mu = 0, \quad i = 1, \ldots, p,

(2.19) \quad e^\top f = p_e, \quad 0 \leq f \leq 1,

(2.20) \quad \frac{\partial L}{\partial X} = 2(H(X, f)X\text{Diag}(f) - XX^*) = 0,

(2.21) \quad X^*X = I.

Equation (2.18) yields

(2.22) \quad f_i = \frac{1}{1 + e^{(\gamma_i - \mu)/\alpha}},

where $\gamma_i = x_i^*H(X, f)x_i$. Substituting (2.22) into (2.19) gives

(2.23) \quad G(\mu) = \sum_{i=1}^{p} \frac{1}{1 + e^{(\gamma_i - \mu)/\alpha}} = p_e.

It is easy to verify that $G(\mu)$ is monotonic with respect to $\mu$. Hence, the solution of (2.23) is unique, and it can be obtained by, for example, using a bisection algorithm.

Equation (2.20) and the orthogonality constraints (2.21) imply that $\Lambda = X^*H(X, f)X\text{Diag}(f)$. This equation suggests that a local minimizer of $L$ is invariant under $H(X, f)$. Although the symmetric Lagrange multiplier $\Lambda$ may not necessarily be diagonal, an unitary transformation $W$ can always be chosen such that $(XW)^*H(X, f)XW = \Omega$ is diagonal. Such an unitary transform allows us to turn $\Lambda$ into a diagonal matrix.

Therefore, the well-known self-consistent field iteration (SCF) method can be extended to solve problem (2.15). Starting from an initial orthogonal matrix $X^0$, the Lagrangian multiplier $\mu^k$ at $k$-th iteration is computed by solving (2.23) with $\gamma^k_i = (x^k_i)^*H(X^{k-1}, f^{k-1})x^k_i$. Consequently, $f^k$ is updated with $\mu^k$ by using (2.22). Then one solve the linear eigenvalue problem

(2.24) \quad H(X^{k-1}, f^k)X = X\Omega, \quad X^*X = I.

The procedure is iteratively performed until convergence is met. An outline of the SCF method is described in Algorithm 7.
Algorithm 1: A SCF Method for EDFT

Given a feasible $X^0$ and $f^0$. Set $k = 0$.

**while** “convergence” is not met **do**

- Compute $\mu^k$ by solving (2.23).
- Compute $f^k$ using (2.22).
- Solve the linear eigenvalue problem (2.24) to obtain $X^k$.
- Set $k = k + 1$.

Although the SCF iteration with charge density or potential mixing works well on many problems, few theoretical convergence analysis is available. The existing convergence analysis [34, 45, 26, 27] often requires strong assumptions on the gap between the occupied and unoccupied states to guarantee either local or global convergence of the SCF iteration. When the local density approximation (LDA) or generalized gradient approximation (GGA) are used for the exchange-correlation function, the main computational bottleneck of the SCF iteration is in solving a sequence of linear eigenvalue problems. Since the number of degrees of freedom $n$ and the number of occupied states $p_e$ can be very large, the computational cost of the SCF iteration is often dominated by that associated with computing the desired eigenpairs.

2.5. An equivalent EDFT model with a single spherical constraint. Problem (2.15) is difficult to solve due to the unitary constraints $X^*X = I$ and the interaction between the variables $X$ and $f$. In this section, we present an equivalent model with a single spherical constraint. It is simpler since the unitary constraints are eliminated and only one variable is involved. We should point out that our model is related to, but different from the one-body density matrix formulation in [1, 10, 16] due to the presence of the entropy term. Furthermore, our approach represents $\bar{D} = X \text{Diag}(f) X^*$ in the form $\bar{D} = ZZ^*$ and works with $Z \in \mathbb{C}^{n \times p}$ as the single optimization variable. This formulation is more general than working with the square root $\bar{D}^{1/2}$ of the one-body density matrix and allows us to incorporate the rank constraint $\text{rank}(\bar{D}) \leq p$ directly into the column dimension of $Z$. A further advantage is that the derivative of commonly used exchange correlation energies with respect to $\bar{D}$ is usually not Lipschitz continuous at points where $\hat{\rho}(\bar{D}) = 0$, whereas for $\bar{D} = ZZ^*$ the derivative with respect to $Z$ has this property, see Lemma 3.3.

To introduce the model, let $Z \in \mathbb{C}^{n \times p}$, define the density

$$\rho = \text{diag}(ZZ^*)$$

and the energy functional

$$E(Z) := \text{tr}(Z^*AZ) + \frac{1}{2}\rho^\top L^\dagger \rho + e^\top \epsilon_{xc} (\rho).$$

(2.25)

For $Z \in \mathbb{C}^{n \times p}$, let $\sigma_i(Z)$ denote the $i$th largest singular value of $Z$ for $i = 1, \ldots, p$, $\sigma(Z) = (\sigma_1(Z), \ldots, \sigma_p(Z))^\top$ and

$$\Omega(Z) = \{(U, V) \in \mathbb{C}^{n \times p} \times \mathbb{C}^{p \times p} : U^*U = V^*V = I, Z = U \text{Diag}(\sigma(Z))V^*\}. $$

(2.26)
Then our new ensemble DFT model is

\[
\min_{Z \in \mathbb{C}^{n \times p}} \mathcal{M}(Z) := E(Z) + \alpha R(Z^*Z)
\]

(2.27)

s.t. \[\|Z\|_F = \sqrt{F_c},\]
\[0 \leq \sigma_i(Z) \leq 1, \quad i = 1, \ldots, p,\]

where the spectral function \(R\) is defined by \(R(Z^*Z) = R(\sigma(Z)^2)\) with \((\sigma(Z)^2)_i = \sigma_i(Z)^2\).

The next theorem shows that models (2.15) and (2.27) are equivalent.

**Theorem 2.1.** The following statements are true.

1. If \((X, f)\) is an optimal solution of (2.15), then \(Z = X\text{Diag}(f^{\frac{1}{2}})\) is an optimal solution of (2.27).

2. Suppose that \(Z\) is an optimal solution of (2.27). Let \(Z = X\text{Diag}(w)V^*\) be the SVD of \(Z\) such that \(X\) and \(V\) are orthogonal and \(w\) are the singular values. Then \((X, w^2)\) is an optimal solution of (2.15).

**Proof.** Let \((X, f)\) be a minimizer of (2.15) and \(Z\) be an optimal solution of (2.27). Since \(0 \leq f \leq 1\), we can set \(Z = X\text{Diag}(f^{\frac{1}{2}})\). It can be verified that \(\text{tr}(\text{Diag}(f)X^*AX) = \text{tr}(Z^*AZ)\), \(\rho = \text{diag}(X\text{Diag}(f)X^*) = \text{diag}(ZZ^*)\), and \(Z^*Z = \text{Diag}(f)\). This shows that \(\text{tr}(Z^*Z) = e^Tf = p_e\) and \(\{f_i\}\) are the eigenvalues of \(Z^*Z\), i.e., the squared singular values of \(Z\). Hence, \(Z\) is feasible for (2.27) and it holds \(R(Z^*Z) = R(f)\) and \(\mathcal{M}(Z) = M(X, f)\). The optimality of \(Z\) yields \(\mathcal{M}(\tilde{Z}) \leq \mathcal{M}(Z) = M(X, f)\).

Conversely, let \(\tilde{Z} = X\text{Diag}(\tilde{w})\tilde{V}^*\) be the SVD of \(\tilde{Z}\) such that \(\tilde{X}\) and \(\tilde{V}\) are orthogonal and \(\tilde{w}\) are the singular values. Let \(\tilde{f}_i = \tilde{w}_i^2\). Then it can be proved similarly that \((\tilde{X}, \tilde{f})\) is a feasible solution of (2.15) and \(M(\tilde{X}, \tilde{f}) = \mathcal{M}(\tilde{Z})\). The optimality of \((X, f)\) and \(Z\), respectively, yield

\[
M(X, f) \leq M(\tilde{X}, \tilde{f}) = \mathcal{M}(\tilde{Z}) \leq \mathcal{M}(Z) = M(X, f).
\]

Thus, \(Z\) is an optimal solution of (2.27) and \((\tilde{X}, \tilde{f})\) is an optimal solution of (2.15), which completes the proof of statements 1 and 2.

**Remark 2.2.** Theorem 2.1 is formulated for optimal solutions. In a similar way, one can show that for any feasible \(Z\) of (2.27) there exists a feasible solution \((X, f)\) of (2.15) with \(\mathcal{M}(Z) = M(X, f)\) and vice versa.

Problem (2.27) is invariant under unitary transformations. Specifically, let \(U \in \mathbb{C}^{p \times p}\) be unitary and set \(\tilde{Z} = ZU\). It holds that \(Z\) is a minimizer of (2.27) if and only if \(\tilde{Z}\) is a minimizer of (2.27). The energy functional (2.25) is the same as the Kohn-Sham energy functional. Hence, we define the Hamiltonian matrix

\[
H(Z) = A + \text{Diag}(\text{Re}(L^\dagger)p) + \text{Diag}(\mu_{xe}^*)e,
\]

where \(\mu_{xe} = \frac{\partial e}{\partial p} \in \mathbb{R}^{n \times n}\). It follows from [41] that

(2.28) \[
\nabla E(Z) = 2H(Z)Z.
\]

The next lemma provides the derivative of the entropy term \(R(Z^*Z)\) with respect to \(Z\).

**Lemma 2.3.** Suppose that \(Z \in \mathbb{C}^{n \times p}\) satisfies \(0 < \sigma_i(Z) < 1\) for all \(i = 1, \ldots, p\). Let \(Z = U\text{Diag}(\sigma)V^*\) for \(\sigma = \sigma(Z)\) and some \((U, V) \in \Omega(Z)\). Then the derivative of \(R(Z^*Z)\) at \(Z\) is

(2.29) \[
\nabla R(Z^*Z) = 2U\text{Diag}(\sigma_1s'(\sigma_1^2), \ldots, \sigma_p s'(\sigma_p^2))V^*,
\]

where \(s'(t) = \ln \frac{t}{1-t}\).
Proof. Let $F = Z^*Z$. It follows from the singular value decomposition of $Z$ that $F = V \text{Diag} (\sigma_1^2, \ldots, \sigma_p^2) V^*$. Applying the derivatives of spectral functions in [24], we obtain the derivative of $R(F)$ with respect to $F$:

$$
\nabla_F R(F) = \nabla_F \left( \sum_i s(\sigma_i^2) \right) = V \text{Diag} (s'(\sigma_1^2), \ldots, s'(\sigma_p^2)) V^*,
$$

which yields

$$
\nabla_Z R(Z^*Z) = 2ZV \text{Diag} (s'(\sigma_1^2), \ldots, s'(\sigma_p^2)) V^*.\n$$

This completes the proof.

3. A Nonmonotone Proximal Gradient Method for EDFT. In this section, we propose a nonmonotone proximal gradient (NPG) for solving (2.27) inspired by the recent progress on sparse and low-rank matrix optimization. It is an extension of the fixed-point algorithm [18, 43, 44] for minimizing a summation of a Lipschitz continuously differentiable function and a possibly nonsmooth function and the iterative reweighted singular value minimization methods for $\ell_p$ regularized unconstrained matrix minimization [28].

At the $k$-th iteration, the proximal gradient method linearizes the term $E(Z)$ with a proximal term but keeps the entropy term $\alpha R(Z^*Z)$. Specifically, the subproblem is

$$
\min_{Z \in \mathbb{C}^{n \times p}} \Psi_k(\tau_k; Z) := \langle \nabla E(Z^k), Z - Z^k \rangle + \frac{1}{2\tau_k} \|Z - Z^k\|_F^2 + \alpha R(Z^*Z)
$$

subject to

$$
\|Z\|_F = \sqrt{p_e},
0 \leq \sigma_i(Z) \leq 1, \quad i = 1, \ldots, p,
$$

where $\tau_k$ is the proximal step size. Let $W^k = Z^k - \tau_k \nabla E(Z^k)$. The subproblem (3.1) can be expressed as

$$
\min_{Z \in \mathbb{C}^{n \times p}} \frac{1}{2\tau_k} \|Z - W^k\|_F^2 + \alpha R(Z^*Z)
$$

subject to

$$
\|Z\|_F = \sqrt{p_e},
0 \leq \sigma_i(Z) \leq 1, \quad i = 1, \ldots, p.
$$

Then the closed-form solution of (3.1) is computable.

**Lemma 3.1.** Given any $W^k \in \mathbb{C}^{n \times p}$ and $\tau_k, \alpha > 0$, let $U \text{Diag}(y)V^*$ be the SVD of $W^k$. Then $Y^k(\tau_k)$ is an optimal solution of (3.2) if and only if

$$
Y^k(\tau_k) = U \text{Diag}(z^k(\tau_k))V^*
$$

and

$$
z^k(\tau_k) \in \arg \min_z \psi_k(\tau_k, z) := \frac{1}{2\tau_k} \|z - y\|_F^2 + \alpha \sum_i s(z_i^2)
$$

subject to

$$
\|z\|_2 = \sqrt{p_e},
0 \leq z_i \leq 1, \quad i = 1, \ldots, p.
$$

**Proof.** The conclusion follows immediately from Lemma 3.1 in [28].
Another critical algorithmic issue is the determination of a suitable step size $\tau$. Instead of using the classical Armijo-Wolfe based monotone line search, we apply the nonmonotone curvilinear (as our search path is on the manifold rather than a straight line) search with an initial step size determined by the Barzilai-Borwein (BB) formula, which we have found more efficient for our problem. They were developed originally for the vector case in [3]. At iteration $k$, the step size is computed as

\begin{equation}
\tau_{k,1} = \frac{\langle S^{k-1}, S^{k-1} \rangle}{\langle S^{k-1}, V^{k-1} \rangle} \quad \text{or} \quad \tau_{k,2} = \frac{\langle S^{k-1}, V^{k-1} \rangle}{\langle V^{k-1}, V^{k-1} \rangle},
\end{equation}

where $S^{k-1} = Z^k - Z^{k-1}$ and $V^{k-1} = \nabla E(Z^k) - \nabla E(Z^{k-1})$. In order to guarantee convergence, the final value for $\tau_k$ is a fraction (up to 1, inclusive) of $\tau_{k,1}$ or $\tau_{k,2}$ determined by a nonmonotone search condition in [49]. Let $C_0 = \mathcal{M}(Z^0), Q_{k+1} = \eta Q_k + 1$ and $Q_0 = 1$. The new points are generated iteratively in the form $Z_{k+1} := Y^k(\tau_k)$, where $\tau_k = \tau_{k,1}\delta h$ or $\tau_k = \tau_{k,2}\delta h$ and $h$ is the smallest nonnegative integer satisfying

\begin{equation}
\mathcal{M}(Y^k(\tau_k)) \leq C_k - \frac{\gamma}{2} \|Y^k(\tau_k) - Z_k\|^2_F,
\end{equation}

where $\gamma > 0$, each reference value $C_{k+1}$ is taken to be the convex combination of $C_k$ and $\mathcal{M}(Z^{k+1})$ as $C_{k+1} = (\eta Q_k C_k + \mathcal{M}(Z^{k+1}))/Q_{k+1}$. In Algorithm 2 below, we specify our method for solving the EDFT model. Although several backtracking steps may be needed to update the $Z^{k+1}$, we observe that the BB step size $\tau_{k,1}$ or $\tau_{k,2}$ is often sufficient for (3.6) to hold in most of our numerical experiments. In the case that $\tau_{k,1}$ or $\tau_{k,2}$ is not bounded, they are reset to a finite number and convergence of our algorithm still holds.

**Algorithm 2: A NPG method for EDFT**

Given $Z^0$, set $\tau_0 > 0, \gamma, \delta, \eta \in (0,1), k = 0, Q_0 = 1, C_0 = \mathcal{M}(Z^0)$.

while convergence is not met do

\begin{algorithmic}
\State for $h = 1, 2, \ldots$ do
\State Compute $W^k = X^k - \tau_k \nabla E(Z^k)$ and its SVD.
\State Compute $Y^k(\tau_k)$ using (3.3).
\State if condition (3.6) is satisfied then break else set the step size $\tau_k = \tau_k\delta h$
\State Set $Z^{k+1} \leftarrow Y^k(\tau_k)$.
\State Compute the step size $\tau_{k+1} = \tau_{k+1,1}$ or $\tau_{k+1} = \tau_{k+1,2}$ according to (3.5).
\State Update $Q_{k+1} \leftarrow \eta Q_k + 1$ and $C_{k+1} \leftarrow (\eta Q_k C_k + \mathcal{M}(Z^{k+1}))/Q_{k+1}$.
\State $k \leftarrow k + 1$.
\end{algorithmic}

3.1. Convergence of the NPG Method. The feasible set of (2.27) is denoted by

$$\mathcal{B} = \{ Z \mid \|Z\|^2_F = p_e, \quad 0 \leq \sigma_1(Z) \leq 1 \}.$$ 

We make the following assumptions.

**Assumption 3.2.** The gradient $\nabla E$ is Lipschitz on $\text{conv} \ \mathcal{B}$, the convex hull of $\mathcal{B}$, with Lipschitz constant $L > 0$.

Assumption 3.2 holds if there is no exchange-correlation term, for example, in the Gross-Pitaevskii equation [51]. It is also true for the exchange-correlation energy defined by the Perdew & Zunger formula.

**Lemma 3.3.** Let $\bar{\gamma} = 2 \left( \frac{\alpha}{3} \right)^{1/3}$ and $(r_\alpha) = (4\pi p_e)^{-1/3}$. Consider

\begin{equation}
\epsilon_{xc} = (\epsilon_{ex} + \epsilon_{ec}) \circ \rho,
\end{equation}

where...
where \((\varepsilon_{\text{ex}})_i = -\frac{3}{2}z_i^{1/3}\) and

\[
(3.8) \quad (\varepsilon_{\text{ex}})_i = \begin{cases} 
(\varepsilon_{\text{ex}}^a)_i = A_1 + A_2(r_s)_i + (A_3 + A_4(r_s)_i) \ln(r_s)_i \quad (r_s)_i < 1, \\
(\varepsilon_{\text{ex}}^b)_i = \frac{B_1}{1 + B_2 \sqrt{(r_s)_i} + B_3(r_s)_i} \quad (r_s)_i \geq 1,
\end{cases}
\]

where (with 4 digits accuracy) \(A_1 = -0.096, A_2 = -0.0232, A_3 = 0.0622, A_4 = 0.004, B_1 = -0.2846, B_2 = 1.0529, \text{ and } B_3 = 0.3334\). Then the first-order derivative of \(\varepsilon_{\text{ex}}\) with respect to \(Z\) is Lipschitz on \(\text{conv } B\).

**Proof.** Let \((z_i)^\top\) be the \(i\)-th row of \(Z\). The definition of \(\rho\) gives \(\rho_i = \|z_i\|^2\). For any \(Z \in \text{conv } B\), we have \(1 \geq \sigma_i(Z) = \max_{\|v\|_2 = 1} \|Zv\|_2 \geq \max_i \||z_i||_2\), which implies that \(\text{conv } B \subset \{ Z; \rho_i = \|z_i\|^2 \leq 1, 1 \leq i \leq n \}\). We first consider the exchange energy term. For \(\rho_i \geq 0\), it can be verified that

\[
\frac{\partial(\varepsilon_{\text{ex}})_i}{\partial \rho_i} = -\frac{\gamma}{\rho_i^{1/3}}, \quad \frac{\partial^2(\varepsilon_{\text{ex}})_i}{\partial \rho_i^2} = -\frac{1}{3} \frac{\gamma}{\rho_i^{-2/3}} \quad (\rho_i > 0).
\]

Hence, for \(\phi_1(z_i) = (\varepsilon_{\text{ex}})_i \rho_i \bigg|_{\rho_i = \|z_i\|^2}\), there holds for all \(v, w \in \mathbb{C}^p\):

\[
\partial \phi_1(z_i)[v] = -\tilde{\gamma} \|z_i\|^{2/3}(v^* z_i + z_i^* v), \quad \text{for } z_i \in \mathbb{C}^p, \\
\partial^2 \phi_1(z_i)[v, w] = -\frac{1}{3} \tilde{\gamma} \|z_i\|^{-4/3}(v^* z_i + z_i^* v)(w^* z_i + z_i^* w) - \tilde{\gamma} \|z_i\|^{2/3}(v^* w + w^* v), \quad \text{for } z_i \in \mathbb{C}^p \setminus \{0\}.
\]

Consequently, it holds \(\phi_1(0) = 0\), \(\partial \phi_1(0) = 0\), and \(\partial^2 \phi_1(z_i) \rightarrow 0\) as \(z_i \rightarrow 0\). For \(0 \neq h \rightarrow 0\), we obtain

\[
\|\partial \phi_1(h)[v] - \partial \phi_1(0)[v]\| = \tilde{\gamma} \|h\|^{2/3}\|v^* h + h^* v\| = \|v\| O(\|h\|^{5/3}) = \|v\| O(\|h\|),
\]

which yields \(\partial^2 \phi_1(0) = 0\). Hence, \(\partial^2 \phi_1\) is continuous on \(\mathbb{C}^p\) and thus it is bounded on \(\{ z_i \in \mathbb{C}^p; \|z_i\|^2 \leq 1 \}\).

We now consider the correlation energy term. Since \(\rho_i \leq 1\), we have \((r_s)_i \geq \left(\frac{3}{2}\right)^{-1/3} =: c > 0\). The two branches \((\varepsilon_{\text{ex}}^a)_i\) and \((\varepsilon_{\text{ex}}^b)_i\) of \((\varepsilon_{\text{ex}})_i\), see (3.8), are smooth functions of \((r_s)_i\) in neighborhoods of \([c, 1]\) and \([1, \infty]\), respectively. All derivatives of \((\varepsilon_{\text{ex}}^a)_i\) are bounded on \([c, 1]\) and, for any fixed \(C > 1\), all derivatives of \((\varepsilon_{\text{ex}}^b)_i\) are bounded on \([1, C]\). Hence, \(\frac{\partial (\varepsilon_{\text{ex}}^a)}{\partial (r_s)_i}\) is Lipschitz on \([c, C]\) for any finite \(C > 1\). Therefore, to show that the gradient of \(\psi_i(z_i) := (\varepsilon_{\text{ex}})_i \rho_i \bigg|_{\rho_i = \|z_i\|^2}\) is continuously differentiable on a neighborhood of \(\{ z_i; \|z_i\|^2 \leq 1 \}\), it is sufficient to consider a neighborhood of \(z_i = 0\) as \((r_s)_i\) is unbounded only for \(z_i \rightarrow 0\). For \(\delta > 0\) sufficiently small there holds \(1 < (r_s)_i < \infty\) for all \(0 < \|z_i\| < \delta\). A short calculation shows that

\[
\frac{\partial((\varepsilon_{\text{ex}})_i \rho_i)}{\partial \rho_i} = \frac{B_1 \left(1 + \frac{\pi}{2} B_2 \sqrt{(r_s)_i} + \frac{4}{3} B_3 (r_s)_i \right)}{(1 + B_2 \sqrt{(r_s)_i} + B_3 (r_s)_i)^2},
\]

\[
\frac{\partial^2((\varepsilon_{\text{ex}})_i \rho_i)}{\partial \rho_i^2} = \frac{B_1 \pi \left(5 B_2 + (7 B_2^2 + 8 B_3)^{1/2} \sqrt{(r_s)_i} + 21 B_2 B_3 (r_s)_i + 16 B_2^2 (r_s)_i^{3/2} \right)}{27 (1 + B_2 \sqrt{(r_s)_i} + B_3 (r_s)_i)^3}.
\]

For \(0 \neq z_i \rightarrow 0\), we obtain \(\rho_i \rightarrow 0\), \((r_s)_i \rightarrow \infty\), and

\[
\left| \frac{\partial((\varepsilon_{\text{ex}})_i \rho_i)}{\partial \rho_i} \right| = O((r_s)_i^{-1}) = O(\rho_i^{1/3}), \quad \left| \frac{\partial^2((\varepsilon_{\text{ex}})_i \rho_i)}{\partial \rho_i^2} \right| = O((r_s)_i^2) = O(\rho_i^{-2/3}).
\]
Thus, for $z_i \to 0$ and all $v, w \in \mathbb{C}^p$, we have

$$|\partial \psi_i(z_i)[v]| = \left| \frac{\partial (\mathbf{e}_i^T \mathbf{r}_i)}{\partial \rho_i} (z_i^* v + v^* z_i) \right| = \|v\| O(\rho_i^{1/3} \|z_i\|) = \|v\| O(\|z_i\|^{5/3}) = \|v\| o(\|z_i\|),$$

$$|\partial^2 \psi_i(z_i)[v, w]| = \left| \frac{\partial^2 (\mathbf{e}_i^T \mathbf{r}_i)}{\partial \rho_i^2} (z_i^* v + v^* z_i) \right| = \|v\| \|w\| O(\rho_i^{1/3} + \rho_i^{-2/3} \|z_i\|^2) = \|v\| \|w\| O(\|z_i\|^{2/3}) \to 0,$$

which implies that $\partial^2 \psi_i$ is bounded in a neighborhood of 0 and $\partial^2 \psi_i(0) = 0$. Hence, $\partial \psi_i$ is Lipschitz on $\{ z_i : \|z_i\| \leq 1 \}$.

We next show that $z^k(\tau_k)$ of (3.4) does not lie on the boundary of $[0, 1]$. Note that $y \geq 0$ since the components of $y$ are singular values.

**Lemma 3.4.** For any $y \in \mathbb{R}^p_+$ and $\tau_k > 0$, the optimal solution $z^k(\tau_k)$ of (3.4) satisfies $0 < z^k_i(\tau_k) < 1$ for $i = 1, \ldots, p$.

**Proof.** For brevity, $z^k(\tau_k)$ is denoted by $\hat{z}$.

1) We first prove $\hat{z}_i > 0$ for all $i$. Assume that there exists an index $i$ such that $\hat{z}_i = 0$. Since $p_e > 0$, the constraints of (3.4) imply that there exists an index $j$ such that $0 < \hat{z}_j \leq 1$. Define a vector $w(t)$ such that

$$w_i(t) = \begin{cases} \hat{z}_i, & l \neq i, j, \\ t, & l = i, \\ \sqrt{\hat{z}_j^2 - t^2}, & l = j, \end{cases}$$

where $t > 0$ is sufficiently small. It holds that $w_i(t)^2 + w_j(t)^2 = \hat{z}_i^2 + \hat{z}_j^2 = \hat{z}_j^2$. Hence, $w(t)$ is feasible for all $t \in [0, \delta]$ with $\delta > 0$ sufficiently small and there holds $w_i(t), w_j(t) \in (0, 1)$ for all $t \in (0, \delta)$. Further, $\phi(t) := \psi_k(\tau_k; w(t))$ is smooth on $(0, \delta)$ and continuous on $[0, \delta]$. For $t \in (0, \delta)$, we obtain

$$\phi'(t) = \frac{1}{\tau_k} (t - y_i) + \frac{1}{\tau_k} w_j'(t)(w_j(t) - y_j) + \alpha s'(t^2 - 2t + \alpha s'(w_j(t)^2) \cdot 2w_j'(t)w_j(t).$$

There holds

$$w_j'(t) = -t/\sqrt{\hat{z}_j^2 - t^2}, \quad w_j'(t) = -t/\hat{z}_j + o(t), \text{ as } t \to 0^+.$$

It can be verified that

$$\lim_{t \to 0^+} \frac{1}{t} \frac{1}{\tau_k} (t - y_i) = \begin{cases} 1/\tau_k, & y_i = 0, \\ -\infty, & y_i > 0, \end{cases}$$

$$\lim_{t \to 0^+} \frac{1}{t} \frac{1}{\tau_k} w_j'(t)(w_j(t) - y_j) = -\frac{1}{\tau_k} \frac{\hat{z}_j - y_j}{\hat{z}_j},$$

$$\lim_{t \to 0^+} \frac{1}{t} \alpha s'(t^2 - 2t) = -\infty,$$

$$\lim_{t \to 0^+} \frac{1}{t} \alpha s'(w_j(t)^2) \cdot 2w_j'(t)w_j(t) = \begin{cases} -2\alpha s'(\hat{z}_j^2) \in \mathbb{R}, & \hat{z}_j < 1, \\ -\infty, & \hat{z}_j = 1. \end{cases}$$

The previous relationships show $\phi'(t)/t \to -\infty$. Hence, there exists $0 < \delta_1 < \delta$ such that $\phi'(t) < 0$ for all $t \in (0, \delta_1]$. 


According to Theorem 1.25 in [35], it holds that for all $\psi$ solutions of (3.4) \[ \hat{\psi} \] since \( \alpha_s \) whose value is finite. Furthermore, it holds \( \{ \psi \} \) with \( \phi \) as \( \psi \phi \). Therefore, due to the smoothness of \( \psi \), see Def 1.23 and Ex. 1.24 in [35]. The domain \( \text{dom} \) is proper, lower semicontinuous and proximal-bounded (for all thresholds \( \tau \), we have \( w(t) \) is feasible for all \( t \in [0, \delta] \) if \( \delta > 0 \) is sufficiently small and there holds \( w(t), w_j(t) \in (0, 1) \) for all \( t \in (0, \delta) \). Further, \( \phi(t) := \psi_k(\tau_k, w(t)) \) is smooth on \( (0, \delta) \) and continuous on \( [0, \delta] \). For \( t \in (0, \delta) \), we obtain \[ \phi(t) = \frac{1}{\tau_k} (1 - y_i) + \frac{1}{\tau_k} w_j(t)(w_j(t) - y_j) + \alpha s((1 - t)^2) \cdot 2(t - 1) + \alpha s(w_j(t)^2) \cdot 2w_j(t)w_j(t). \]

Since \( \hat{\psi} > 0 \), we have \( w_j(t) \to w_j(0) = 1/\hat{\psi} \) as \( t \to 0^+ \) and \[ \frac{1}{\tau_k} (1 - y_i) + \frac{1}{\tau_k} w_j(t)(w_j(t) - y_j) + \alpha s(w_j(t)^2) \cdot 2w_j(t)w_j(t) \]
whose value is finite. Furthermore, it holds \( \alpha s((1 - t)^2) \cdot 2(t - 1) \to -\infty \) as \( t \to 0^+ \). Therefore, due to the smoothness of \( \phi \) on \( (0, \delta) \), there exists \( 0 < \delta_1 < \delta \) such that \( \phi(t) < 0 \) for all \( t \in (0, \delta_1) \) and \( \psi_k(\tau_k; w(t)) = \phi(t) < \phi(0) = \psi_k(\tau_k; \hat{\psi}) \), which shows that \( \hat{\psi} = z_k(\tau_k) \) is not optimal. This is a contradiction. 

**Lemma 3.5.** Given two sequences \{\( y_k \)\} \( \subset \mathbb{R}_+^p \) and \{\( \tau_k \)\} \( \subset \mathbb{R}_{++} \). Let \{\( \hat{\psi}_k \)\} \( = \hat{\psi}(\tau_k) \) be the corresponding solutions of (3.4) by replacing \( y \) by \( y_k \). Consider any subsequence \( K \) such that \( \{y_k\}_K \to \bar{y}, \{\tau_k\}_K \to \bar{\tau} > 0 \), and \( \{\hat{\psi}_k\}_K \to \hat{\psi} \). Then there holds \( \bar{y} \in \mathbb{R}_+^p \) and \( \hat{\psi} \) solves (3.4) \( y \to \bar{y}, \tau \to \bar{\tau} \) (i.e., \( y \) and \( \tau_k \) are replaced by \( \bar{y} \) and \( \bar{\tau} \), respectively). In particular, there holds \( 0 < \hat{\psi} < 1 \).

**Proof.** Let us define \( \mathcal{F} = \{ z \mid \|z\|_2^2 = p_e, \ 0 \leq z \leq 1 \} \) and \( g : \mathbb{R}^p \to \mathbb{R}^p \cup \{ +\infty \} \),
\[
g(\hat{z}) := \begin{cases} \alpha \sum_i s(z_i^2), & \|z\|_2^2 = p_e, \ 0 \leq z \leq 1, \\ +\infty, & \text{otherwise}. \end{cases}
\]
Then the domain \( \text{dom}(g) = \{ z \mid g(z) < \infty \} = \mathcal{F} \) is nonempty and compact and \( g \) is continuous on \( \text{dom}(g) \). Therefore, \( g \) is proper, lower semicontinuous and proximal-bounded (for all thresholds \( \tau > 0 \), see Def 1.23 and Ex. 1.24 in [35]). The proximal operator of \( g \) using the parameter \( \tau > 0 \) is defined as the set-valued map \[ \text{prox}_{\tau}^g \] according to Theorem 1.25 in [35], it holds that for all \( \tau > 0 \) and all \( y \in \mathbb{R}^p \) the set \( \text{prox}_{\tau}^g(y) \) is nonempty and compact. Further, if \( 0 < \tau \to \tau > 0, y \to y, \) and \( w_\nu \in \text{prox}_{\tau_\nu}^g(y_\nu) \), then all cluster points of \{\( w_\nu \)\} are contained in \( \text{prox}_{\tau}^g(y) \).

It can be easily seen that \( \hat{\psi}_k \) solves (3.4) \( y \to \hat{\psi}_k \) if and only if \( \hat{\psi}_k \in \text{prox}_{\tau_k}^g(y_k) \). By the above continuity properties
of the proximal operator, we conclude from \( \{y^k\}_k \to \bar{y}, \{z^k\}_k \to \bar{z}, \{\tau_k\}_k \to \bar{\tau} > 0 \) that \( \bar{z} \in \text{prox}_\sigma^\alpha(y) \). Hence, \( \bar{z} \) solves (3.4) \( y \leftarrow \bar{y}, \tau_k \leftarrow \bar{\tau} \) and \( y_k \geq 0 \) implies \( \bar{y} \geq 0 \). It follows from Lemma 3.4 that \( 0 < \bar{z} < 1. \) \( \square \)

The next lemma proves that the Armijo condition (3.6) holds after a finite number of back-tracking searches.

**Lemma 3.6.** Suppose that Assumption 3.2 holds. For the sequence \( \{Z^k\} \) generated by Algorithm 2, we have \( \mathcal{M}(Z^k) \leq C_k \leq a_k \) and \( Q_k \leq 1/(1 - \eta) \), where \( a_k = \frac{1}{k+1} \sum_{i=0}^k \mathcal{M}(Z^k) \). The curvilinear condition (3.6) is satisfied if \( \tau_k \in (0, 1/(L + \gamma)] \).

**Proof.** The inequalities \( \mathcal{M}(Z^k) \leq C_k \leq a_k \) and \( Q_k \leq 1/(1 - \eta) \) follow directly from the proof of Lemma 1.1 and Theorem 2.2 in [49]. For all \( Z \in \text{conv}(\mathcal{B}) \) and \( D = Z - Z^k \), we have

\[
E(Z^k + D) - E(Z^k) - \langle \nabla E(Z^k), D \rangle = \int_0^1 \langle \nabla E(Z^k + tD) - \nabla E(Z^k), D \rangle \, dt \\
\leq \|D\|_F \int_0^1 L t \|D\|_F \, dt = \frac{L}{2} \|D\|_F^2.
\]

Using \( Y^k(\tau_k) \) is an optimal solution of (3.1) and \( Z^k \in \mathcal{B} \) yields

\[
\alpha R((Z^k)^* Z^k) = \Psi_k(\tau_k; Z^k) \geq \Psi_k(\tau_k; Y^k(\tau_k)) \\
= \langle \nabla E(Z^k), Y^k(\tau_k) - Z^k \rangle + \frac{1}{2 \tau_k} \|Y^k(\tau_k) - Z^k\|_F^2 + \alpha R(Y^k(\tau_k)^* Y^k(\tau_k)) \\
\geq E(Y^k(\tau_k)) - E(Z_k) - \frac{L}{2} \|Y^k(\tau_k) - Z_k\|_F^2 + \frac{1}{2 \tau_k} \|Y^k(\tau_k) - Z_k\|_F^2 + \alpha R(Y^k(\tau_k)^* Y^k(\tau_k)).
\]

Rearranging terms yields

\[
\mathcal{M}(Y^k(\tau_k)) - \mathcal{M}(Z^k) \leq \left( \frac{L}{2} - \frac{1}{2 \tau_k} \right) \|Y^k(\tau_k) - Z^k\|_F^2.
\]

Hence, (3.6) holds since \( \tau_k \in (0, 1/(L + \gamma)] \) and \( \mathcal{M}(Z^k) \leq C_k \). \( \square \)

The next lemma gives the first-order optimality conditions of (2.27).

**Lemma 3.7.** For any local minimizer \( \bar{Z} \in \mathbb{C}^{n \times p} \) of (2.27), there exists a Lagrangian multiplier \( \lambda \) such that the following first-order optimality conditions hold:

\[
H(\bar{Z})\bar{Z} + UD\text{Diag}(\pi(\sigma(\bar{Z}))) V^* = 0, \text{ for some } (U, V) \in \Omega(\bar{Z}).
\]

\[
\|\bar{Z}\|_F^2 = \sqrt{\nu_e},
\]

\[
0 < \sigma(\bar{Z}) < 1,
\]

where \( \pi_i(\sigma_i) = 2\alpha \sigma_i s'(\sigma_i^2) - \lambda \sigma_i, \ i = 1, \ldots, p. \)

**Proof.** We first show that \( \bar{Z} \) is a global minimizer of the problem

\[
\min_{Z \in \mathbb{C}^{n \times p}} \frac{1}{2\bar{\tau}} \|Z - \bar{W}\|_F^2 + \alpha R(Z^* Z)
\]

s.t. \( \|Z\|_F = \sqrt{\nu_e}, \)

\[0 \leq \sigma_i(Z) \leq 1, \quad i = 1, \ldots, p,
\]

where \( \bar{W} = \bar{Z} - \bar{\tau} \nabla E(\bar{Z}), \) and \( \bar{\tau} \in (0, 1/(L + \gamma)] \). Let \( \bar{Z}(\bar{\tau}) \) be a global solution of (3.13). The proof of Lemma 3.6
shows that
\[ \mathcal{M}(\bar{Z}(\bar{\tau})) \leq \mathcal{M}(\bar{Z}) - \frac{\gamma}{2}\|\bar{Z}(\bar{\tau}) - \bar{Z}\|_F^2. \]

which implies that \( \mathcal{M}(\bar{Z}(\bar{\tau})) < \mathcal{M}(\bar{Z}) \) if \( \bar{Z}(\bar{\tau}) \neq \bar{Z} \). Since \( R(Z^*Z) \) is bounded below on the feasible set of (3.13), there holds \( \bar{Z}(\bar{\tau}) \to \bar{Z} \) as \( \bar{\tau} \to 0^+ \). Thus, for all sufficiently small \( \bar{\tau} > 0 \) we must have \( \bar{Z}(\bar{\tau}) = \bar{Z} \) since otherwise \( \mathcal{M}(\bar{Z}(\bar{\tau})) < \mathcal{M}(\bar{Z}) \) would contradict the fact that \( \bar{Z} \) is a local minimizer of (2.27).

Applying Lemma 3.4 to (3.13) gives \( 0 < \sigma_i(\bar{Z}) < 1 \). Hence, \( \bar{Z} \) is also a local minimizer of

\[
\min_{Z \in \mathbb{C}^{n \times p}} E(Z) + \alpha R(Z^*Z) \\
\text{s.t.} \quad \|Z\|_F = \sqrt{p_r}.
\]

Since the linearly independent constraint qualification (LICQ) holds at \( \bar{Z} \), the first-order optimality conditions of (3.14) yields (3.10)-(3.12). \( \square \)

We next establish the convergence results of Algorithm 2.

**Theorem 3.8.** Let \( \{Z^k\} \) be a sequence generated by Algorithm 2. Then the sequence \( \{Z^k\} \) is bounded and any accumulation point \( \bar{Z} \) of \( \{Z^k\} \) satisfies the first-order optimality conditions (3.10)-(3.12) of problem (2.27).

**Proof.** The boundedness of \( \{Z^k\} \) follows from the fact that \( Z^k \in \mathcal{B} \). From the updating rule \( C_{k+1} \) and (3.6), we obtain

\[
C_{k+1} = \frac{\eta Q_k C_k + \mathcal{M}(Z^{k+1})}{Q_{k+1}} \leq \frac{\eta Q_k C_k + C_k - \frac{\gamma}{2}\|Z^{k+1} - Z^k\|_F^2}{Q_{k+1}} = C_k - \frac{\gamma\|Z^{k+1} - Z^k\|_F^2}{2Q_{k+1}}.
\]

Since \( \{Z^k\} \) is bounded and \( \mathcal{M}(Z^k) \leq C_k \) for all \( k \), the function value \( \mathcal{M}(Z^k) \) and \( C_k \) are bounded from below. Hence, we obtain \( \sum_{k=0}^{\infty} \frac{\|Z^{k+1} - Z^k\|_F^2}{Q_{k+1}} < \infty \), which together with the fact \( Q_{k+1} \leq 1/(1 - \eta) \) from Lemma 3.6 implies that \( \lim_{k \to \infty} \|Z^{k+1} - Z^k\|_F = 0 \).

Let \( \bar{\tau}_k \) denote the final value of \( \tau_k \) such that (3.6) holds. It follows from Lemma 3.6 that \( \{\bar{\tau}_k\} \) is bounded away from 0 by \( \delta/(L + \gamma) \). As observed from Algorithm 2, the point \( Z^{k+1} \) is the solution of the subproblem (3.1) with \( \tau_k = \bar{\tau}_k \), i.e.,

\[
Z^{k+1} = \arg \min_z \frac{1}{2\bar{\tau}_k}\|Z - W^k\|_F^2 + \alpha R(Z^*Z) \\
\text{s.t.} \quad \|Z\|_F = \sqrt{p_r}, \quad 0 \leq \sigma_i(Z) \leq 1, \quad i = 1, \ldots, p,
\]

where \( W^k = Z^k - \bar{\tau}_k \nabla E(Z^k) \). Let \( U_k \text{Diag}(y^k)(V^k)^* \) be the SVD of \( W^k \). By applying Lemma 3.1, we obtain

\[
Z^{k+1} = U_k \text{Diag}(z^{k+1})(V^k)^*,
\]
where

\[
z^{k+1} = \arg \min_z \frac{1}{2\bar{\tau}_k}\|z - y^k\|_F^2 + \alpha \sum_i s(z_i^2) \\
\text{s.t.} \quad \|z\|_2 = \sqrt{p_r}, \quad 0 \leq z_i \leq 1, \quad i = 1, \ldots, p.
\]
Using Lemma 3.4, we obtain the first-order optimality conditions of (3.15) as

\[
\frac{1}{\tau_k}(Z^{k+1} - Z^k) + \nabla E(Z^k) + U^k \Diag(\pi_k(z^{k+1})) (V^k)^* = 0,
\]

(3.18)

\[
\|Z^k\|_F = \sqrt{\rho_c},
\]

\[
0 < z^{k+1}_i < 1, \quad i = 1, \ldots, p,
\]

where \( \pi_k(z^{k+1}) = 2\alpha z^{k+1}_i s'?((z^{k+1}_i)^2) - \lambda_k z^{k+1}_i, i = 1, \ldots, p. \)

Let \( \bar{Z} \) be an accumulation point of \( \{Z^k\} \). Then there exists a subsequence \( \mathcal{K} \) such that \( \{Z^k\}_\mathcal{K} \rightarrow \bar{Z} \) and \( \{\bar{x}^k\}_\mathcal{K} \rightarrow \bar{r} > 0 \), which together with \( \lim_{k \to \infty} \|Z^{k+1} - Z^k\|_F = 0 \) implies that \( \{Z^{k+1}\}_\mathcal{K} \rightarrow \bar{Z} \). Since \( Z \mapsto \sigma(Z) \) is continuous, we have \( \{z^{k+1}\}_\mathcal{K} = \{\sigma(Z^{k+1})\}_\mathcal{K} \rightarrow \sigma(\bar{Z}) =: \bar{z}. \) From Lemma 3.5 we obtain \( 0 < \bar{z} < 1 \). The first equation in (3.18) shows that \( \{\lambda_k z^{k+1}\} \) is bounded, and all other terms in this equation are bounded and \( U^k, V^k \) are unitary. From \( \{z^{k+1}\}_\mathcal{K} \rightarrow \bar{z} > 0 \) we obtain that \( \{\lambda_k\}_\mathcal{K} \) is bounded. Hence, we can select a subsequence \( \mathcal{K}' \subset \mathcal{K} \) such that \( \{\lambda_k\}_{\mathcal{K}'} \rightarrow \lambda \in \mathbb{R} \). Define \( \sigma(z) \) by \( \sigma_i(z_i) = 2\alpha z_i s'(z_i^2) - \lambda z_i, i = 1, \ldots, p \). It follows from \( 0 < \bar{z} < 1 \) that the function \( \sigma \) is continuous at \( \sigma(\bar{Z}) = \bar{z} \). Thus, the spectral operator \( Z = U \Diag(\sigma(Z))V^* \rightarrow U \Diag(\sigma(\bar{Z}))V^* \) is continuous at \( \bar{Z} \) by Theorem 3.1 in [13]. Taking the limit \( \mathcal{K}' \ni k \to \infty \) yields:

\[
U^k \Diag(\pi_k(z^{k+1})) (V^k)^* = U^k \Diag(\sigma(Z^{k+1})) (V^k)^* + U^k \Diag(\pi_k(\sigma(Z^{k+1}))) (V^k)^* - U \Diag(\pi(\sigma(Z))) V^*,
\]

where we have used the SVD \( Z^{k+1} = U^k \Diag(z^{k+1})(V^k)^* \) with \( \sigma(Z^{k+1}) = z^{k+1} \), the boundedness of \( \{U^k\} \) and \( \{V^k\} \), the continuity of \( \pi \) at \( \sigma(\bar{Z}) \), and \( |\pi_k(z^{k+1}) - \pi(\bar{z})| = \|\lambda_k - \lambda\|z^{k+1}\| \to 0 \) as \( \mathcal{K}' \ni k \to \infty \). Hence, the optimality conditions (3.10)-(3.12) are derived by taking limits \( \mathcal{K}' \ni k \to \infty \) in (3.18). \( \square \)

### 3.2. Solving the NPG Subproblem (3.4)

Consider the optimization problem

\[
\min_{x \in \mathbb{R}^p} \frac{1}{2\tau} \|x - u\|^2 + \sum_{i=1}^p (x_i^2 \ln x_i^2 + (1 - x_i^2) \ln(1 - x_i^2))
\]

(3.19)

\[
s.t. \quad \|x\|^2 = r, \quad 0 \leq x \leq 1,
\]

where \( \tau > 0 \) and \( u \geq 0 \). For example, (3.4) is a special case of (3.19) by choosing \( \tau = \tau_k \alpha \), \( u = y \) and \( r = \rho_c \). Using Lemma 3.4, it is easy to verify that the linearly independent constraint qualification (LICQ) holds at any local solution of (3.19). The optimal solution of (3.19) can be obtained by finding \( \lambda^* \) such that

\[
\|x^*(\lambda^*)\|^2 - r = 0,
\]

(3.20)

where \( x^*(\lambda) \) is the optimal solution of

\[
\min_x \frac{1}{2\tau} \|x - u\|^2 + \sum_{i=1}^p (x_i^2 \ln x_i^2 + (1 - x_i^2) \ln(1 - x_i^2)) + \frac{\lambda}{2} \|x\|^2
\]

(3.21)

\[
s.t. \quad 0 \leq x \leq 1.
\]

We next show that \( x^*(\lambda) \) is unique for a given \( \lambda \) and its derivative with respect to \( \lambda \) can be computed explicitly. Hence, Newton’s method can be used to find the roots \( \lambda^* \) for (3.20).
Since problem (3.21) is separable in each variable $x_i$, it follows that

\[
x_i^*(\lambda) = \arg \min_{0 \leq x_i \leq 1} \left( \frac{1}{2\tau} + \frac{\lambda}{2} \right) x_i^2 - \frac{1}{\tau} a_i x_i + x_i^2 \ln x_i^2 + (1 - x_i^2) \ln(1 - x_i^2), \quad i = 1, \ldots, p.
\]

It is suffice to consider the problem

\[
\min_{0 \leq y \leq 1} ay^2 + by + y^2 \ln y^2 + (1 - y^2) \ln(1 - y^2),
\]

where $b \leq 0$. Upon letting $t = y^2$, problem (3.23) is equivalent to

\[
t^* = \arg \min_{0 \leq t \leq 1} \frac{at + b\sqrt{t} + t \ln t + (1 - t) \ln(1 - t)}{\phi(t)}.
\]

We next discuss how to find such a $t^*$ in (3.24). Observe that

\[
\phi'(t) = a + \frac{bt^{-1/2}}{2} + \ln t - \ln(1 - t),
\]

\[
\phi''(t) = \frac{t^{-1/2}}{4t(1 - t)}[4t^{1/2} - b(1 - t)].
\]

Define

\[
\phi'_+(t)(0) = \lim_{t \to 0^+} \phi'(t), \quad \phi'_-(t)(1) = \lim_{t \to 1^-} \phi'(t).
\]

Since $b \leq 0$, one can observe that

\[
\phi'_+(t)(0) = -\infty, \quad \phi'_-(t)(1) = \infty, \quad \phi''(t) > 0 \quad \forall t \in (0, 1).
\]

It follows that $t^* \neq 0$ or 1 and $t^*$ is the unique root of the equation $\phi'(t) = 0$ in $(0, 1)$, which can be found by applying the Newton’s method or bisection method to this equation. This completes the proof that $x^*(\lambda)$ is unique for a given $\lambda$.

We next show that $x^*(\lambda)$ is differentiable with respect to $\lambda$ by studying the relationship between the parameter $a$ and the solution $t^*$ of problem (3.24). To emphasize the dependence of $t^*$ on $a$, we denote $t^*$ and $\phi(t)$ by $t^*(a)$ and $\tilde{\Phi}(a, t)$, respectively. Namely,

\[
\Phi(a, t) := at + b\sqrt{t} + t \ln t + (1 - t) \ln(1 - t)
\]

\[
t^*(a) := \arg \min_{0 \leq t \leq 1} \Phi(a, t).
\]

Note that $\Phi(a, 0) = 0$ and $\Phi(a, t^*(a)) = \phi(t^*(a))$. Moreover, $\Phi(a, t^*(a)) < 0$ since $t^*(a) > 0$ and $\Phi(a, \cdot)$ is strictly decreasing for $t$ close to zero.

**Proposition 3.9.** There hold

(i) $t^*(a)$ is strictly decreasing and differentiable in $(-\infty, +\infty)$.

(ii) $\lim_{a \to -\infty} t^*(a) = 1$ and $\lim_{a \to +\infty} t^*(a) = 0$.

*Proof.* (i) Since $b \leq 0$, $t^*(a)$ is the unique root of $\phi'(t) = 0$ in $(0, 1)$ for any $a \in \mathbb{R}$. In other words, $(a, t^*(a))$
satisfies

\[ \dot{\Phi}(a, t) = \frac{\partial \Phi}{\partial t} = a + \frac{bt^{-1/2}}{2} + \ln t - \ln(1 - t) = 0. \tag{3.26} \]

Observe that \( \dot{\Phi} \) is differentiable in \( \mathbb{R} \times (0, 1) \) and moreover

\[ \frac{\partial \dot{\Phi}}{\partial t} = \frac{t^{-1/2}}{4t(1 - t)} \left[ 4t^{1/2} - b(1 - t) \right] > 0 \]

for any \( t \in (0, 1) \) due to \( b \leq 0 \). Invoking the implicit function theorem, one can conclude that \( t^*(a) \) is differentiable in \( \mathbb{R} \). Differentiating both sides of (3.26) with respect to \( a \) and letting \( t = t^*(a) \), we have

\[ 1 + \left. \frac{\partial \dot{\Phi}}{\partial t} \right|_{(a, t^*(a))} \cdot \frac{dt^*(a)}{da} = 0. \]

This relation and \( \frac{\partial \Phi}{\partial t} \big|_{(a, t^*(a))} > 0 \) yield \( \frac{dt^*(a)}{da} < 0 \). Hence \( t^*(a) \) is strictly decreasing in \( \mathbb{R} \).

(ii) Since \( t^*(a) \) is monotone and \( t^*(a) \in (0, 1) \), \( \lim_{a \to -\infty} t^*(a) \) and \( \lim_{a \to \infty} t^*(a) \) must exist and they are some numbers in \([0, 1]\). We know that \((a, t^*(a)) \in \mathbb{R} \times (0, 1)\) satisfies (3.26). Hence, one has

\[ a + \frac{b}{2\sqrt{P}(a)} + \ln t^*(a) - \ln(1 - t^*(a)) = 0. \tag{3.27} \]

Using this equality, \( \lim_{a \to -\infty} t^*(a) \in [0, 1] \) and \( \lim_{a \to \infty} t^*(a) \in [0, 1] \), we can see that the conclusion holds. \( \Box \)

It follows from Proposition 3.9 that \( x^*(\lambda) \) of (3.21) satisfies the following properties.

**PROPOSITION 3.10.** There hold

(i) \( \|x^*(\lambda)\|^2 \) is continuous and decreasing in \((-\infty, \infty)\).

(ii) \( \lim_{\lambda \to -\infty} x^*(\lambda) = e \) and \( \lim_{\lambda \to +\infty} x^*(\lambda) = 0 \), where \( e \) is the all-ones vector.

4. **Numerical Results.** In order to demonstrate the effectiveness of our proximal gradient method, we implemented the method within KSSOLV [46], which is a MATLAB toolbox for solving the Kohn-Sham problem. In KSSOLV, the Kohn-Sham problem is discretized by using planewave expansions. The number of planewaves used to expand each wavefunction, denoted by \( n_p \), is determined by a kinetic energy cutoff \( E_{\text{cut}} \). Each wavefunction is uniformly sampled on a \( n_1 \times n_2 \times n_3 \) grid on which the charge density \( \rho \) as well as part of the potential are evaluated. When computing the gradient of \( E(Z) \), we apply the kinetic energy operator \( L \) and nonlocal potential \( W \) in the Fourier space and the local potential in real space. Fast fourier transforms (FFTs) are used to convert from one representation of the wavefunction \( (Z) \) to the other.

We compare the efficiency and accuracy of the proximal gradient method with a finite-temperature version of the SCF iteration. All the experiments were performed on a Dell Precision T7600 workstation with Intel Xenon(R) E5-2697 CPU at 2.70GHz (\( \times 12 \)) and 128GB of memory running Ubuntu 12.04 and MATLAB 2013b. For each \( Z^k \) computed by NPG, we can recover an orthogonal matrix \( X^k \) using the second statement of Theorem 2.1. All methods were terminated if the residual \( \|HX - X(X^*HX)\|_F \) is less than \( 10^{-5} \). The linear eigenvalue problems in SCF were solved by LOBPCG [20] which itself is an iterative method. We stop LOBPCG when either the maximum residual norm among all desired eigenpairs is below \( 10^{-6} \) or a maximal of 10 iterations is reached.

The test problems we choose include both insulating systems (benzene, alanine, hnco, si2h4) and metallic systems (ctube661, graphene16, ptnio, nic). The sizes of the Hamiltonians and wavefunctions associated with with examples are summarized in Table 1. We also list the number of electron pairs \( p_e \). Since we ignore spins in this paper, \( p_e \) is the
same as the number of occupied states in a zero temperature DFT calculation.

In a finite temperature ensemble DFT calculation, we need to keep some additional wavefunctions since we allow more partially occupied wavefunctions to be included in the definition of the charge density. We typically take the total number of wavefunctions to be included in the charge density ($p$) to be three times the number of electron pairs. For insulating systems, the occupation number associated with the $p+1$ wavefunction typically has a tiny fraction of occupation at low temperature. Thus one can include fewer extra wavefunctions in the charge density construction.

<table>
<thead>
<tr>
<th>Name</th>
<th>$(n_1, n_2, n_3)$</th>
<th>$n$</th>
<th>$p_e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>benzene</td>
<td>(64, 64, 32)</td>
<td>8407</td>
<td>15</td>
</tr>
<tr>
<td>alanine</td>
<td>(64, 48, 64)</td>
<td>12071</td>
<td>18</td>
</tr>
<tr>
<td>haco</td>
<td>(32, 32, 32)</td>
<td>2103</td>
<td>8</td>
</tr>
<tr>
<td>si2h4</td>
<td>(32, 32, 32)</td>
<td>2103</td>
<td>6</td>
</tr>
<tr>
<td>ctube661</td>
<td>(115, 115, 15)</td>
<td>12599</td>
<td>48</td>
</tr>
<tr>
<td>graphene16</td>
<td>(57, 57, 15)</td>
<td>3071</td>
<td>37</td>
</tr>
<tr>
<td>ptnio</td>
<td>(63, 34, 30)</td>
<td>4069</td>
<td>43</td>
</tr>
<tr>
<td>nic</td>
<td>(16, 16, 16)</td>
<td>251</td>
<td>7</td>
</tr>
</tbody>
</table>

An insulating system typically has a relatively large gap between the $p_e$th eigenvalue and $p_e+1$st eigenvalue. This can be seen from the distribution of the first 45 eigenvalues of the benzene Hamiltonian at $T = 1000K$ in Figure 1. For a metallic system such as graphene16, the gap between the $p_e$th and the $p_e+1$st eigenvalues is typically very small as can be observed from Figure 2.

![Eigenvalues distribution](image.png)

**Figure 1.** The distribution of the first 45 eigenvalues of the benzene Hamiltonian at $T = 1000K$.

In Figure 3, we show that the SCF iteration behaves quite differently when it is applied to the KSDFT and EDFT models for the metallic system graphene16. The temperature for the EDFT model is set to 1000K. All parameters for the SCF iteration such as the initial guess to the wavefunctions, the number of LOBPCG iterations used to solve the linear eigenvalue problem at each SCF iteration etc. are the same for both runs. We plot the residual norm $\|H(X)X - X(X^*HX)\|$ against the iteration number. We can clearly see from this figure that the SCF iteration converges steadily to a self-consistent solution for the EDFT model, whereas the residual norm associated with the standard KSDFT model stagnates around $10^{-3}$ after 60 iterations. This stagnation is caused by the ill-posedness of
the standard KSDFT model for this particular metallic system.

We now report the overall performance of SCF and NPG on the systems listed in Table 1. A summary of computational results for temperatures 50K, 300K, 1000K and 3000K is presented in Tables 2, 3, 4 and 5, respectively. In these tables, “iter” denotes the number of iterations used, “res” denotes the residual $\|HX - X(X^*HX)\|_F$ at the final iteration $X$, “feasi” denotes the violation of orthogonality constraints $\|X^*X - I\|_F$, and “time” denotes the runtime measured in seconds. From these tables, we can observe that the ensemble DFT model improves the convergence of metallic systems in terms of the iteration number and cpu time as the temperature increases in most cases for both NPG and SCF. These models do not change the convergence behavior of insulating systems. The performance of NPG is comparable to or better than SCF on achieving similar accuracy. Although NPG may be slower than SCF in terms of runtime on some cases of hhnc and ptnio, NPG is able to find a solution with lower total energy than that of SCF.

We should point out that the number of iterations in SCF and NPG should not be compared directly since the
computational cost of each iteration of SCF is much expensive than that of NPG as $p \ll n$. Specifically, each iteration of NPG needs to compute the SVD of an $n \times p$ matrix $Y$. Let $V \Sigma^* V^*$ be the eigenvalue decomposition of $Y^* Y$. Then $Y V \text{Diag}(\Sigma_{11}^{-1}, \ldots, \Sigma_{pp}^{-1}) V^*$ and $V$ are the left and right singular vectors of $Y$, respectively. On the other hand, each iteration of SCF needs to compute the smallest $p$ eigenvalues and their corresponding eigenvectors of the $n \times n$ Hamiltonian matrix. When an iterative solver such as the LOBPCG algorithm is used to compute these eigenvectors, the most time consuming computation in each iteration is often the multiplication of the Hamiltonian with a vector. Thus, the overall cost of SCF should be measured in terms of the total number of SCF iterations times the number of iterations used to solve the linear eigenvalue problem.

Finally, the convergence history of the occupation numbers associated with the first $p_e$ wavefunctions of the benzene and graphene16 Hamiltonian on T=300K and 1000K are depicted in Figures 4 and 5, respectively. Specifically, the occupation numbers of the benzene Hamiltonian are either very close to 0 or 1, while some occupation numbers of the graphene16 Hamiltonian are significantly larger than 0 but far away from 1. The relative reduction of the total energy defined by

$$\Delta M(Z^k) = M(Z^k) - \min\{M(Z^i)\}$$

and the residual $||HX^k - X^k((X^k)^* H X^k)||_F$ on T=300K and 1000K are presented in Figures 6 and 7, respectively.

5. Concluding remarks. The ensemble DFT model is a very important extension of the KS-DFT for metallic systems because it circumvents the numerical difficulty associated with the potential absence of a spectrum gap in the vicinity of the Fermi level. The optimization formulation of the ensemble DFT is similar to that of KS-DFT except that the density and total energy functional is revised according to the fractional occupancies and some additional constraints on the occupancies are added. The special structure of the model enables us to eliminate the dependence on occupancies and establish an equivalent model with a single variable and a single spherical constraint. However, the projected gradient method on sphere cannot be applied directly since the gradient of the entropy term tends to be singular when some singular value of the new variable are close to 0 or 1. Inspired by the recent progress on sparse and
are further improved by the state-of-the-art acceleration techniques such as Barzilai-Borwein steps and non-monotone line search with global convergence guarantees. Numerical experiments show that our methods can be more efficient and robust than SCF on many metallic systems in the KSSOLV toolbox under the Matlab environment.
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