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Abstract

In this paper, we develop a risk-averse two-stage stochastic program (RTSP) which explicitly incorporates the distributional ambiguity covering both discrete and continuous distributions. Starting from a set of historical data samples, we construct a confidence set for the ambiguous probability distribution through nonparametric statistical estimation of its density function. We then formulate RTSP from the perspective of distributional robustness by hedging against the worst-case distribution within the confidence set and considering the corresponding expected total cost. In particular, we derive an equivalent reformulation for RTSP which explicitly reflects its linkage with a full spectrum of coherent risk measures under various risk-averseness levels. Our reformulation result can also be extended to other interesting stochastic programming models with expectation, conditional value-at-risk, chance, and stochastic dominance constraints. Furthermore, we perform convergence analysis to show that the risk-averseness of RTSP vanishes as the data sample size grows to infinity, in the sense that the optimal objective value and the set of optimal solutions of RTSP converge to those of TSP. Finally, we develop a solution algorithm for the reformulation of RTSP based on the sample average approximation method, and numerical experiments on newsvendor and lot-sizing problems explain and demonstrate the effectiveness of our proposed framework.
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1 Introduction

Following the seminal works (see, e.g., [5] and [12]) dating back to the 1950s, significant research progress has been made on a specific class of stochastic programming models called two-stage stochastic programming (TSP) in the form of

\[
\text{(TSP)} \quad \min_{x \in X} \ c^\top x + \mathbb{E}_\mathbb{P} [Q(x, \xi)],
\]

where \( Q(x, \xi) \) represents the value function of an optimization problem for given \( x \) and realized random vector \( \xi \), i.e.,

\[
Q(x, \xi) = \min_y q(\xi)^\top y \quad \text{s.t.} \quad W(\xi)y + T(\xi)x \leq s(\xi).
\]

In the above formulation, \( \xi \) is assumed a \( K \)-dimensional random vector defined on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\), where \( \Omega \subseteq \mathbb{R}^K \) represents the sample space for \( \xi \), \( \mathcal{F} \) represents a \( \sigma \)-algebra on \( \Omega \), and \( \mathbb{P} \) represents a known probability distribution. TSP divides the decision making process into two stages, where \( x \) represents a set of “here-and-now” decisions which have to be made before the random vector \( \xi \) is realized and \( y \) represents a set of “wait-and-see” decisions which can be made as a recourse after the realization of \( \xi \). To formally describe the costs incurred and constraints to respect, we let \( c \in \mathbb{R}^{n_1} \) represent the cost vector for the first-stage problem, \( X := \{x \in \mathbb{R}^{(n_1-p)} \times \mathbb{Z}^p : Ax \leq b\} \) represent the feasible region for the first-stage decision \( x \) with \( A \in \mathbb{R}^{m_1 \times n_1} \), \( b \in \mathbb{R}^{m_1} \), and \( p \in [0, n_1] \cap \mathbb{Z} \) (e.g., \( p > 0 \) implies there are integer variables in \( x \)), \( q(\xi) \in \mathbb{R}^{n_2} \) represent the cost vector for the second-stage problem, \( W(\xi) \in \mathbb{R}^{m_2 \times n_2} \) represent the recourse matrix, \( T(\xi) \in \mathbb{R}^{m_2 \times n_1} \) represent the technology matrix, and \( s(\xi) \in \mathbb{R}^{m_2} \) represent the right-hand side vector. From the standpoint of a decision maker, TSP provides a flexible approach to assist decision making under an uncertain environment, where we make crucial decisions while at least part of the problem parameters are not known or cannot be accurately estimated. An advantage of TSP also stems from recourse decisions \( y \) which can help achieve feasibility and cost effectiveness of the stochastic programming model. Since proposed, TSP has received wide attention in terms of exploring model structures and developing solution algorithms (see, e.g., [39], [18], [22], [26], and [4]), and has been applied in a wide range of practical problems including power system operations (see, e.g., [38] and [34]), telecommunication network design (see, e.g., [33]), and supply chain planning (see, e.g., [31]), just to name a few. For a complete survey of theory and applications of TSP, readers are referred to [20], [10], [36] and references therein.
Although TSP emerges naturally as a modeling tool and is widely applied in practice, there are still challenges. For example, the traditional TSP assumes that the decision maker is risk-neutral and evaluates the uncertain cost function by its expectation. This assumption does not apply to the risk-averse decision makers that pay additional attention to those “risky” scenarios where higher-than-expectation costs are incurred, and so the solution to TSP can become suboptimal in a risk-averse circumstance. More importantly, TSP assumes that we can accurately estimate the underlying probability distribution $P$ when $x$ is to be decided. This assumption is not necessarily practical because our knowledge of $P$ is often ambiguous, when we only have a series of data samples $\{\xi_n\}_{n=1}^N$ which can be collected from $P$. Based on these samples, a point estimator $P_0$ of $P$ can be biased and accordingly the solution to TSP can become suboptimal without considering the distributional ambiguity. In this paper, we propose a risk-averse TSP (RTSP) model to address these challenges by explicitly incorporating the distributional ambiguity into a classical TSP model. Starting from a set of historical data samples, we construct a confidence set $D \subseteq M_+$ for the ambiguous probability distribution $P$ (both discrete and continuous) through nonparametric statistical estimation of its density function, where $M_+$ represents the space of all probability distributions on $(\Omega, \mathcal{F})$. We then formulate RTSP from the perspective of distributional robustness by hedging against the worst-case distribution within the confidence set and considering the corresponding expected total cost, i.e.,

$$\text{(RTSP)} \min_{x \in X} c^\top x + \sup_{P \in D} \mathbb{E}_P [Q(x, \xi)].$$

(3)

RTSP belongs to the general minimax stochastic program domain where various classes of confidence sets have been proposed and studied. One stream of research proposed moment-based confidence sets. For example, in [35], the confidence set $D$ is defined by a set of generalized moment constraints, e.g., $D := \{P \in M_+ : \mathbb{E}_P[\varphi_i(\xi)] \leq \bar{\varphi}_i, \forall i\}$ where each $\varphi_i(\cdot)$ represents a measurable functional on $(\Omega, \mathcal{F})$, and each $\bar{\varphi}_i \in \mathbb{R}$. In [13], the confidence set $D$ is constructed based on the first two moments of $\xi$, e.g., $D := \{P \in M_+ : \mathbb{E}_P[\xi] \in \text{ES}(\mu_0), \mathbb{E}_P[(\xi - \mu_0)(\xi - \mu_0)^\top] \preceq \gamma_2 \Sigma_0\}$, where $\mu_0 \in \mathbb{R}^K$ and $\Sigma_0 \in \mathbb{R}^{K \times K}$ are given, and $\text{ES}(\mu_0)$ represents an ellipsoid centered at $\mu_0$. Readers are referred to other moment-based confidence sets in similar forms described in [32], [41], [42], [43], [27], and [2], among others. An alternative approach to construct the confidence set $D$ is based on divergence measures or metrics on $M_+$. For example, in [11], the confidence set $D$ is defined based on the Kullback-Leibler divergence. In [21], the confidence set $D$ is defined based on the $\chi^2$ goodness-of-fit test. In [6] and [24], $D$ is defined based on the more general $\phi$-divergence. For metrics on $M_+$, in [16], $D$ is defined based on the Prohorov metric. In [29] and [27], Kantorovich
distance is utilized to define $D$.

In this paper, we propose to model the confidence set $D$ based on the $L^1$-norm on $M_+$. This modeling choice is motivated by the following two reasons: (i) this confidence set can be conveniently developed by using historical data, and is hence data-driven (see Section 2.1), and (ii) the objective function of RTSP based on this confidence set can be reformulated as a coherent risk measure (see Section 2.2), and accordingly RTSP can be solved by the sample average approximation (SAA) method (see Section 3). From a modeling perspective, the proposed RTSP model in this paper is akin to those proposed in [6] and [24]. However, [6] and [24] focused on discrete probability distributions while the results in this paper apply to general distributions (including both discrete and continuous distributions). Also, our reformulation results discover a direct and intuitive linkage between RTSP and coherent risk measures. We summarize the main contributions of this paper as follows:

- To the best of our knowledge, we develop an initial study on reformulation and algorithm developments for two-stage stochastic programs with distributional ambiguity for general distributions including both discrete and continuous cases.

- We derive an equivalent reformulation for the RTSP model which shows an explicit linkage between the RTSP model and a full spectrum of coherent risk optimization models under various risk-averseness levels. Also, we extend the reformulation result to other interesting stochastic programming models with expectation, conditional value-at-risk, chance, and stochastic dominance constraints.

- Our convergence analysis shows that the optimal objective value and optimal solution set of the RTSP model converge to their counterparts of TSP as the historical data size grows to infinity, which indicates that the RTSP model can be applied in a data-driven decision making scheme where a decision maker can adjust her risk-averseness according to the data samples available on hand. We also develop an SAA method to solve the RTSP model, corresponding to a given historical data set. We show that the optimal objective value and solution set of the SAA problem converge to those of the RTSP model as the SAA sample size grows to infinity.

- We conduct numerical experiments to apply RTSP for the newsvendor problem and the capacitated lot-sizing problem, respectively. By comparing the risk-averse optimal solutions to the perfect-information solutions under various sample sizes and distributional settings,
we illustrate the convergence of the risk-averse optimal solutions and demonstrate that the risk-averse solutions perform reasonably well based on a moderate amount of data.

The remainder of this paper is organized as follows. We describe our main results on the equivalent reformulation of the RTSP model and the convergence analysis in Section 2. In Section 3, we analyze the SAA-based solution approach to solve the RTSP model. In Section 4, we perform computational studies for the risk-averse newsvendor and capacitated lot-sizing problems. Finally, we summarize the paper in Section 5.

2 Risk-Averse Two-Stage Stochastic Program

In this section, we investigate the construction of confidence set $\mathcal{D}$, and the reformulation and convergence properties of RTSP. In Section 2.1, we discuss how $\mathcal{D}$ can be constructed in a data-driven manner. For the reformulation of RTSP, as pointed out in several pioneering works (see, e.g., [3], [14], and [17]), it can be shown that the objective function (3) is equivalent to

$$
\min_{x \in X} c^\top x + \rho [Q(x, \xi)]
$$

for a coherent risk measure $\rho(\cdot)$ under some regularity conditions\(^1\). In Section 2.2, we specify $\rho$ as a coherent risk measure by deriving an equivalent reformulation of (3). In Section 2.3, we establish convergence analysis for the risk-averseness of RTSP as the sample size grows to infinity. In this paper, we assume that RTSP satisfies the following assumption without loss of generality:

\[(A1) \sup_{x \in X; \xi \in \Omega} |Q(x, \xi)| < \infty.\]

In practice, we can add slack variables for constraints (2b) to ensure $\sup_{x \in X, \xi \in \Omega} Q(x, \xi) < \infty$. Meanwhile, if $Q(x_0, \xi_0) = -\infty$ for some first-stage decision $x_0 \in X$ and a scenario $\xi_0 \in \Omega$, then we have a $-\infty$ cost (or equivalently $+\infty$ revenue) in the corresponding scenario, which rarely happens.

2.1 Confidence Set Construction

In this subsection, we discuss the construction of sample space $\Omega$ and confidence set $\mathcal{D}$. Throughout the discussion, we assume a set of independent data samples $\{\xi^n\}_{n=1}^N$ from the ambiguous distribution $\mathbb{P}$ are available.

There are various ways to estimate sample space $\Omega$ of the random vector $\xi$ if it follows a continuous distribution. For example, decision makers in practice often use the three-sigma rule

\(^1\)We refer the interested readers to the aforementioned papers and the references therein for the definition of coherent risk measures and the regularity conditions.
to estimate the range of each component of \( \xi \), i.e., \( \xi_k \) for \( k = 1, \ldots, K \). Let \( \bar{\mu}_k \) and \( s_k \) represent the sample mean and sample standard deviation of \( \xi_k \) respectively, i.e., \( \bar{\mu}_k = \frac{1}{N} \sum_{n=1}^{N} \xi_{kn} \) and \( s_k^2 = \frac{1}{N-1} \sum_{n=1}^{N} (\xi_{kn} - \bar{\mu}_k)^2 \). Then the rule designates \( \Omega_k := [\bar{\mu}_k - 3s_k, \bar{\mu}_k + 3s_k] \) as a sample space estimate of \( \xi_k \). It follows that \( \Omega = \prod_{k=1}^{K} \Omega_k \) serves as a sample space estimate of \( \xi \) where operator \( \Pi \) represents the Cartesian product. An alternative way of constructing \( \Omega \) is through the confidence region of \( \xi \). More specifically, we let \( \bar{\mu} \) and \( \Sigma \) represent the sample mean and covariance matrix of \( \xi \) respectively, i.e., \( \bar{\mu} = \frac{1}{N} \sum_{n=1}^{N} \xi^n \) and \( \Sigma = \frac{1}{N} \sum_{n=1}^{N} (\xi^n - \bar{\mu})(\xi^n - \bar{\mu})^\top \), and assume that \( \Sigma \) is positive definite. Then by the Markov’s inequality we have

\[
P\{ (\xi - \bar{\mu})^\top \Sigma^{-1} (\xi - \bar{\mu}) \leq \varphi \} \geq 1 - \frac{\mathbb{E}_P [(\xi - \bar{\mu})^\top \Sigma^{-1} (\xi - \bar{\mu})]}{\varphi} = 1 - \frac{\Sigma^{-1} : E_P [(\xi - \bar{\mu})(\xi - \bar{\mu})^\top]}{\varphi},
\]

where \( \varphi \) is a positive real number and operator : represents the Frobenius product. A statistical upper bound \( \gamma_2 \Sigma \) for \( \mathbb{E}_P [(\xi - \bar{\mu})(\xi - \bar{\mu})^\top] \) is provided in [13] (see, e.g., Theorem 2), where \( \gamma_2 \) is a positive real number that can further be estimated from the data set. By using this statistical upper bound, we have

\[
P\{ (\xi - \bar{\mu})^\top \Sigma^{-1} (\xi - \bar{\mu}) \leq \varphi \} \geq 1 - \frac{\gamma_2 \Sigma^{-1} : \Sigma}{\varphi} = 1 - \frac{\gamma_2 K}{\varphi}.
\]

Therefore, if we choose \( \varphi \geq (\gamma_2 K)/\alpha \) for \( \alpha \) being, e.g., 0.05 or 0.10, then \( \Omega := \{ \xi : (\xi - \bar{\mu})^\top \Sigma^{-1} (\xi - \bar{\mu}) \leq \varphi \} \) forms an approximate \( 100(1 - \alpha)\% \) confidence region, and can serve as a sample space estimate of \( \xi \). If \( \xi \) follows a discrete distribution, the three-sigma rule and the confidence region described above can both be used to estimate the sample space, and we also need to take the discrete structure of \( \xi \) distribution into account. For example, if \( \xi \) is known to take integral values, then the intersection \( \Omega \cap \mathbb{Z}^K \) is a sample space estimate of \( \xi \) in this case.

In practice, histograms are often used to estimate or to identify the profile of \( \mathbb{P} \) if it is discrete. Suppose that \( \Omega = \{ \xi^1, \ldots, \xi^R \} \) represents a sample space estimate of \( \xi \) containing \( R \) masses in total. Then, we can use a histogram with frequency \( f^n = \sum_{r=1}^{R} I^n_r / N \) to estimate the probability mass function at \( \tilde{\xi}^r \) (denoted as \( f^r \)), where \( I^n_r = 1 \) if \( \xi^n = \tilde{\xi}^r \) and \( I^n_r = 0 \) otherwise for each \( r = 1, \ldots, R \) and \( n = 1, \ldots, N \). By the Lindeberg-Lévy central limit theorem we have \( \sqrt{N} (f^r - f^n) \) converges to \( \mathcal{N}(0, \sigma^2_r) \) in distribution as \( N \) goes to infinity, where \( \mathcal{N}(0, \sigma^2_r) \) represents a normal random variable with mean 0 and variance \( \sigma^2_r = f^r(1 - f^r) \). Hence, for large \( N \) and by using \( f^n(1 - f^n) \) to estimate \( \sigma^2_r \), interval \( [0, (z_{\alpha/2}/\sqrt{N})\sqrt{f^n(1 - f^n)}] \) is an approximate \( 1 - \alpha \) confidence interval for \( |f^r - f^n| \), where \( z_{\alpha/2} \) represents the \( 100(1 - \alpha/2)\% \)th percentile of the \( \mathcal{N}(0, 1) \) random variable. This observation motivates us to construct a confidence set \( \mathcal{D} \) around \( f_0 \) based on the
\[L^1\text{-norm as follows:} \quad \mathcal{D} = \left\{ \mathbb{P} \in \mathcal{M}_+ : \sum_{r=1}^R |f^r - f^r_0| \leq d, \ f = d\mathbb{P}/d\xi \right\}, \]

where \(d := (z_{\alpha/2}/\sqrt{N}) \sum_{r=1}^R \sqrt{f^r_0(1-f^r_0)}.\)

If \(\mathbb{P}\) is continuous, however, histograms are not usually accurate because they are not absolutely continuous with regard to the Lebesgue measure. For the case when \(\mathbb{P}\) is continuous, i.e., there exists a density function \(f : \mathbb{R}^K \to \mathbb{R}\) such that \(f = d\mathbb{P}/d\xi\), we propose to estimate \(\mathbb{P}\) by using a counterpart of the histogram, called the kernel density estimator (KDE) defined as

\[f_0(\xi) = \frac{1}{N|H|^{1/2}} \sum_{n=1}^N P \left( H^{-1/2}(\xi - \xi^n) \right), \]

where \(f_0 : \mathbb{R}^K \to \mathbb{R}^+\) is a point estimator of \(f\) and represents the density function of \(\mathbb{P}_0\) on \(\mathbb{R}^K\) (i.e., \(f_0 = d\mathbb{P}_0/d\xi\) with \(\mathbb{P}_0\) corresponding to a point estimator of \(\mathbb{P}\)), \(H \in \mathbb{R}^{K\times K}\) represents a symmetric and positive definite bandwidth matrix, and \(P : \mathbb{R}^K \to \mathbb{R}^+\) represents a symmetric kernel function satisfying \(P(\cdot) \geq 0, \int P(\xi) d\xi = 1,\) and \(\int \xi^2 P(\xi) d\xi > 0.\) One example for \(P\) is the standard multivariate normal (SMN) density, i.e., \(H\) represents an identity matrix and \(P(\xi) = (2\pi)^{-K/2}\exp\{-1/2\xi^\top\xi\}.\) It is shown in [15] that \(f_0\) converges to \(f\) in \(L^1\)-norm with probability one, i.e.,

\[\int_{\mathbb{R}^K} |f(\xi) - f_0(\xi)| d\xi \to 0 \text{ as } N \to \infty.\]

This feature is desirable in a data-driven decision making environment because it indicates that the proposed point estimator \(f_0\) based on KDE eventually converges to the true density. Another advantage of using \(f_0\) is that it is easy to resample from, and so sampling algorithms based on \(f_0\) can be easily implemented. Note that the \(L^1\)-norm convergence conclusion is independent from the kernel function \(P(\xi),\) and hence we can select \(P(\xi)\) that are more convenient to sample from than others. For example, if \(P(\xi)\) is selected to be the SMN, in order to resample from \(f_0,\) we first choose a data sample \(\bar{\xi}\) uniformly from set \(\{\xi^n\}_{n=1}^N,\) and then generate a sample from the SMN distribution whose mean value is shifted to \(\bar{\xi}.\) These observations motivate us to construct a confidence set \(\mathcal{D}\) around \(\mathbb{P}_0\) based on the \(L^1\)-norm as follows:

\[\mathcal{D} = \left\{ \mathbb{P} \in \mathcal{M}_+ : \int_{\mathbb{R}^K} |f(\xi) - f_0(\xi)| d\xi \leq d, \ f = d\mathbb{P}/d\xi \right\}, \quad (4)\]

where \(\mathcal{M}_+\) represents the set of all probability distributions, and \(\mathcal{D}\) incorporates all the probability distributions whose \(L^1\)-metric distance away from the point estimator \(\mathbb{P}_0\) is bounded by a distance tolerance \(d.\) In practice, the value of \(d\) can be decided in various ways. First, a decision maker can
decide the value of $d$ to reflect her risk-averseness level, and adjust $d$ to perform post-optimization sensitivity analysis. For example, she can decide $d = C_1 N^{-1}$ to indicate the $L^1$-norm convergence, where $C_1$ represents a positive constant and $N$ represents the size of available data samples. Second, literature in nonparametric statistics usually measure the risk of KDE by the mean squared error $\text{MSE} := \mathbb{E} \left[ \int_{\mathbb{R}^K} (f(\xi) - f_0(\xi))^2 d\xi \right]$ where expectation $\mathbb{E}$ is with regard to the random sample $\{\xi^n\}_{n=1}^N$. For example, if bandwidth matrix $H$ is diagonal and optimally chosen then it can be shown that $\text{MSE} = O(N^{-4/(4+K)})$ (see, e.g., [40]). That is, there exists a positive constant $C_2$ such that $\text{MSE} \leq C_2 N^{-4/(4+K)}$ for large $N$. Furthermore, the $L^1$-norm in definition of $D$ can be bounded by the $L^2$-norm in definition of MSE by using the Hölder’s inequality, i.e.,

$$\int_{\mathbb{R}^K} |f(\xi) - f_0(\xi)| d\xi \leq \sqrt{V(\Omega) \int_{\mathbb{R}^K} (f(\xi) - f_0(\xi))^2 d\xi},$$

(5)

where $\Omega$ represents the sample space of $\xi$ and $V(\Omega)$ represents the volume of $\Omega$ in $\mathbb{R}^K$. Note that the bound in (5) is only meaningful when $\Omega$ is bounded, and this condition is often satisfied in practice. For example, the construction based on the three-sigma rule and confidence regions discussed above result in bounded sample space $\Omega$. In this case, in view of MSE, we are motivated to choose $d = \sqrt{C_2 V(\Omega) N^{-2/(4+K)}}$.

In the remainder of this paper, we assume that the state space $\Omega$ of $\xi$ is bounded and $f_0(\cdot)$ is defined on $\Omega$, i.e., $f_0(\xi) = 0$ for $\xi \notin \Omega$. Note here that the second assumption can be satisfied by considering the truncated version of $f_0(\cdot)$ on $\Omega$, i.e.,

$$f_0^{\text{trc}}(\xi) := \begin{cases} f_0(\xi) / \int_{\Omega} f_0(\xi) d\xi, & \xi \in \Omega, \\ 0, & \xi \notin \Omega, \end{cases} \quad \forall \xi \in \mathbb{R}^K.$$

### 2.2 Equivalent Reformulation

In this subsection, we derive an equivalent reformulation for RTSP. We derive a reformulation for the worst-case expectation

$$\sup_{\mathbb{P} \in \mathcal{D}} \mathbb{E}_\mathbb{P} [g(x, \xi)]$$

for a general cost function $g(x, \xi)$, and then apply this general reformulation result to RTSP. For the convenience of analysis, we define the essential supremum of a general cost function

$$\text{ess sup}_{\xi \in \Omega} g(x, \xi) := \inf\{a \in \mathbb{R} : \mu(\{\xi \in \Omega : g(x, \xi) > a\}) = 0\},$$

(6)
where $\mu(\cdot)$ represents the Lebesgue measure. In other words, $\text{ess sup}_{\xi \in \Omega} g(x, \xi)$ represents the almost surely worst-case cost $g(x, \xi)$ over set $\Omega$ with regard to the Lebesgue measure. We first describe the general reformulation result as follows.

**Theorem 1** For any fixed $x \in \mathbb{R}^{n_1}$ and a general function $g(x, \xi)$, we have

$$
\sup_{\mathbb{P} \in \mathcal{D}} \mathbb{E}_{\mathbb{P}} [g(x, \xi)] = (1 - d/2) \text{CVaR}_{d/2}^0 [g(x, \xi)] + (d/2) \text{ess sup}_{\xi \in \Omega} g(x, \xi)
$$

if $d \in [0, 2)$, where $\text{CVaR}_{d/2}^0 [g(x, \xi)]$ represents the conditional value-at-risk of $g(x, \xi)$ with regard to $\mathbb{P}_0$ at confidence level $d/2$, and

$$
\sup_{\mathbb{P} \in \mathcal{D}} \mathbb{E}_{\mathbb{P}} [g(x, \xi)] = \text{ess sup}_{\xi \in \Omega} g(x, \xi)
$$

if $d \geq 2$.

**Proof:** We begin by stating $\sup_{\mathbb{P} \in \mathcal{D}} \mathbb{E}_{\mathbb{P}} [g(x, \xi)]$ as the following optimization problem:

$$
\sup_{f(\xi) \geq 0} \int_{\Omega} g(x, \xi) f(\xi) d\xi \quad \text{(7a)}
$$

subject to

$$
\int_{\Omega} |f(\xi) - f_0(\xi)| d\xi \leq d \quad \text{(7b)}
$$

and

$$
\int_{\Omega} f(\xi) d\xi = 1 \quad \text{(7c)}
$$

where constraints (7b)-(7c) describe $\mathbb{P} \in \mathcal{D}$, $f$ represents the probability density function of $\mathbb{P}$ if $\xi$ follows a continuous distribution (i.e., $f = d\mathbb{P}/d\xi$), or the probability mass function if $\xi$ follows a discrete distribution. The Lagrangian dual of problem (7) can be written as

$$
\inf_{z \geq 0, z_0} \sup_{f(\xi) \geq 0} \int_{\Omega} g(x, \xi) f(\xi) d\xi + z_0 \left(1 - \int_{\Omega} f(\xi) d\xi \right) - z \left(\int_{\Omega} |f(\xi) - f_0(\xi)| d\xi - d \right)
$$
where $z$ and $z_0$ represent the dual variables for constraints (7b) and (7c) respectively. We then proceed to the reformulation as follows:

\[
\begin{align*}
\inf_{z \geq 0, \ z_0} & \sup_{f(\xi) \geq 0} \int_{\Omega} g(x, \xi) f(\xi) d\xi + z_0 \left( 1 - \int_{\Omega} f(\xi) d\xi \right) - z \left( \int_{\Omega} |f(\xi) - f_0(\xi)| d\xi - d \right) \\
= & \inf_{z \geq 0, \ z_0} z_0 + z + \sup_{f(\xi) \geq 0} \int_{\Omega} \left[ (g(x, \xi) - z_0) f(\xi) - z |f(\xi) - f_0(\xi)| \right] d\xi \\
= & \inf_{z \geq 0, \ z_0} z_0 + z + \int_{\Omega} \sup_{f(\xi) \geq 0} \left[ (g(x, \xi) - z_0) f(\xi) - z |f(\xi) - f_0(\xi)| \right] d\xi \\
= & \inf_{z \geq 0, \ z_0} z_0 + z + \int_{[\frac{g(x, \xi)}{-z_0 < -z}]} -z f_0(\xi) d\xi + \int_{[\frac{-z \leq g(x, \xi) - z_0 \leq z]}} (g(x, \xi) - z_0) f_0(\xi) d\xi \\
& \quad \text{s.t. } \sup_{\xi \in \Omega} g(x, \xi) \leq z_0 + z \\
= & \inf_{z \geq 0, \ z_0} z_0 + z + \int_{[\frac{g(x, \xi)}{-z_0 < -z}]} -z f_0(\xi) d\xi + \int_{[\frac{-z \leq g(x, \xi) - z_0 \leq z]}} (g(x, \xi) - z_0) f_0(\xi) d\xi \\
& \quad \text{s.t. } \sup_{\xi \in \Omega} g(x, \xi) \leq z_0 + z \\
= & \inf_{z \geq 0, \ z_0} zd + \mathbb{E}_{P_0}[g(x, \xi)] + \int_{[z_0 - z \geq g(x, \xi) > 0]} (z_0 - z - g(x, \xi)) f_0(\xi) d\xi \\
& \quad \text{s.t. } \sup_{\xi \in \Omega} g(x, \xi) \leq z_0 + z \\
= & \inf_{z \geq 0} zd + \mathbb{E}_{P_0}[g(x, \xi)] + \int_{[m^* - 2z - g(x, \xi) \geq 0]} (m^* - 2z - g(x, \xi)) f_0(\xi) d\xi, \\
\end{align*}
\]

where $m^* := \sup_{\xi \in \Omega} g(x, \xi)$. Equality (8b) follows by solving the one-dimensional problem

\[
V^*(z_0, z) := \sup_{f(\xi) \geq 0} \left[ (g(x, \xi) - z_0) f(\xi) - z |f(\xi) - f_0(\xi)| \right]
\]

for each $\xi \in \Omega$, which has the optimal objective value

\[
V^*(z_0, z) = \begin{cases} 
-zf_0(\xi), & \text{if } g(x, \xi) - z_0 < -z, \\
(g(x, \xi) - z_0) f_0(\xi), & \text{if } -z \leq g(x, \xi) - z_0 \leq z, \\
+\infty, & \text{if } g(x, \xi) - z_0 > z,
\end{cases}
\]

and hence, without loss of optimality, we can add constraints (8c) into the dual problem based on the definition of essential supremum (6). In fact, if $\sup_{\xi \in \Omega} g(x, \xi) > z_0 + z$, then $\mu(\{\xi \in \Omega : g(x, \xi) > z_0 + z\}) > 0$ by definition (6). It follows that, by setting $f(\xi) = +\infty$ for each
\( \xi \in \{ \xi \in \Omega : g(x, \xi) > z_0 + z \} \), we have \( V^*(z_0, z) = +\infty \) for each \( \xi \in \{ \xi \in \Omega : g(x, \xi) > z_0 + z \} \) and so the objective value of the optimization problem (8a) is \(+\infty\). Thus, we can add constraints (8c) without loss of optimality. Equality (8d) is due to constraints (8c) and the fact that \( f_0(\xi) = 0 \) for each \( \xi \notin \Omega \). Equality (8e) follows from the partition \( \mathbb{R}^K = [-z \leq g(x, \xi) - z_0] \cup [g(x, \xi) - z_0 < -z] \).

Equality (8f) is due to

\[
\int_{\mathbb{R}^K} (g(x, \xi) - z_0) f_0(\xi) d\xi = \int_{\mathbb{R}^K} g(x, \xi) f_0(\xi) d\xi - \int_{\mathbb{R}^K} z_0 f_0(\xi) d\xi = E_{\mathbb{P}_0}[g(x, \xi)] - z_0,
\]

where \( \mathbb{P}_0 \) represents the probability measure induced by \( f_0(\xi) \) (i.e., \( \mathbb{P}_0(A) = \int_A f_0(\xi) d\xi \) for each \( A \subseteq \mathbb{R}^K \)). Equality (8g) holds because \( z_0^m = m^* - z \) is an optimal solution to the optimization problem (8f) over variable \( z_0 \) for a fixed \( z \). To see this, we consider two feasible solutions \( z_0^2 > z_0^1 \geq m^* - z \). Then we have

\[
\int_{[z_0^2 - g(x, \xi)] > 0} (z_0^2 - z - g(x, \xi)) f_0(\xi) d\xi - \int_{[z_0^1 - z - g(x, \xi)] > 0} (z_0^1 - z - g(x, \xi)) f_0(\xi) d\xi

= \int_{[z_0^2 - z - g(x, \xi)] > 0} (z_0^2 - z - g(x, \xi)) f_0(\xi) d\xi + \int_{[z_0^1 - z - g(x, \xi)] < z_0^2 - z} (z_0^2 - z - g(x, \xi)) f_0(\xi) d\xi

- \int_{[z_0^1 - z - g(x, \xi)] > 0} (z_0^1 - z - g(x, \xi)) f_0(\xi) d\xi

= \int_{[z_0^2 - z - g(x, \xi)] > 0} (z_0^2 - z_0^1) f_0(\xi) d\xi + \int_{[z_0^1 - z - g(x, \xi)] < z_0^2 - z} (z_0^2 - z - g(x, \xi)) f_0(\xi) d\xi \geq 0,
\]

where equality (9) is due to the partition \( [z_0^2 - z - g(x, \xi)] > 0 = [z_0^1 - z - g(x, \xi)] > 0 \cup [z_0^1 - z \leq g(x, \xi) < z_0^2 - z] \), and inequality (10) is due to \( z_0^2 - z_0^1 > 0 \). Hence, \( z_0 = m^* - z \) is optimal to problem (8f), noting that \( z_0 \geq m^* - z \) based on constraint (8c).

It remains to solve the one-dimensional optimization problem (8g). Let \( h(z) \) represent its objective function and we have

\[
h'(z) = d - 2 \int_{[m^* - 2z - g(x, \xi)] \geq 0} f_0(\xi) d\xi = d - 2 \mathbb{P}_0\{g(x, \xi) \leq m^* - 2z\},
\]

which is nondecreasing in \( z \) and hence \( h(z) \) is convex in \( z \). We discuss the following two cases:

(i) If \( d \geq 2 \), we have \( d/2 \geq 1 \) and hence \( h'(z) = 2 [d/2 - \mathbb{P}_0\{g(x, \xi) \leq m^* - 2z\}] \geq 0 \). Therefore, \( z^* = 0 \) is optimal to problem (8g) whose optimal objective value is

\[
h(0) = \mathbb{E}_{\mathbb{P}_0}[g(x, \xi)] + \int_{[m^* - g(x, \xi)] \geq 0} (m^* - g(x, \xi)) f_0(\xi) d\xi

= \mathbb{E}_{\mathbb{P}_0}[g(x, \xi)] + \int_{\mathbb{R}^K} (m^* - g(x, \xi)) f_0(\xi) d\xi

= \mathbb{E}_{\mathbb{P}_0}[g(x, \xi)] + m^* - \mathbb{E}_{\mathbb{P}_0}[g(x, \xi)] = m^*,
\]
where equality (11) is due to \( g(x, \xi) \leq m^* \) almost everywhere in \( \Omega \) and \( f_0(\xi) = 0 \) for each \( \xi \notin \Omega \). This proves that \( \sup_{P \in D} \mathbb{E}_P[g(x, \xi)] = \text{ess sup}_{\xi \in \Omega} g(x, \xi) \) when \( d \geq 2 \).

(ii) If \( d \in [0, 2) \), fixing \( h'(z^*) = 0 \) yields

\[
P_0 \{ g(x, \xi) \leq m^* - 2z^* \} = d/2,
\]

which is equivalent to

\[
m^* - 2z^* = \inf \{ \gamma : P_0 \{ g(x, \xi) \leq \gamma \} \geq d/2 \} = \text{VaR}, \tag{12}
\]

where \( \text{VaR} := \text{VaR}_{d/2}^0[g(x, \xi)] \) represents the value-at-risk of \( g(x, \xi) \) with regard to \( P_0 \) with confidence level \( d/2 \), for notation brevity.

It follows that

\[
h(z^*) = z^*d + \mathbb{E}_{P_0}[g(x, \xi)] + \int_{[g(x, \xi) \leq \text{VaR}]} (\text{VaR} - g(x, \xi)) f_0(\xi) d\xi
\]

\[
= (d/2) m^* - (d/2) \text{VaR} + \int_{\mathbb{R}^K} g(x, \xi) f_0(\xi) d\xi
\]

\[
+ \int_{[g(x, \xi) \leq \text{VaR}]} \text{VaR} f_0(\xi) d\xi - \int_{[g(x, \xi) \leq \text{VaR}]} g(x, \xi) f_0(\xi) d\xi \tag{13a}
\]

\[
= (d/2) m^* + \text{VaR} \left( \mathbb{P}_0 \{ g(x, \xi) \leq \text{VaR} \} - d/2 \right)
\]

\[
+ \int_{[g(x, \xi) > \text{VaR}]} g(x, \xi) f_0(\xi) d\xi \tag{13b}
\]

\[
= (d/2) m^* + (1 - d/2) \left[ \frac{\mathbb{P}_0 \{ g(x, \xi) \leq \text{VaR} \} - d/2}{1 - d/2} \right] \text{VaR}
\]

\[
+ \frac{\mathbb{P}_0 \{ g(x, \xi) > \text{VaR} \}}{1 - d/2} \text{CVaR}^{\text{d/2}+}_0[g(x, \xi)] \tag{13c}
\]

\[
= (d/2) m^* + (1 - d/2) \text{CVaR}^{\text{d/2}+}_0[g(x, \xi)], \tag{13d}
\]

where equality (13a) follows from equation (12) and the definition of \( \mathbb{E}_{P_0}[g(x, \xi)] \), equality (13b) combines terms and uses the fact that \( \int_{[g(x, \xi) \leq \text{VaR}]} f_0(\xi) d\xi = \mathbb{P}_0 \{ g(x, \xi) \leq \text{VaR} \} \), equality (13c) is due to the definition of

\[
\text{CVaR}^{\text{d/2}+}_0[g(x, \xi)] = \int_{[g(x, \xi) > \text{VaR}]} g(x, \xi) f_0(\xi) d\xi / \mathbb{P}_0 \{ g(x, \xi) > \text{VaR} \}, \tag{14}
\]

following equation (10) in [30], and equality (13d) is due to the definition of

\[
\text{CVaR}^{\text{d/2}+}_0[g(x, \xi)] = \alpha_{d/2} \text{VaR} + (1 - \alpha_{d/2}) \text{CVaR}^{\text{d/2}+}_0[g(x, \xi)], \tag{15}
\]

where equality (11) is due to \( g(x, \xi) \leq m^* \) almost everywhere in \( \Omega \) and \( f_0(\xi) = 0 \) for each \( \xi \notin \Omega \). This proves that \( \sup_{P \in D} \mathbb{E}_P[g(x, \xi)] = \text{ess sup}_{\xi \in \Omega} g(x, \xi) \) when \( d \geq 2 \).
with \( \alpha_{d/2} = (\mathbb{P}_0 \{ g(x, \xi) \leq \text{VaR} \} - d/2)/(1 - d/2) \), following equation (21) in [30]. This completes the proof for the case \( d \in [0, 2) \).

**Remark 1** Theorem 1 specifies the coherent risk measure \( \rho(g(x, \xi)) \) as a convex combination of the conditional value-at-risk and the worst-case cost. The weight of CVaR is \( 1 - \min\{d/2, 1\} \) and that of the worst-case cost is \( \min\{d/2, 1\} \).

**Remark 2** Theorem 1 develops a full spectrum of risk measures from the worst-case cost at the most conservative extreme to expectation at the least conservative extreme. Specifically, it indicates that (i) when the sample size is limited (and accordingly \( d \) is sufficiently large), we have to protect the worst-case scenarios of \( \xi \), (ii) when the sample size increases and \( d \) becomes smaller, the weight of CVaR grows and that of the worst-case cost reduces, and (iii) as the sample size goes to infinity and \( d \) goes to zero, the risk measure converges to the expectation (note here that CVaR converges to expectation as \( d \) goes to zero, based on the definitions of VaR in (12), CVaR in (14), and CVaR in (15)).

**Remark 3** It can be shown, by a similar proof, that Theorem 1 holds if probability distributions \( \mathbb{P}, \mathbb{P}_0, \) and confidence set \( \mathcal{D} \) are discrete. In that case, \( \Omega \) is a set of points in \( \mathbb{R}^K \), and \( \mathcal{D} \) and density functions \( f, f_0 \) are with respect to the counting measure on \( \mathbb{R}^K \).

To obtain more insights of Theorem 1, we derive the structure of the worst-case distribution of \( \sup_{\mathbb{P} \in \mathcal{D}} \mathbb{E}_\mathbb{P}[g(x, \xi)] \). In the following proposition, we develop a series of probability distributions with regard to which the value of \( \mathbb{E}[g(x, \xi)] \) converges to \( \sup_{\mathbb{P} \in \mathcal{D}} \mathbb{E}_\mathbb{P}[g(x, \xi)] \).

**Proposition 1** For any fixed \( x \in \mathbb{R}^{n_1} \) and a general function \( g(x, \xi) \), letting parameters \( \beta_1 = \mathbb{P}_0 \{ g(x, \xi) \leq \text{VaR} \} - d/2 \) and \( \beta_2 = \mathbb{P}_0 \{ g(x, \xi) = \text{VaR} \}, \) define

\[
(i) \quad f_1(\xi) = \begin{cases} 
 f_0(\xi), & \text{if } g(x, \xi) > \text{VaR}, \\
 0, & \text{o.w.,}
\end{cases}
\]

\[
(ii) \quad f_2(\xi) = \begin{cases} 
 \beta_1 f_0(\xi)/\beta_2 , & \text{if } g(x, \xi) = \text{VaR}, \\
 0, & \text{if } \beta_2 > 0,
\end{cases}
\]

\[
(iii) \quad f_3^{(n)}(\xi) = \begin{cases} 
 d/(2\mu(\Gamma_n)), & \text{if } \xi \in \Gamma_n, \\
 0, & \text{o.w.,}
\end{cases}
\]

where \( \Gamma_n := \{ \xi \in \Omega : g(x, \xi) > \text{ess sup}_{\xi \in \Omega} g(x, \xi) - 1/n \} \) for each \( n \in \mathbb{N} \).
Then
\[
\sup_{P \in \mathcal{D}} \mathbb{E}_P[g(x, \xi)] = \lim_{n \to \infty} \int_{\mathbb{R}^K} g(x, \xi) f_n^*(\xi) d\xi,
\] (16)
where for each \( n \in \mathbb{N} \),

1. \( f_n^*(\xi) = f_1(\xi) + f_3^*(\xi) \) when \( d \in [0, 2) \) and \( \beta_2 = 0; \)
2. \( f_n^*(\xi) = f_1(\xi) + f_2(\xi) + f_3^*(\xi) \) when \( d \in [0, 2) \) and \( \beta_2 > 0; \)
3. \( f_n^*(\xi) = f_4^*(\xi) \) when \( d \geq 2. \)

Proof: See Appendix A for the detailed proof.

Remark 4 Intuitively, the worst-case distribution that attains \( \sup_{P \in \mathcal{D}} \mathbb{E}_P[g(x, \xi)] \) is a mix between a continuous distribution (e.g., \( f_1(\xi) \)) whose density agrees with \( f_0(\xi) \) on the event \( [g(x, \xi) \geq \text{VaR}] \) (with an exception when \( P_0\{g(x, \xi) = \text{VaR}\} > 0 \) which corresponds to \( f_1(\xi) + f_2(\xi) \)), and a discrete mass (e.g., the limits of \( f_3^*(\xi) \) or \( f_4^*(\xi) \)) where \( \text{ess sup}_{\xi} g(x, \xi) \) is attained.

In many practical cases, the value of \( \text{ess sup}_{\xi} g(x, \xi) \) agrees with the value of \( \sup_{\xi} g(x, \xi) \) which can further be obtained by solving a robust optimization problem. We introduce two important sufficient conditions for the equivalence in the following lemma.

Lemma 1 For each \( x \in X \), \( \text{ess sup}_{\xi} g(x, \xi) = \sup_{\xi} g(x, \xi) \) when \( \mu(\Omega) > 0 \) if one of the following two conditions holds:

1. \( g(x, \xi) \) is continuous in variable \( \xi \) on \( \Omega; \)
2. \( g(x, \xi) \) is piecewise continuous in variable \( \xi \) on \( \Omega \), i.e., there exist disjoint subsets \( \{\Omega_i\}_{i \in \Psi} \) with index set \( \Psi \) finite or countable such that \( \Omega = \bigcup_{i \in \Psi} \Omega_i \) with \( \mu(\Omega_i) > 0 \) and \( g(x, \xi) \) continuous in variable \( \xi \) on \( \Omega_i \) for each \( i \in \Psi. \)

Proof: See Appendix B for the detailed proof.

Now we apply Theorem 1 and Lemma 1 to RTSP which leads to the following proposition.

Proposition 2 If \( d \in [0, 2) \), then RTSP is equivalent to the following optimization problem
\[
\min_{x \in X, \xi \in \mathbb{R}} c^\top x + (1 - d/2) \xi + \int_{\mathbb{R}^K} (Q(x, \xi) - \xi^+) f_0(\xi) d\xi + (d/2) \sup_{\xi \in \Omega} Q(x, \xi). \quad (17a)
\]
Otherwise, if \( d \geq 2 \), then RTSP is equivalent to
\[
\min_{x \in X} c^\top x + \sup_{\xi \in \Omega} Q(x, \xi). \quad (17b)
\]
Proof: See Appendix C for the detailed proof. 

In addition, we can extend Theorem 1 to other interesting stochastic programming models with expectation, CVaR, chance, and stochastic dominance constraints, which can be summarized as follows:

**Proposition 3 (Expectation constraint)** For a general function \( F(x, \xi) \) that is piecewise continuous in variable \( \xi \) on \( \Omega \), the ambiguous expectation constraint \( \sup_{P \in D} \mathbb{E}_P[F(x, \xi)] \leq 0 \) is equivalent to

\[
(1 - d/2) \xi + \int_{\mathbb{R}^K} (F(x, \xi) - \xi)^+ f_0(\xi) d\xi + (d/2) \sup_{\xi \in \Omega} F(x, \xi) \leq 0
\]

if \( d \in [0, 2) \), and

\[
\sup_{\xi \in \Omega} F(x, \xi) \leq 0
\]

if \( d \geq 2 \).

Proof: The proof is similar to that for Proposition 2 and thus omitted.

**Proposition 4 (CVaR constraint)** For a general function \( F(x, \xi) \) that satisfies Assumption (A1) and is piecewise continuous in variable \( \xi \) on \( \Omega \), the ambiguous conditional value-at-risk constraint \( \sup_{P \in D} \text{CVaR}_\alpha^P[F(x, \xi)] \leq r_0 \) with \( \alpha \in (0, 1) \) and \( r_0 \in \mathbb{R} \) is equivalent to

\[
(1 - \alpha) \xi + (1 - d/2) \xi_0 + \int_{\mathbb{R}^K} [(F(x, \xi) - \xi)^+ - \xi_0]^+ f_0(\xi) d\xi + (d/2) \left( \sup_{\xi \in \Omega} F(x, \xi) - \xi \right)^+ \leq (1 - \alpha) r_0
\]

if \( d \in [0, 2) \), and

\[
\sup_{\xi \in \Omega} F(x, \xi) \leq r_0
\]

if \( d \geq 2 \).

Proof: See Appendix D for the detailed proof.

**Proposition 5 (Chance constraint)** For a given \( \alpha \in (0, 1) \), the ambiguous chance constraint \( \inf_{P \in D} P\{F(x, \xi) \leq 0\} \geq 1 - \alpha \) for a general function \( F(x, \xi) \), is equivalent to

\[
P_0 \{F(x, \xi) \leq 0\} \geq 1 - \alpha + d/2
\]
if \(d \in [0, 2\alpha]\), and
\[
\text{ess sup}_{\xi \in \Omega} F(x, \xi) \leq 0
\]
if \(d > 2\alpha\). Furthermore, if \(F(x, \xi)\) is piecewise continuous in variable \(\xi\) on \(\Omega\), then the ambiguous chance constraint is equivalent to \(\sup_{\xi \in \Omega} F(x, \xi) \leq 0\) if \(d > 2\alpha\).

Proof: See Appendix E for the detailed proof.

---

**Proposition 6 (Stochastic dominance constraint)** For a given \(X_F := \{x : F(x, \xi) \leq 0\}\) for a general function \(F(x, \xi)\), the ambiguous stochastic dominance constraint \(\inf_{P \in \mathcal{D}} \mathbb{P}\{F(x, \xi) \leq \eta\} \geq F_Y(\eta)\) for each \(\eta \in [c_1, c_2]\), where \(F_Y(\cdot)\) represents the distribution function of random variable \(Y\) and \(c_1, c_2 \in \mathbb{R}\) such that \(0 < F_Y(c_1) \leq F_Y(c_2) < 1\), is equivalent to
\[
\mathbb{P}_0 \{F(x, \xi) \leq \eta\} \geq F_Y(\eta) + d/2, \quad \forall \eta \in [c_1, c_2]
\]
if \(d \in [0, 2(1 - F_Y(c_2))]\), and
\[
\left\{ \begin{array}{l}
\mathbb{P}_0 \{F(x, \xi) \leq \eta\} \geq F_Y(\eta) + d/2, \quad \forall \eta \in [c_1, F_Y^{-1}(1 - d/2)], \\
\text{ess sup}_{\xi \in \Omega} F(x, \xi) \leq F_Y^{-1}(1 - d/2),
\end{array} \right.
\]
if \(d > 2(1 - F_Y(c_2))\), where \(F_Y^{-1}(x) := \sup_{\eta \in \mathbb{R}} \{F_Y(\eta) \leq x\}\) for \(x \in [0, 1]\).

Proof: See Appendix F for the detailed proof.

---

Finally, we explore structural results for a risk-averse newsvendor problem with distributional ambiguity, i.e., a variant of the classical newsvendor problem in a distributionally ambiguous environment, to illustrate the usage of Theorem 1. As in the classical setting, a newsvendor orders \(x\) newspapers to satisfy an uncertain future demand \(\xi\) that is not realized at the moment of making the order. A newspaper can be ordered at a cost of \(c\) dollars, sold at a price of \(p\) dollars, and salvaged at a price of \(s\) dollars if it is not sold. To avoid trivial cases, we assume that \(0 \leq s \leq c \leq p\). Supposing that the uncertain demand \(\xi\) follows a probability distribution \(\mathbb{P}\), a risk-neutral newsvendor aims to minimize the expected total cost, i.e.,
\[
\min_{x \in \mathbb{R}_+} cx + \mathbb{E}_\mathbb{P} [Q(x, \xi)],
\]
where \(Q(x, \xi) := -p \min\{x, \xi\} - s \max\{x - \xi, 0\}\). We consider a distributionally ambiguous variant, where the newsvendor’s knowledge on \(\mathbb{P}\) is imperfect and only includes the range of \(\xi\), e.g., \(\Omega :=\)
\[ [\xi_L, \xi_U] \text{ for } \xi_L, \xi_U \in \mathbb{R}_+, \text{ a point estimator } \mathbb{P}_0 \text{ with density function } f_0(\cdot), \text{ and a confidence set } \mathcal{D} \text{ as defined in (4). Accordingly, the risk-averse newsvendor can hedge against the distributional ambiguity by considering} \]

\[
\min_{x \in \mathbb{R}_+} F_{nv}(x) := cx + \sup_{\mathbb{P} \in \mathcal{D}} \mathbb{E}_{\mathbb{P}} [Q(x, \xi)].
\]

Based on Theorem 1, we can solve this optimization problem and obtain the following results.

**Proposition 7 (Newsvendor problem with distributional ambiguity)** The objective of the risk-averse newsvendor problem

\[
F_{nv}(x) = cx + (1 - d/2)^+ CVaR_{d/2}^\mathbb{P}_0 [Q(x, \xi)] + \min_{\xi \in \Omega} \{d/2, 1\} \sup_{\xi \in \Omega} Q(x, \xi).
\]

Moreover, if \( \mathbb{P}_0 \) is absolutely continuous, then an optimal solution \( x^* \in \arg\min_{x \in \mathbb{R}_+} F_{nv}(x) \) is such that

\[
x^* = F_{0}^{-1} \left( \frac{p - c}{p - s} - \frac{d}{2} \right) \text{ if } (p - c)/(p - s) \geq d/2, \text{ and } x^* = \xi_L \text{ if } (p - c)/(p - s) < d/2, \text{ where } F_{0}^{-1}(x) = \sup_{\eta \in \mathbb{R}} \{\mathbb{P}_0{\xi \leq \eta} \leq x\}.
\]

*Proof:* See Appendix G for the detailed proof.

The risk-averse optimal solution presented in Proposition 7 illustrates an interesting linkage between the distance tolerance \( d \) and the conservatism of decision making. We note that a risk-neutral optimal solution is \( F_{0}^{-1}((p - c)/(p - s)) \). As the value of \( d \) decreases, the risk-averse optimal solution increases from the most conservative extreme (i.e., \( \xi_L \)) and becomes less and less conservative. Eventually, the risk-averse optimal solution converges to the risk-neutral one (i.e., \( F_{0}^{-1}((p - c)/(p - s)) \)) as \( d \) goes to zero. In the following Section 2.3, we establish a convergence analysis to show this linkage for the general RTSP in a rigorous manner. This linkage will also be demonstrated by numerical experiments in Section 4.1.

### 2.3 Convergence Analysis

In this subsection, we analyze the convergence property of RTSP as the sample size \( N \) grows to infinity (and accordingly \( d \) decreases to zero). We find that as \( N \) goes to infinity, the optimal objective value and the set of optimal solutions of RTSP converge to those of TSP with regard to the ambiguous distribution \( \mathbb{P} \), respectively, under mild conditions. This result confirms an intuition that the risk-averseness of RTSP vanishes as the sample size grows to infinity. Before stating the main result, we describe the following lemmas to be used later to prove the convergence property.
Lemma 2 Expected value functions $E[Q(x, \xi) - \zeta] + \text{with regard to } P$ and $P_0$ are continuous in variables $(x, \zeta) \in \mathbb{R}^{n_1+1}$.

Proof: See Appendix H for the detailed proof.

Lemma 3 Worst-case value function $\sup_{\xi \in \Omega} Q(x, \xi)$ is convex and continuous in variable $x \in \mathbb{R}^{n_1}$. 

Proof: See Appendix I for the detailed proof.

Lemma 4 TSP with regard to $P_0$ is equivalent to the following optimization problem:

$$\min_{x \in X, \zeta \in \mathbb{R}} c^T x + \zeta + \int_{\mathbb{R}^K} (Q(x, \xi) - \zeta)^+ f_0(\xi) d\xi.$$ 

Meanwhile, TSP with regard to $P$ is equivalent to the following optimization problem:

$$\min_{x \in X, \zeta \in \mathbb{R}} c^T x + \zeta + \int_{\mathbb{R}^K} (Q(x, \xi) - \zeta)^+ f(\xi) d\xi.$$ 

Proof: See Appendix J for the detailed proof.

Now we are ready to state our main convergence result. We let $z(d)$ and $U(d)$ represent the optimal objective value and the set of optimal solutions of RTSP with regard to a distance tolerance $d \geq 0$, respectively, where $d := d(N)$ is a function of sample size $N$. Accordingly, we let $z(0)$ and $U(0)$ represent the optimal objective value and the set of optimal solutions of TSP with regard to $P$, respectively. The main result can be stated in the following theorem.

**Theorem 2** Suppose that (i) $X$ is compact, and (ii) $f_0$ converges to $f$ in $L^1$-norm with probability one, i.e.,

$$\lim_{N \to \infty} \int_{\mathbb{R}^K} |f(\xi) - f_0(\xi)| d\xi \to 0 \text{ as } N \to \infty.$$ 

Then $z(d)$ converges to $z(0)$ as $N$ increases to infinity with probability one, i.e.,

$$\lim_{N \to \infty} z(d(N)) = z(0).$$ 

Furthermore, $U(d)$ converges to $U(0)$ as $N$ increases to infinity with probability one in the sense that

$$\lim_{N \to \infty} \sup_{(x, \zeta) \in U(d(N))} \text{dist}((x, \zeta), U(0)) = 0.$$ 

Proof: See Appendix K for the detailed proof.
Remark 5 Assumption (i) for $X$ being compact is satisfied when (a) first-stage decision variables $x$ are finite and integral, and (b) first-stage decision variables $x$ are pure-continuous or mixed-integer, and are bounded (e.g., in a polytope). In general, this condition is mild because it is mostly satisfied in practice. Meanwhile, Assumption (ii) for $L^1$ convergence is satisfied if $f_0$ is obtained from a KDE as discussed in Section 2.1.

3 Solution Approaches

In this section, we investigate a sample average approximation (SAA) approach to solve RTSP (17) for a given sample size $N$ (or equivalently for a given distance $d$). When $d \geq 2$, RTSP (17b) reduces to a two-stage (adjustable) robust optimization problem, for which various solution approaches have been proposed in literature (see, e.g., [7], [23], and [8]). In this section, we focus on the case in which $d \in [0, 2)$ and RTSP (17a) is considered. Throughout this section, we make the following assumption on the sample space $\Omega$:

(A2) $\Omega$ is a knapsack polytope, i.e., there exist real numbers $\{\xi^L_k\}_{k=0}^K$ and $\{\xi^U_k\}_{k=0}^K$ such that

$$\xi^L_k < \xi^U_k$$

for $k = 0, \ldots, K$ and $\Omega = \left\{ \xi \in \mathbb{R}^K : \xi^L_0 \leq \xi^L_k \leq \xi^U_k \leq \xi^U_k, \xi^L_k \leq \xi^U_k, \forall k = 1, \ldots, K \right\}$.

Note here that the sample space $\Omega$ in the form stated in Assumption (A2) has its advantages. First, it can be conveniently constructed based on historical data (see Section 2.1). It can also conservatively approximate other sample spaces. For instance, sample spaces in the form $\Omega' := \{\xi \in \mathbb{R}^K : (\xi - \bar{\mu})^T \Sigma^{-1} (\xi - \bar{\mu}) \leq \varphi\}$ can be conservatively approximated by $\Omega$ if

$$\xi^L_k \leq \inf_{\xi \in \Omega'} \xi_k, \xi^U_k \geq \sup_{\xi \in \Omega'} \xi_k, \xi^L_0 \leq \inf_{\xi \in \Omega'} \sum_{k=1}^K \xi_k, \text{ and } \xi^U_0 \geq \sup_{\xi \in \Omega'} \sum_{k=1}^K \xi_k.$$ 

Furthermore, Assumption (A2) allows us to reformulate $\sup_{\xi \in \Omega} Q(x, \xi)$ in RTSP (17a) as a mixed-integer linear program (see below Proposition 8). Finally, we note that the sample space plays a less important role as the data sample size $N$ increases, corresponding to $d \to 0$, in view of Theorem 2. In Section 3.3, we will extend the discussion to the case when Assumption (A2) is dropped.

To solve RTSP (17a), we first summarize the reformulation of $\sup_{\xi \in \Omega} Q(x, \xi)$ in the following proposition. The proof is similar to that for Proposition 5 in [19] and thus omitted here for brevity.

**Proposition 8** The value of $\sup_{\xi \in \Omega} Q(x, \xi)$ can be obtained by solving a mixed-integer program.

Second, we resample from $\mathbb{P}_0$ to obtain a series of samples $\{\xi^s\}_{s=1}^S$, and then formulate an SAA
problem for RTSP (17a)

\[
z_S(d) = \min_{x \in X, \xi \in \mathbb{R}} c^T x + (1 - d/2) \zeta + \frac{1}{S} \sum_{s=1}^{S} (Q(x, \xi^s) - \zeta)^+ + (d/2) \sup_{\xi \in \Omega} Q(x, \xi), \tag{18}
\]

where we approximate \(E_{\mathbb{P}_0}[Q(x, \xi) - \zeta]^+\) by the sample average \((1/S) \sum_{s=1}^{S} (Q(x, \xi^s) - \zeta)^+\). A number of theoretical and computational studies have been developed for the (risk-neutral) TSP (see, e.g., [26], [1], and [22]) and the chance-constrained stochastic programming models (see, e.g., [25] and [28]). In this section, we develop and analyze an SAA approach as a counterpart for solving RTSP. We analyze the convergence properties of the SAA problem in Section 3.1 and describe the solution validation procedure and summarize the implementation of the SAA approach in Section 3.2. In Section 3.3, we discuss an alternative SAA approach for solving RTSP (17a) with a general sample space, i.e., when Assumption (A2) is dropped.

### 3.1 Convergence Properties of the SAA Problem

We analyze the limiting behavior of the SAA problem (18) in approximating RTSP (corresponding to a given distance \(d\)), as the sample size \(S\) increases. We show that both the optimal objective value (e.g., \(z_S(d)\)) and the set of optimal solutions of the SAA problem (18) (defined as \(U_S(d)\)) converge to those of RTSP (e.g., \(z(d)\) and \(U(d)\)). We summarize the main result in the following theorem.

**Theorem 3** Suppose that \(X\) is compact. Then the optimal objective value of the SAA problem (18) converges to that of RTSP (17a) as \(S\) increases to infinity with probability 1, i.e., \(\lim_{S \to \infty} z_S(d) = z(d)\). Furthermore, \(U_S(d)\) converges to \(U(d)\) as \(S\) increases to infinity with probability 1 in the sense that \(\lim_{S \to \infty} \sup_{x \in U_S(d)} \text{dist}(x, U(d)) = 0\).

**Proof:** For each \((x, \zeta) \in X \times \mathbb{R}\), it is clear that

\[
\lim_{S \to \infty} \frac{1}{S} \sum_{s=1}^{S} (Q(x, \xi^s) - \zeta)^+ = \int_{\mathbb{R}^K} (Q(x, \xi) - \zeta)^+ f_0(\xi) d\xi
\]

by the strong law of large numbers. Now letting \(\hat{h}(x, \zeta, d)\) and \(\hat{h}_S(x, \zeta, d)\) represent the objective values of RTSP (17a) and the SAA problem (18) corresponding to each \((x, \zeta) \in X \times \mathbb{R}\), respectively, we have \(\hat{h}_S(x, \zeta, d)\) converges to \(\hat{h}(x, \zeta, d)\) pointwise, i.e.,

\[
\lim_{S \to \infty} \hat{h}_S(x, \zeta, d) = \hat{h}(x, \zeta, d)
\]
with probability 1. The conclusion then follows from Theorems 5.3 and 7.48 in [36].

### 3.2 Solution Validation and the SAA Algorithm

In implementation of the SAA approach, we construct the following lower and upper bounds for \( z(d) \) to validate the solution quality.

**Lower Bound.** To obtain lower bounds for \( z(d) \) corresponding to a given sample size \( S \), we first establish the following proposition as a simple variant of Theorem 1 in [26].

**Proposition 9** Let \( \mathbb{P}_0^S \) represent the product probability distribution of samples \( \{\xi^s\}_{s=1}^S \) from \( \mathbb{P}_0 \).

Then \( z(d) \geq \mathbb{E}_{\mathbb{P}_0^S}[z_S(d)] \).

**Proof:** Define

\[
Q'(x, \zeta, \xi) := c^\top x + (1 - d/2) \zeta + (Q(x, \xi) - \zeta)^+.
\]

Then RTSP can be restated as

\[
\min_{x \in X, \zeta \in \mathbb{R}} \left\{ \mathbb{E}_{\mathbb{P}_0}[Q'(x, \zeta, \xi)] + \sup_{\xi \in \Omega} Q(x, \xi) \right\}.
\]

It follows that

\[
z(d) = \min_{x \in X, \zeta \in \mathbb{R}} \left\{ \mathbb{E}_{\mathbb{P}_0}[Q'(x, \zeta, \xi)] + \sup_{\xi \in \Omega} Q(x, \xi) \right\}
\]

\[
\geq \mathbb{E}_{\mathbb{P}_0^S} \left[ \min_{x \in X, \zeta \in \mathbb{R}} \left\{ \frac{1}{S} \sum_{s=1}^S Q'(x, \zeta, \xi^s) + \sup_{\xi \in \Omega} Q(x, \xi) \right\} \right] = \mathbb{E}_{\mathbb{P}_0^S}[z_S(d)].
\]

Hence, a statistical lower bound of \( z(d) \) corresponding to a given sample size \( S \), can be obtained by independently constructing and solving SAA problem (18) for \( M \) replications, each of whose optimal objective values are denoted by \( z^m_S(d) \) for \( m = 1, \ldots, M \). By computing the sample mean of these optimal objective values, i.e., \( \bar{z} := (1/M) \sum_{m=1}^M z^m_S(d) \) and their sample variance, i.e.,

\[
\sigma^2_{\bar{z}} := (1/(M-1)) \sum_{m=1}^M (z^m_S(d) - \bar{z})^2,
\]

we obtain that \( \bar{z} - t_{M-1, \beta} \sigma_{\bar{z}}/\sqrt{M} \) is a true lower bound of \( z(d) \) with at least probability \((1 - \beta)\), where \( \beta \in (0,1) \) and \( t_{M-1, \beta} \) represents the 100(1 - \beta) percentile of the \( t \)-distribution with \( M - 1 \) degrees of freedom.

**Upper Bound.** Suppose that a solution \((\bar{x}, \bar{\zeta}) \in X \times \mathbb{R}\) is obtained from solving SAA problem (18). It is clear that the corresponding objective value

\[
c^\top \bar{x} + (1 - d/2) \bar{\zeta} + \mathbb{E}_{\mathbb{P}_0} \left[ Q(\bar{x}, \xi) - \bar{\zeta} \right]^+ + (d/2) \sup_{\xi \in \Omega} Q(\bar{x}, \xi)
\]
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is an upper bound of $z(d)$. Accordingly, by independently sampling $\{\xi^s\}_{s=1}^{S'}$ from $\mathbb{P}_0$, the objective value of $(\bar{x}, \bar{\zeta})$ can be estimated based on each sample:

$$
\hat{U}(\bar{x}, \bar{\zeta}, \xi^s) := c^\top \bar{x} + (1 - d/2) \bar{\zeta} + (Q(\bar{x}, \xi^s) - \bar{\zeta})^+ + (d/2) \sup_{\xi \in \Omega} Q(\bar{x}, \xi).
$$

By computing the sample mean of these objective values, i.e., $\bar{U} := (1/S') \sum_{s=1}^{S'} \hat{U}(\bar{x}, \bar{\zeta}, \xi^s)$ and their sample variance, i.e., $\sigma_{\hat{U}}^2 := (1/(S'-1)) \sum_{s=1}^{S'} (\hat{U}(\bar{x}, \bar{\zeta}, \xi^s) - \bar{U})^2$, we obtain that $\bar{U} + t_{S' - 1, \beta} \sigma_{\hat{U}} \sqrt{S'}$ is a true upper bound of $z(d)$ with at least probability $(1 - \beta)$.

**SAA Algorithm.** We summarize the SAA algorithm as follows.

1. For $m = 1, \ldots, M$, repeat the following steps:
   1. Generate independent samples $\{\xi^s\}_{s=1}^S$ from $\mathbb{P}_0$.
   2. Solve SAA problem (18), and record its optimal objective value $z_S^m(d)$ and an optimal solution $(\bar{x}, \bar{\zeta})$.
   3. Estimate the corresponding upper bound $U(\bar{x}, \bar{\zeta}, d) := \bar{U} + t_{S' - 1, \beta} \sigma_{\hat{U}} \sqrt{S'}$.
2. Estimate a lower bound $L(d) := \bar{\zeta} - t_{M-1, \beta} \sigma_{\bar{\zeta}} / \sqrt{M}$, with $\bar{\zeta} = (1/M) \sum_{m=1}^M z_S^m(d)$.
3. Pick an optimal solution $(\bar{x}^*, \bar{\zeta}^*)$ corresponding to the smallest upper bound $U(\bar{x}^*, \bar{\zeta}^*, d)$.
4. Estimate the optimality gap by $\text{GAP} = (U(\bar{x}^*, \bar{\zeta}^*, d) - L(d))/L(d) \times 100\%$.
5. If the optimality gap satisfies predetermined termination tolerances (e.g., $|\text{GAP}| < \epsilon_1$ and $t_{M-1, \beta}, t_{S' - 1, \beta} < \epsilon_2$), terminate with the current solution. Otherwise, update $S \leftarrow 2S$, $M \leftarrow 2M$, and $S' \leftarrow 2S'$, and go to Step 1.

**3.3 Discussion on an Alternative SAA Approach When $\Omega$ is a General Sample Space**

The SAA approach can be extended to solve RTSP (17a) with a general sample space $\Omega$, i.e., when Assumption (A2) is dropped. For this case, apart from the samples $\{\xi^s\}_{s=1}^S$ drawn from $\mathbb{P}_0$ for the expected value part in the objective function, we also consider an alternative probability distribution $\mathbb{P}_\Omega$ on $\Omega$ and sample from $\mathbb{P}_\Omega$ to obtain a series of independent samples $\{\hat{\xi}^s\}_{s=1}^S$ for the worst-case cost part in the objective function, which are also independent from the samples $\{\xi^s\}_{s=1}^S$ from $\mathbb{P}_0$. An alternative SAA problem is formulated as

$$
z_{S, S_0}(d) = \min_{x \in \mathcal{X}, \zeta \in \mathbb{R}} c^\top x + (1 - d/2) \zeta + \frac{1}{S} \sum_{s=1}^{S} (Q(x, \xi^s) - \zeta)^+ + (d/2) \max_{s=1, \ldots, S_0} Q(x, \hat{\xi}^s),
$$

where the worst-case cost $\sup_{\xi \in \Omega} Q(x, \xi)$ is approximated by $\max_{s=1, \ldots, S_0} Q(x, \hat{\xi}^s)$, the sample maximum. It can be shown that the optimal objective value and the set of optimal solutions to the alternative SAA problem (20) converge to those of RTSP (17a) under mild assumptions.
Theorem 4 Suppose that (i) $X$ is compact and (ii) the alternative probability distribution satisfies

$$
P_{\Omega} \left\{ Q(x, \xi) > \sup_{\xi \in \Omega} Q(x, \xi) - \epsilon \right\} > 0$$

for any $\epsilon > 0$. Then the optimal objective value of the SAA problem (20) converges to that of RTSP (17a) as $S, S_\Omega$ increase to infinity with probability 1, i.e., $\lim_{S, S_\Omega \to \infty} z_{S, S_\Omega}(d) = z(d)$. Furthermore, $U_{S, S_\Omega}(d)$ converges to $U(d)$ as $S, S_\Omega$ increase to infinity with probability 1 in the sense that $\lim_{S, S_\Omega \to \infty} \sup_{x \in U_{S, S_\Omega}(d)} \text{dist}(x, U(d)) = 0$.

Proof: See Appendix L for the detailed proof.

Note here that this condition can be satisfied when (i) $P_{\Omega}$ has a positive density everywhere in $\Omega$ (e.g., when $P_{\Omega}$ is a kernel density estimator on $\Omega$), or (ii) $P_{\Omega}$ is discrete and has a positive mass on each extreme point of $\Omega$. Similar to the convergence properties, the solution validation and solution algorithm for the alternative SAA approach can be adapted from Section 3.2.

4 Computational Experiments

In this section, we provide two numerical experiments to illustrate the applications of RTSP. The first example illustrates the risk-averse newsvendor problem with distributional ambiguity as described in Section 2.2. We apply Proposition 7 to obtain the risk-averse optimal solution and compare it with the perfect-information solution in terms of order quantity and average total cost. The second example illustrates a two-stage risk-averse capacitated lot-sizing problem with distributional ambiguity. We solve this problem based on the SAA algorithm described in Section 3.2, and compare the obtained risk-averse optimal solution with the perfect-information solution in terms of setup decisions and average total cost.

4.1 Risk-Averse Newsvendor Problem

In this experiment, we illustrate the risk-averse newsvendor problem with distributional ambiguity as described in Section 2.2. We compute the risk-averse optimal solutions under various distributional settings, by assuming that the demand follows four classes of (true) probability distributions namely truncated normal, log-normal, Weibull, and exponential distributions, respectively. Under each distributional setting, we first collect a total amount of $N$ independent data samples, $\{\xi_1, \ldots, \xi_N\}$, from the true distribution to estimate the sample space $\Omega := [\xi^L, \xi^U]$ and confidence set $\mathcal{D}$. Then we compute the risk-averse solution by Proposition 7 based on the estimated $\Omega$ and $\mathcal{D}$.
Finally, we compare the risk-averse solution with the perfect-information solution, i.e., the optimal solution a risk-neutral newsvendor would make if she knows the true probability distribution. For parameter settings, we set ordering cost $c = $1.0, selling price $p = $3.0, and salvage value $s = $0.5. For distribution estimation, we apply the three-sigma rule to estimate $\Omega$, and develop the point estimate $\mathbb{P}_0$ as a KDE based on the set of data samples as described in Section 2.1. Also, we set $d := 20N^{-1}$ to represent the distance tolerance $d$ as a function of sample size $N$. To evaluate the performance of the risk-averse solution, we compare it with the perfect-information solution under various sample sizes evolving from 10 to 1000. We also compare their out-of-sample average total costs based on 10,000 random demand samples drawn from the true probability distribution under each distributional setting.

The experiment results are summarized in Figures 1 and 2. Under various sample sizes and distributional settings, we compare the risk-averse solution with the perfect-information solution in Figure 1, and the average total costs of these solutions in Figure 2. We first observe that under all distributional settings and sample sizes, the risk-averse solution always orders less than the perfect-information solution, and accordingly has a higher average total cost. Second, we observe that the
Figure 2: Comparison of the average total cost of the risk-averse optimal solution (RA) and that of the perfect-information solution (PI) for the newsvendor problem

risk-averse solution quickly gets close to the perfect-information solution (e.g., within 5-6% for 350 data samples) as the sample size grows under all distributional settings. Accordingly, the average total cost of the risk-averse solution quickly converges to that of the perfect-information solution (e.g., within 0.5% for 300 data samples). It implies that a risk-averse newsvendor can quickly decrease her decision conservatism by learning from the historical data. Third, by comparing the convergence rates in Figures 1 and 2, we observe that the average cost performance converges faster than the solution does. As compared to taking more than 1000 data samples for the optimal solution to converge, it takes around 600 data samples for the average cost to converge in all distributional settings. It indicates that a risk-averse newsvendor with a moderate amount of data samples can already work well and the solution is close to the perfect-information case. The value of collecting additional data samples (beyond moderate) is not significant.

4.2 Risk-Averse Lot-Sizing Problem

In this experiment, we apply the RTSP model to the capacitated lot-sizing problem, in which a decision maker schedules production to satisfy uncertain demands in a finite operational interval \( \{1, \ldots, T\} \). In each time period \( t \in \{1, \ldots, T\} \), production amount can be made up to a capacity
$C_t$ at a setup cost (or fixed cost) $c_t$ and a unit production cost $q_t$. A random demand $\xi_t$ arrives at the beginning of each time period $t$, and can be satisfied by either immediate production or inventory left from previous periods, or outsourcing (demand is not satisfied by production and/or inventory). Positive inventory at the end of period $t$ is charged with a unit holding cost $h_t$. Each outsourcing incurs a unit cost $M_t$. In this experiment, we consider a two-stage lot-sizing problem, where the binary setup decisions (i.e., whether or not to produce) are determined in the first stage, while the production amounts (i.e., how much to produce) are determined in the second stage. Supposing that the demand uncertainty follows a probability distribution $\mathbb{P}$, a risk-neutral decision maker minimizes the expected total cost

$$\min_{x \in \{0, 1\}^T} \sum_{t=1}^{T} c_t x_t + \mathbb{E}[Q(x, \xi)],$$

where

$$Q(x, \xi) = \min_{y(\xi), v(\xi), p(\xi) \geq 0} \sum_{t=1}^{T} (q_t y_t(\xi) + h_t v_t(\xi) + M_t p_t(\xi)) \quad \text{s.t.} \quad v_{t-1}(\xi) + y_t(\xi) + p_t(\xi) = \xi_t(\xi) + v_t(\xi), \quad \forall t = 1, \ldots, T,$$

$$y_t(\xi) \leq C_t x_t(\xi), \quad \forall t = 1, \ldots, T,$$

$$v_0(\xi) = v_T(\xi) = 0,$$

where variables $y_t(\xi)$, $v_t(\xi)$, and $p_t(\xi)$ represent the production, inventory, and outsourcing amounts in each time period $t$ corresponding to demand outcome scenario $\xi$, respectively. We study a risk-averse variant by considering the distributional ambiguity, where the decision maker’s knowledge about $\mathbb{P}$ is imperfect and only a series of historical data samples $\{\xi_1, \ldots, \xi_N\}$ are available. Based on these data samples, a decision maker can obtain a sample space estimation of $\xi$ (e.g., $\Omega$), a point estimate $\mathbb{P}_0$, and a confidence set $D$ as defined in (4). Accordingly, the risk-averse lot-sizing problem can be modeled as

$$\min_{x \in \{0, 1\}^T} \sum_{t=1}^{T} c_t x_t + \sup_{\mathbb{P} \in D} \mathbb{E}[Q(x, \xi)].$$

In this experiment, we set $T = 20$, unit holding cost $h_t = $1, setup cost $c_t = $300, and unit production cost $q_t = $3 for each $t \in \{1, \ldots, T\}$. For the random demand $\xi = (\xi_1, \ldots, \xi_T)$, we set $\mathbb{E}[\xi_t] = 40(1 + 0.2 \sin(6t/T))$ and $\sigma(\xi_t) = (1/4)\mathbb{E}[\xi_t]$ for each $t$. Also, we consider four distributional settings by assuming that $\xi$ follows truncated normal, log-normal, Weibull, and exponential distributions under each setting, respectively. For distribution estimation, we apply
the three-sigma rule to obtain $\Omega$, and develop $P_0$ as a KDE based on the set of historical data as described in Section 2.1. We set $d := 40N^{-1}$ to represent the distance tolerance $d$ as a function of sample size $N$. We solve this problem by using the SAA algorithm summarized in Section 3.2 and obtain the risk-averse optimal solution. To evaluate the performance of the risk-averse setup (i.e., the first-stage solution), we compare it with the perfect-information setup under data sample size evolving from 20 to 4000, and the four distributional settings. The experiment results are summarized in Table 1 and Figures 3 and 4. In Table 1, we report the Weibull distribution case to compare the risk-averse setup with the perfect-information setup under various sample sizes. We display the perfect-information setup in the last row as a benchmark, and we measure the difference between these setups by using the taxicab geometry, i.e.,

$$
\text{Diff} = \sum_{t=1}^{T} |x^*_t - x^\text{PI}_t|,
$$

where $x^*$ represents the risk-averse setup, and $x^\text{PI}$ represents the perfect-information setup. In Table 1, we observe that the Diff value (shown in the last column) decreases as the sample size increases and converges to zero once sample size exceeds 2000. In Figure 3, we depict Diff values under various distributional settings, and notice that similar convergence behaviors appear under all distributional settings. In Figure 4, we compare the risk-averse setup and perfect-information setup in terms of out-of-sample average total cost, based on 10,000 random samples drawn from the true probability distribution under each distributional setting. For example, to evaluate the risk-averse setup, we fix the setup decision as $x^*$ and obtain $Q(x^*, \xi^m)$ by solving the second-stage problem for each $m = 1, \ldots, 10000$. The average total cost is computed as $c^\top x^* + (1/10000) \sum_{m=1}^{10000} Q(x^*, \xi^m)$.

In Figure 4, we observe that the average total cost of the risk-averse setup is always higher than that

<table>
<thead>
<tr>
<th>Sample Size</th>
<th>Time Periods</th>
<th>Diff</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>1 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0</td>
<td>11</td>
</tr>
<tr>
<td>40</td>
<td>1 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0</td>
<td>10</td>
</tr>
<tr>
<td>100</td>
<td>1 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0</td>
<td>10</td>
</tr>
<tr>
<td>500</td>
<td>1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0</td>
<td>8</td>
</tr>
<tr>
<td>1000</td>
<td>1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0</td>
<td>8</td>
</tr>
<tr>
<td>1500</td>
<td>1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0</td>
<td>3</td>
</tr>
<tr>
<td>2000</td>
<td>1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0</td>
<td>0</td>
</tr>
<tr>
<td>2500</td>
<td>1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0</td>
<td>0</td>
</tr>
<tr>
<td>3000</td>
<td>1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0</td>
<td>0</td>
</tr>
<tr>
<td>4000</td>
<td>1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0</td>
<td>0</td>
</tr>
<tr>
<td>PI</td>
<td>1 0 1 0 0 1 0 0 1 0 0 1 0 0 1 0 0 1 0 0 1 0 0 1 0 0 1 0 0 1 0 0 0</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Comparison of the risk-averse setup and the perfect-information setup (PI) in the lot-sizing problem under various sample sizes and Weibull distribution


of the perfect-information setup under all distributional settings. As sample size grows, the average total cost of the risk-averse setup quickly gets close to that of the perfect-information setup (e.g., within 5-6%) once the sample size exceeds 500. Also, the two average total cost values converge as the sample size exceeds 2500. These observations indicate that a risk-averse setup performs reasonably well with a moderate amount of data, and it improves to the perfect-information setup if the data amount becomes sufficient.

5 Conclusions

In this paper, we proposed a risk-averse counterpart for the classical two-stage stochastic program by explicitly incorporating the distributional ambiguity, considering both discrete and continuous distribution cases, within a data-driven decision making environment. Through deriving an equivalent reformulation of the proposed model, our result provides the insights on the relationship between the objective function of the proposed model and coherent risk measures. In addition, our convergence analysis results show that the conservatism of the proposed model vanishes as the size of historical data increases to infinity. Furthermore, for each RTSP corresponding to a given
Figure 4: Comparison of the average total cost of the risk-averse optimal setup (RA) and that of the perfect-information setup (PI) for the lot-sizing problem.

historical data set, an SAA-based solution algorithm was developed to solve the model efficiently. Considering the wide range of decision making under uncertainty problems, our proposed modeling and solution framework has great potential to be applied to solve many practical problems.
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Appendix A  Proof of Proposition 1

Proof: We discuss the following cases on the values of $d$ and $\beta_2$. For each case, we show that (i) $f_s^{(n)}(\xi)$ is a well-defined density function in $\mathcal{D}$, i.e., $\int_{\mathbb{R}^K} f_s^{(n)}(\xi)d\xi = 1$, and $\int_{\mathbb{R}^K} |f_s^{(n)}(\xi) - f_0(\xi)|d\xi \leq d$, and (ii) equality (16) holds.

1. When $d \in [0, 2)$ and $\beta_2 = 0$, we have $\mathbb{P}_0\{g(x, \xi) \leq \gamma\}$ is a continuous function in $\gamma$ at $\gamma = \text{VaR}$. It follows that $\mathbb{P}_0\{g(x, \xi) \leq \text{VaR}\} = d/2$ by the definition of VaR. Hence,

$$\int_{\mathbb{R}^K} f_1(\xi)d\xi = \int_{[g(x, \xi) > \text{VaR}]} f_0(\xi)d\xi$$

$$= \mathbb{P}_0\{g(x, \xi) > \text{VaR}\} = 1 - d/2.$$  

Also,

$$\int_{\mathbb{R}^K} f_3^{(n)}(\xi)d\xi = \frac{d}{2\mu(\Gamma_n)} = d/2. \tag{21}$$

Thus, $\int_{\mathbb{R}^K} f_s^{(n)}(\xi)d\xi = \int_{\mathbb{R}^K} f_1(\xi)d\xi + \int_{\mathbb{R}^K} f_3^{(n)}(\xi)d\xi = 1$. In addition, when $n$ is sufficiently large, we have

$$\int_{\mathbb{R}^K} |f_s^{(n)}(\xi) - f_0(\xi)|d\xi = \int_{\mathbb{R}^K} |f_1(\xi) + f_3^{(n)}(\xi) - f_0(\xi)|d\xi$$

$$= \int_{[g(x, \xi) \leq \text{VaR}]} f_0(\xi)d\xi + \int_{\Gamma_n} f_3^{(n)}(\xi)d\xi$$

$$= \mathbb{P}_0\{g(x, \xi) \leq \text{VaR}\} + d/2$$

$$= d/2 + d/2 = d,$$

where the second equality is due to the definitions of $f_1(\xi)$, $f_3^{(n)}(\xi)$, and $\Gamma_n$, and the third equality is due to equality (21). Thus, $f_s^{(n)}(\xi)$ is a well-defined density function.

Now we show that equality (16) holds. We first have

$$\int_{\mathbb{R}^K} g(x, \xi)f_1(\xi)d\xi = \int_{[g(x, \xi) > \text{VaR}]} g(x, \xi)f_0(\xi)d\xi$$

$$= \mathbb{P}_0\{g(x, \xi) > \text{VaR}\} \text{CVaR}_{d/2}^{\text{VaR}}[g(x, \xi)]$$

$$= (1 - d/2)\text{CVaR}_{d/2}^{\text{VaR}}[g(x, \xi)], \tag{22}$$

where the second equality is due to the definition of $\text{CVaR}_{d/2}^{\text{VaR}}[g(x, \xi)]$ following Equation (10) in [30], and the last equality is due to $\mathbb{P}_0\{g(x, \xi) > \text{VaR}\} = 1 - d/2$ and the property of $\text{CVaR}_{d/2}^{\text{VaR}}[g(x, \xi)]$ following Proposition 5 in [30].

Then, we show that

$$\lim_{n \to \infty} \int_{\mathbb{R}^K} g(x, \xi)f_3^{(n)}(\xi)d\xi = (d/2) \text{ess sup}_{\xi \in \Omega} g(x, \xi). \tag{23}$$
In fact, on one hand, we have, when \( n \) is sufficiently large,

\[
\int_{\mathbb{R}^K} g(x, \xi) f_3^{(n)}(\xi) d\xi \leq \underset{\xi \in \Omega}{\text{ess sup}} g(x, \xi) \int_{\mathbb{R}^K} f_3^{(n)}(\xi) d\xi = (d/2) \underset{\xi \in \Omega}{\text{ess sup}} g(x, \xi)
\]

by the definition of \( \text{ess sup}_{\xi \in \Omega} g(x, \xi) \), and so \( \lim_{n \to \infty} \int_{\mathbb{R}^K} g(x, \xi) f_3^{(n)}(\xi) d\xi \leq (d/2) \underset{\xi \in \Omega}{\text{ess sup}} g(x, \xi) \).

On the other hand, we have

\[
\int_{\mathbb{R}^K} g(x, \xi) f_3^{(n)}(\xi) d\xi \geq \left( \underset{\xi \in \Omega}{\text{ess sup}} g(x, \xi) - \frac{1}{n} \right) \int_{\mathbb{R}^K} f_3^{(n)}(\xi) d\xi = (d/2) \left( \underset{\xi \in \Omega}{\text{ess sup}} g(x, \xi) - \frac{1}{n} \right)
\]

by the definition of \( f_3^{(n)}(\xi) \), and so by letting \( n \to \infty \) we have \( \lim_{n \to \infty} \int_{\mathbb{R}^K} g(x, \xi) f_3^{(n)}(\xi) d\xi \geq (d/2) \underset{\xi \in \Omega}{\text{ess sup}} g(x, \xi) \). Therefore, we have proved equality (23) and so

\[
\lim_{n \to \infty} \int_{\mathbb{R}^K} g(x, \xi) f_3^{(n)}(\xi) d\xi = \int_{\mathbb{R}^K} g(x, \xi) f_1(\xi) d\xi + \lim_{n \to \infty} \int_{\mathbb{R}^K} g(x, \xi) f_3^{(n)}(\xi) d\xi
\]

\[
= \left( 1 - d/2 \right) \text{CVaR}_{\beta_0}^{\beta_2}[g(x, \xi)] + (d/2) \underset{\xi \in \Omega}{\text{ess sup}} g(x, \xi)
\]

based on equalities (22), (23) and Theorem 1.

2. When \( d \in [0, 2) \) and \( \beta_2 > 0 \), we have

\[
\int_{\mathbb{R}^K} (f_1(\xi) + f_2(\xi)) d\xi = \int_{[g(x, \xi) > \text{VaR}]} f_0(\xi) d\xi + \int_{[g(x, \xi) = \text{VaR}]} \frac{\beta_1}{\beta_2} f_0(\xi) d\xi
\]

\[
= \mathbb{P}_0 \{ g(x, \xi) > \text{VaR} \} + \beta_1
\]

\[
= 1 - d/2.
\]

Then,

\[
\int_{\mathbb{R}^K} f_3^{(n)}(\xi) d\xi = \int_{\mathbb{R}^K} (f_1(\xi) + f_2(\xi)) d\xi + \int_{\mathbb{R}^K} f_3^{(n)}(\xi) d\xi = (1 - d/2) + d/2 = 1,
\]

where the second equality is due to equality (21). In addition, we have

\[
\int_{\mathbb{R}^K} |f_3^{(n)}(\xi) - f_0(\xi)| d\xi
\]

\[
= \int_{\mathbb{R}^K} |f_1(\xi) + f_2(\xi) + f_3^{(n)}(\xi) - f_0(\xi)| d\xi
\]

\[
= \int_{[g(x, \xi) < \text{VaR}]} f_0(\xi) d\xi + \int_{[g(x, \xi) = \text{VaR}]} |f_2(\xi) - f_0(\xi)| d\xi + \int_{[g(x, \xi) > \text{VaR}]} f_3^{(n)}(\xi) d\xi
\]

\[
= \mathbb{P}_0 \{ g(x, \xi) < \text{VaR} \} + \int_{[g(x, \xi) = \text{VaR}]} |f_2(\xi) - f_0(\xi)| d\xi + \int_{[g(x, \xi) > \text{VaR}]} f_3^{(n)}(\xi) d\xi
\]

\[
= \mathbb{P}_0 \{ g(x, \xi) < \text{VaR} \} + d/2 - \mathbb{P}_0 \{ g(x, \xi) < \text{VaR} \} \frac{d/2}{\beta_2} f_0(\xi) d\xi + d/2
\]

\[
= \mathbb{P}_0 \{ g(x, \xi) < \text{VaR} \} + d/2 - \mathbb{P}_0 \{ g(x, \xi) < \text{VaR} \} + d/2
\]

\[
= d,
\]
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where the first and second equalities are due to the definition of $f_*(n)(\xi)$, and the third equality is due to the definition of $f_2(\xi)$ and equality (21). Hence, $f_*(n)(\xi)$ is a well-defined density function in $\mathcal{D}$. Now we show that equality (16) holds. We first have

$$\int_{\mathbb{R}^K} g(x, \xi) \left( f_1(\xi) + f_2(\xi) \right) d\xi = \int_{[g(x, \xi) > \text{VaR}]} g(x, \xi) f_0(\xi) d\xi + \int_{[g(x, \xi) = \text{VaR}]} \frac{\beta_1}{\beta_2} g(x, \xi) f_0(\xi) d\xi$$

$$= \mathbb{P}_0 \{ g(x, \xi) > \text{VaR} \} \text{CVaR}^{\beta_0}_d[g(x, \xi)] + \beta_1 \text{Var}$$

(24a)

$$= (1 - d/2) \text{CVaR}^{\beta_0}_d[g(x, \xi)],$$

(24b)

where equality (24a) is due to the definition of $\text{CVaR}^{\beta_0}_d[g(x, \xi)]$ following Equation (10) in [30], and equality (24b) is due to the definition of $\text{CVaR}^{\beta_0}_d[g(x, \xi)]$ following Equation (21) in [30]. Then,

$$\lim_{n \to \infty} \int_{\mathbb{R}^K} g(x, \xi) f_*(n)(\xi) d\xi = \int_{\mathbb{R}^K} g(x, \xi) (f_1(\xi) + f_2(\xi)) d\xi + \lim_{n \to \infty} \int_{\mathbb{R}^K} g(x, \xi) f_3(n)(\xi) d\xi$$

$$= (1 - d/2) \text{CVaR}^{\beta_0}_d[g(x, \xi)] + (d/2) \sup_{\xi \in \Omega} g(x, \xi)$$

$$= \sup_{\mathcal{P} \in \mathcal{D}} \mathbb{E}_{\mathcal{P}}[g(x, \xi)],$$

(26)

where the second equality is due to equalities (24b) and (23), and the last equality is due to Theorem 1.

3. When $d \geq 2$, we notice that $f_*(n)(\xi) = f_4(n)(\xi) = (2/d) f_3(n)(\xi)$ and so

$$\int_{\mathbb{R}^K} f_*(n)(\xi) d\xi = (2/d) \int_{\mathbb{R}^K} f_3(n)(\xi) d\xi = (2/d)(d/2) = 1,$$

(25)

where the second equality is due to equality (21). In addition, we have

$$\int_{\mathbb{R}^K} |f_*(n)(\xi) - f_0(\xi)| d\xi \leq \int_{\mathbb{R}^K} (f_*(n)(\xi) + f_0(\xi)) d\xi = 2 \leq d.$$

Hence, $f_*(n)(\xi)$ is a well-defined density function in $\mathcal{D}$. Furthermore, we have

$$\lim_{n \to \infty} \int_{\mathbb{R}^K} g(x, \xi) f_*(n)(\xi) d\xi = (2/d) \lim_{n \to \infty} \int_{\mathbb{R}^K} g(x, \xi) f_3(n)(\xi) d\xi = \sup_{\xi \in \Omega} \sup \mathbb{E}_{\mathcal{P}}[g(x, \xi)],$$

(26)

where the last equality is due to equality (23). Therefore, we have

$$\lim_{n \to \infty} \int_{\mathbb{R}^K} g(x, \xi) f_*(n)(\xi) d\xi = \sup_{\mathcal{P} \in \mathcal{D}} \mathbb{E}_{\mathcal{P}}[g(x, \xi)],$$

based on Theorem 1.
Appendix B  Proof of Lemma 1

Proof: To prove the first condition, we define \( \theta_1 := \text{ess sup}_{\xi \in \Omega} g(x, \xi) \) and \( \theta_2 := \sup_{\xi \in \Omega} g(x, \xi) \), and assume for contradiction that \( \theta_1 < \theta_2 \). By definition (6), we have \( \mu(\{\xi \in \Omega : g(x, \xi) > \theta_1\}) = 0 \) and so \( \mu(g^{-1}(\theta_1, \theta_2)) = 0 \) where \( g^{-1}(\theta_1, \theta_2) := \{\xi \in \Omega : \theta_1 < g(x, \xi) < \theta_2\} \). But since \( (\theta_1, \theta_2) \) is nonempty and open and \( g(x, \xi) \) is continuous in variable \( \xi \), we have \( g^{-1}(\theta_1, \theta_2) \) is nonempty and open. It follows that \( \mu(g^{-1}(\theta_1, \theta_2)) > 0 \) which is a contradiction with \( \mu(g^{-1}(\theta_1, \theta_2)) = 0 \).

To prove the second condition, we define \( \theta_1^i := \text{ess sup}_{\xi \in \Omega_i} g(x, \xi) \) and \( \theta_2^i := \sup_{\xi \in \Omega_i} g(x, \xi) \) for each \( i \in \Psi \). Since \( g(x, \xi) \) is continuous in variable \( \xi \) on \( \Omega_i \) and \( \mu(\Omega_i) > 0 \) for each \( i \in \Psi \), we have \( \theta_1^i = \theta_2^i \) by the first condition and so \( \sup_{i \in \Psi} \theta_1^i = \sup_{i \in \Psi} \theta_2^i \). Since \( \theta_2 = \sup_{i \in \Psi} \theta_2^i \), it remains to show \( \theta_1 = \sup_{i \in \Psi} \theta_1^i \). First, we have \( \sup_{i \in \Psi} \theta_1^i \leq \theta_1 \) by the definitions of \( \theta_1 \) and \( \theta_1^i \). Second, we assume \( \sup_{i \in \Psi} \theta_1^i < \theta_1 \) for contradiction. Let \( \hat{\theta} = (\sup_{i \in \Psi} \theta_1^i + \theta_1)/2 \), then \( \sup_{i \in \Psi} \theta_1^i < \hat{\theta} < \theta_1 \). It follows that \( \mu(\{\xi \in \Omega_i : g(x, \xi) > \hat{\theta}\}) > 0 \) and \( \mu(\{\xi \in \Omega_i : g(x, \xi) > \theta\}) = 0 \) for each \( i \in \Psi \) by definition (6). But

\[
\{\xi \in \Omega : g(x, \xi) > \hat{\theta}\} = \bigcup_{i \in \Psi} \{\xi \in \Omega_i : g(x, \xi) > \hat{\theta}\}
\]

because \( \Omega = \bigcup_{i \in \Psi} \Omega_i \), and so

\[
0 < \mu(\{\xi \in \Omega : g(x, \xi) > \hat{\theta}\}) = \sum_{i \in \Psi} \mu(\{\xi \in \Omega_i : g(x, \xi) > \hat{\theta}\}) = 0
\]

because \( \Psi \) is finite or countable. This is a contradiction as desired.

Appendix C  Proof of Proposition 2

Proof: Since \( Q(x, \xi) \) is continuous in variable \( \xi \) on \( \Omega \) based on Assumption (A1), it follows from Lemma 1 that \( \text{ess sup}_{\xi \in \Omega} Q(x, \xi) = \sup_{\xi \in \Omega} Q(x, \xi) \).

If \( d \geq 2 \), the conclusion follows immediately from Theorem 1.

If \( d \in [0, 2) \), by Theorem 1, RTSP is equivalent to the following optimization problem

\[
\min_{x \in \mathcal{X}} c^\top x + (1 - d/2) \text{CVaR}_{d/2}^{\rho \phi}(Q(x, \xi)) + (d/2) \sup_{\xi \in \Omega} Q(x, \xi).
\]

The conclusion follows from the fact that

\[
\text{CVaR}_{d/2}^{\rho \phi}(Q(x, \xi)) = \min_{\zeta \in \mathbb{R}} \zeta + \frac{1}{1 - d/2} \int_{\mathbb{R}^k} (Q(x, \xi) - \zeta)^+ f_0(\xi)d\xi,
\]

which is due to Theorem 10 in [30]. This completes the proof.
Appendix D  Proof of Proposition 4

Proof: First, we restate the ambiguous CVaR constraint as

\[
\sup_{P \in \mathcal{D}} \min_{\zeta \in \mathbb{R}} \left\{ \zeta + \frac{1}{1 - \alpha} \int_{\mathbb{R}^K} (F(x, \xi) - \zeta)^+ f(\xi)d\xi \right\} \leq r_0
\]  

(27)

based on Theorem 10 in [30]. For each \( P \in \mathcal{D} \) and \( \zeta \in \mathbb{R} \), we let \( J_P(\zeta) \) represent the objective function of the max-min optimization problem embedded in constraint (27). Since \( F(x, \xi) \) satisfies Assumption (A1), there exist \( M \) and \( \bar{M} \) such that \( M \leq F(x, \xi) \leq \bar{M} \) for each \( x \in \mathbb{R}^n \) and \( \xi \in \Omega \). It follows that, for each probability distribution \( P \in \mathcal{D} \) and \( \zeta \leq M \),

\[
J_P(\zeta) = - \left( \frac{\alpha}{1 - \alpha} \right) \zeta + \frac{1}{1 - \alpha} \mathbb{E}_P[F(x, \xi)] \geq - \left( \frac{\alpha}{1 - \alpha} \right) M + \frac{1}{1 - \alpha} \mathbb{E}_P[F(x, \xi)] = J_P(M);
\]

and for each \( \zeta \geq M \),

\[
J_P(\zeta) = \zeta \geq M = J_P(M).
\]

That is, \( J_P(\zeta) \) is nonincreasing in \( \zeta \) in interval \((-\infty, M]\) and nondecreasing in \( \zeta \) in interval \([M, +\infty)\). Hence, we can restrict the feasible region of \( \zeta \) in constraint (27) to be within interval \([M, \bar{M}]\), and accordingly the ambiguous CVaR constraint is equivalent to

\[
\sup_{P \in \mathcal{D}} \min_{\zeta \in [M, \bar{M}]} \left\{ \zeta + \frac{1}{1 - \alpha} \int_{\mathbb{R}^K} (F(x, \xi) - \zeta)^+ f(\xi)d\xi \right\} \leq r_0.
\]  

(28)

By Sion’s minimax theorem [37], we can exchange the order of operators sup and min in constraint (28) because \( J_P(\zeta) \) is convex in \( \zeta \) and concave (actually linear) in \( P \), and \( \zeta \) has a compact feasible region. It follows that

\[
\sup_{P \in \mathcal{D}} \min_{\zeta \in [M, \bar{M}]} \left\{ \zeta + \frac{1}{1 - \alpha} \int_{\mathbb{R}^K} (F(x, \xi) - \zeta)^+ f(\xi)d\xi \right\} = \min_{\zeta \in [M, \bar{M}]} \left\{ \zeta + \frac{1}{1 - \alpha} \sup_{P \in \mathcal{D}} \mathbb{E}_P[F(x, \xi) - \zeta]^+ \right\}
\]

(29a)

\[
= \min_{\zeta \in [M, \bar{M}]} \left\{ \zeta + \frac{1}{1 - \alpha} \left( 1 - d/2 \right)^+ \text{CVaR}^{\alpha}_d \left[ F(x, \xi) - \zeta \right]^+ + \min\{d/2, 1\} \sup_{\xi \in \Omega} (F(x, \xi) - \zeta)^+ \right\}
\]

(29b)

\[
= \min_{\zeta \in [M, \bar{M}]} \left\{ \zeta + \frac{1 - d/2}{1 - \alpha} \text{CVaR}^{\alpha}_d \left[ F(x, \xi) - \zeta \right]^+ + \min\{d/2, 1\} \left( \sup_{\xi \in \Omega} (F(x, \xi) - \zeta) \right)^+ \right\}
\]

(29c)

where equality (29a) follows from the Sion’s minimax theorem, equality (29b) follows Theorem 1, and equality (29c) follows the fact that

\[
\sup_{\xi \in \Omega} (F(x, \xi) - \zeta)^+ = \left( \sup_{\xi \in \Omega} F(x, \xi) - \zeta \right)^+.
\]

We discuss the following two cases:
Case 1. If $d \in [0, 2)$, then we can reformulate the ambiguous CVaR constraint based on (29c) as
\[
\min_{\zeta \in [M, M]} \zeta + \frac{1-d/2}{1-\alpha} \left\{ \zeta_0 + \frac{1}{1-d/2} \mathbb{E}_{\mathbb{P}_0} \left[ (F(x, \xi) - \zeta)^+ - \zeta_0 \right]^+ \right\} + \frac{d/2}{1-\alpha} \left( \sup_{\xi \in \Omega} F(x, \xi) - \zeta \right)^+ \leq r_0.
\]
Without loss of generality, we can replace the feasible region of $\zeta$ in the embedded optimization problem by $\mathbb{R}$ following a similar argument, as we did for function $J_{\mathbb{P}}(\zeta)$, to show that the objective function is nonincreasing in $\zeta$ in the interval $(-\infty, M]$ and nondecreasing in $\zeta$ in the interval $[M, +\infty)$. The conclusion for this case follows by removing the constraint $\zeta \in [M, M]$.

Case 2. If $d \geq 2$, then we can reformulate the ambiguous CVaR constraint based on (29c) as
\[
\min_{\zeta \in [M, M]} \zeta + \frac{1}{1-\alpha} \left( \sup_{\xi \in \Omega} F(x, \xi) - \zeta \right)^+ \leq r_0.
\]
It is clear that an optimal solution to the embedded optimization problem is $\zeta^* = \sup_{\xi \in \Omega} F(x, \xi)$ with the optimal objective value $\sup_{\xi \in \Omega} F(x, \xi)$. Therefore, the conclusion is proved for this case.

Appendix E  Proof of Proposition 5

Proof: First, we define $X_F(\xi) := \{x : F(x, \xi) \leq 0\}$ for a general function $F(x, \xi)$. We also define set $\Delta(x) := \{\xi \in \mathbb{R}^K : F(x, \xi) > 0\}$ for any given $x \in \mathbb{R}^{n_1}$, and accordingly function $g(x, \xi) = I_{\Delta(x)}(\xi)$ where indicator function $I_{\Delta(x)}(\cdot)$ is defined as
\[
I_{\Delta(x)}(\xi) = \begin{cases} 1, & \text{if } F(x, \xi) > 0, \\ 0, & \text{o.w.} \end{cases}
\]
It follows that
\[
\inf_{\mathbb{P} \in \mathcal{D}} \mathbb{P}\{x \in X_F(\xi)\} = 1 - \sup_{\mathbb{P} \in \mathcal{D}} \mathbb{P}\{F(x, \xi) > 0\} = 1 - \sup_{\mathbb{P} \in \mathcal{D}} \mathbb{E}_\mathbb{P}[g(x, \xi)]
\]
\[
= \begin{cases} 1 - (1-d/2)\text{CVaR}^{\mathbb{P}_0}_{d/2}[g(x, \xi)] - (d/2)\text{ess sup}_{\xi \in \Omega} g(x, \xi), & \text{if } d \in [0, 2), \\ 1 - \text{ess sup}_{\xi \in \Omega} g(x, \xi), & \text{if } d \geq 2, \end{cases}
\]
where the last equality in (30) follows from the property of the indicator function, and equality (31) is due to Theorem 1.

Second, for each $x \in \mathbb{R}^{n_1}$, we define indicator $\bar{I}(x) = \text{ess sup}_{\xi \in \Omega} g(x, \xi)$. It follows that $\bar{I}(x) = 1$ if $\mu(\{\xi \in \Omega : F(x, \xi) > 0\}) > 0$ and $\bar{I}(x) = 0$ otherwise.

Third, since $g(x, \xi)$ can only be zero or one, by the definition of value-at-risk we have
\[
\text{VaR} = \begin{cases} 1, & \text{if } \mathbb{P}_0\{F(x, \xi) \leq 0\} < d/2, \\ 0, & \text{o.w.} \end{cases}
\]
It follows from the definition of conditional value-at-risk that
\[
CVaR_{d/2}^{p_0}[g(x, \xi)] = \text{VaR} + \frac{1}{1 - d/2} \int_{\mathbb{R}^n} (g(x, \xi) - \text{VaR})^+ f_0(\xi) d\xi
\]
\[
= \begin{cases} 
1, & \text{if } \Pr \{ F(x, \xi) \leq 0 \} < d/2, \\
\frac{\Pr \{ F(x, \xi) > 0 \}}{1 - d/2}, & \text{o.w.}
\end{cases}
\]
(32a) (32b)

Hence, in view of (31) and the definition of \( \bar{I}(x) \) we have
\[
\inf_{\Pr \in \mathcal{D}} \Pr \{ x \in X_F(\xi) \} = \begin{cases} 
0, & \text{if } d \in [0, 2) \text{ and } \Pr \{ F(x, \xi) \leq 0 \} < d/2, \\
\Pr \{ F(x, \xi) \leq 0 \} - (d/2) \bar{I}(x), & \text{if } d \in [0, 2) \text{ and } \Pr \{ F(x, \xi) \leq 0 \} \geq d/2, \\
1 - \bar{I}(x), & \text{if } d \geq 2.
\end{cases}
\]
(33a) (33b) (33c)

Note here (33a) holds because \( \Pr \{ F(x, \xi) \leq 0 \} < d/2 < 1 \) indicates that \( \Pr \{ F(x, \xi) > 0 \} > 0 \) and so \( \mu(\{ \xi \in \Omega : F(x, \xi) > 0 \}) > 0 \), which implies \( \bar{I}(x) = 1 \). Thus, the conclusion holds based on (31a) and (32a). Finally, we discuss the following three cases:

**Case 1.** If \( d \geq 2 \), then we need to prove that constraint \( \inf_{\Pr \in \mathcal{D}} \Pr \{ x \in X_F(\xi) \} \geq 1 - \alpha \) is equivalent to \( \text{ess sup}_{\xi \in \mathcal{O}} F(x, \xi) \leq 0 \). The necessity is clear. We prove the sufficiency by contradiction. Suppose that \( \text{ess sup}_{\xi \in \mathcal{O}} F(x, \xi) > 0 \), i.e., \( \mu(\{ \xi \in \Omega : F(x, \xi) > 0 \}) > 0 \), then \( \bar{I}(x) = 1 \) and so \( \inf_{\Pr \in \mathcal{D}} \Pr \{ x \in X_F(\xi) \} = 0 \) due to (33), which contradicts constraint \( \inf_{\Pr \in \mathcal{D}} \Pr \{ x \in X_F(\xi) \} \geq 1 - \alpha \) because \( \alpha < 1 \).

**Case 2.** If \( d \in (2\alpha, 2) \), then we need to prove that constraint \( \inf_{\Pr \in \mathcal{D}} \Pr \{ x \in X_F(\xi) \} \geq 1 - \alpha \) is equivalent to \( \text{ess sup}_{\xi \in \mathcal{O}} F(x, \xi) \leq 0 \). The necessity is clear. We prove the sufficiency by contradiction. Suppose that \( \text{ess sup}_{\xi \in \mathcal{O}} F(x, \xi) > 0 \), i.e., \( \mu(\{ \xi \in \Omega : F(x, \xi) > 0 \}) > 0 \), then \( \bar{I}(x) = 1 \). Since \( d < 2 \), only cases (33a) and (33b) can be taken. If (33a) is taken, then \( \inf_{\Pr \in \mathcal{D}} \Pr \{ x \in X_F(\xi) \} = 0 \) which contradicts constraint \( \inf_{\Pr \in \mathcal{D}} \Pr \{ x \in X_F(\xi) \} \geq 1 - \alpha > 0 \) because \( \alpha < 1 \). If (33b) is taken, then \( \inf_{\Pr \in \mathcal{D}} \Pr \{ x \in X_F(\xi) \} = \Pr \{ F(x, \xi) \leq 0 \} - d/2 < 1 - \alpha \) due to the fact that \( d/2 > \alpha \), which contradicts constraint \( \inf_{\Pr \in \mathcal{D}} \Pr \{ x \in X_F(\xi) \} \geq 1 - \alpha \).

**Case 3.** If \( d \in [0, 2\alpha) \), then we need to prove that constraint \( \inf_{\Pr \in \mathcal{D}} \Pr \{ x \in X_F(\xi) \} \geq 1 - \alpha \) is equivalent to \( \Pr \{ F(x, \xi) \leq 0 \} \geq 1 - \alpha + d/2 \). To prove the necessity, suppose that \( \Pr \{ F(x, \xi) \leq 0 \} \geq 1 - \alpha + d/2 \). It follows that \( \Pr \{ F(x, \xi) \leq 0 \} \geq d/2 \) because \( \alpha < 1 \). Based on (33b), we have
\[
\inf_{\Pr \in \mathcal{D}} \Pr \{ x \in X_F(\xi) \} = \Pr \{ F(x, \xi) \leq 0 \} - (d/2) \bar{I}(x)
\geq 1 - \alpha + d/2 - (d/2) \bar{I}(x) \geq 1 - \alpha,
\]
(34)
where inequalities in (34) are due to (33b) and the definition of \( \bar{I}(x) \). To prove the sufficiency, suppose that \( \inf_{\mathcal{D}} \mathbb{P}\{x \in X_F(\xi)\} \geq 1 - \alpha \). It follows from (33b) that \( \mathbb{P}_0\{F(x, \xi) \leq 0\} - (d/2)\bar{I}(x) \geq 1 - \alpha \), which implies
\[
\mathbb{P}_0\{F(x, \xi) \leq 0\} \geq 1 - \alpha + (d/2)\bar{I}(x).
\]
If \( \bar{I}(x) = 1 \), then we have \( \mathbb{P}_0\{F(x, \xi) \leq 0\} \geq 1 - \alpha + d/2 \) and the sufficiency is proved. Otherwise, if \( \bar{I}(x) = 0 \), then we have \( \mathbb{P}_0\{F(x, \xi) \leq 0\} = 1 \geq 1 - \alpha + d/2 \) because \( d \leq 2\alpha \), and so the sufficiency holds.

\[\text{Appendix F Proof of Proposition 6}\]

Proof: The proofs for cases when \( d \in [0, 2(1 - F_Y(c_2))] \) and when \( d > 2(1 - F_Y(c_2)) \) and \( \eta \in [c_1, F_Y^{-1}(1 - d/2)] \) immediately follow from Proposition 5 and are thus omitted. We focus on the case when \( d > 2(1 - F_Y(c_2)) \) and \( \eta \in (F_Y^{-1}(1 - d/2), c_2] \).

For each \( \eta \in (F_Y^{-1}(1 - d/2), c_2] \), the ambiguous stochastic dominance constraint is equivalent to
\[
\inf_{\mathcal{D}} \mathbb{P}\{F(x, \xi) - \eta \leq 0\} \geq 1 - (1 - F_Y(\eta)). \tag{35}
\]
Since \( \eta > F_Y^{-1}(1 - d/2) \), we have \( F_Y(\eta) > 1 - d/2 \) and so \( d > 2[1 - F_Y(\eta)] \). It follows that constraint (35) is equivalent to \( \text{ess sup}_{\xi \in \Omega} F(x, \xi) \leq \eta \) based on Proposition 5. Since this constraint holds for each \( \eta > F_Y^{-1}(1 - d/2) \), we have \( \text{ess sup}_{\xi \in \Omega} F(x, \xi) \leq F_Y^{-1}(1 - d/2) \) and the proof is complete.

\[\text{Appendix G Proof of Proposition 7}\]

Proof: The first part of the conclusion immediately follows from Theorem 1 and Lemma 1 because \( Q(x, \xi) \) is continuous in variable \( \xi \) on \( \Omega \). We focus on the second part, i.e., obtaining \( x^* \).

First, if \( d \geq 2 \), then \( F^{av}(x) = cx + \sup_{\xi \in \Omega} Q(x, \xi) \). Because
\[
Q(x, \xi) = \begin{cases} -(p-s)\xi - sx & \text{if } \xi < x, \\ -px & \text{o.w.,} \end{cases} \tag{36}
\]
\( Q(x, \xi) \) is nonincreasing in \( \xi \) for any given \( x \). It follows that \( \sup_{\xi \in \Omega} Q(x, \xi) = Q(x, \xi^l) \) and so
\[
F^{av}(x) = cx + Q(x, \xi^l) = (c-s)x - (p-s)\min\{x, \xi^l\}.
\]
Hence, \( x^* = \xi^l \).

Second, if \( d \in (0, 2) \), then \( F^{av}(x) = cx + (1 - d/2)\text{CVaR}^p_{d/2}[Q(x, \xi)] + (d/2)\sup_{\xi \in \Omega} Q(x, \xi) \). Similarly, we have \( \sup_{\xi \in \Omega} Q(x, \xi) = Q(x, \xi^l) = -sx - (p-s)\min\{x, \xi^l\} \). To derive \( \text{CVaR}^p_{d/2}[Q(x, \xi)] \), we let \( \hat{\xi} \) represent \( \text{VaR}^p_{d/2}[Q(x, \xi)] \), i.e., \( \hat{\xi} = \inf_{\eta \in \mathbb{R}} \{\mathbb{P}_0\{Q(x, \xi) \leq \eta\} \geq d/2\} \). We discuss the following two cases for the first derivative of \( F^{av}(x) \) in \( x \):
Case 1. If $\mathbb{P}_0\{\xi \geq x\} \geq d/2$, then $\hat{\zeta} = -px$ by the definition of $Q(x, \xi)$ in (36) and the fact that $Q(x, \xi)$ is nonincreasing in $\xi$. It follows that

$$\text{CVaR}^{\mathbb{P}_0}_{d/2}[Q(x, \xi)] = -px + \frac{1}{1-d/2} \int_{-\infty}^{x} (p-s)(x-\xi) d\mathbb{P}_0(\xi).$$

Hence, we have

$$F^{\text{av}}(x) = \begin{cases} \left[c - (1 - \frac{d}{2}) p - (\frac{d}{2}) s\right] x + \int_{-\infty}^{x} (p-s)(x-\xi) d\mathbb{P}_0(\xi) - (\frac{d}{2}) (p-s) \xi^l, & \text{if } x \geq \xi^l, \\ (c-p)x + \int_{-\infty}^{x} (p-s)(x-\xi) d\mathbb{P}_0(\xi) & \text{if } x < \xi^l, \end{cases}$$

and so

$$\frac{dF^{\text{av}}(x)}{dx} = \begin{cases} -(p-c) + (p-s) [\mathbb{P}_0\{\xi \leq x\} + d/2] & \text{if } x \geq \xi^l, \\ -(p-c) + (p-s)\mathbb{P}_0\{\xi \leq x\} = -(p-c) & \text{if } x < \xi^l, \end{cases}$$

because $\mathbb{P}_0\{\xi \leq x\} = 0$ for $x < \xi^l$.

Case 2. If $\mathbb{P}_0\{\xi \geq x\} < d/2$, then $x > \xi^l$ because $\mathbb{P}_0\{\xi \geq \xi^l\} = 1 > d/2$, and so $\sup_{\xi \in \mathbb{R}} Q(x, \xi) = -sx - (p-s) \xi^l$. Also, $\hat{\zeta} > -px$ by the definition of $\hat{\zeta}$. It follows that

$$\hat{\zeta} = \inf_{\eta \in \mathbb{R}} \{\mathbb{P}_0\{-(p-s)(\xi - sx) \leq \eta\} \geq d/2\}$$

$$= \inf_{\eta \in \mathbb{R}} \left\{ \mathbb{P}_0 \left\{ \xi \geq -\frac{sx + \eta}{p-s} \right\} \geq d/2 \right\}$$

$$= \inf_{\eta \in \mathbb{R}} \left\{ \mathbb{P}_0 \left\{ \xi \leq -\frac{sx + \eta}{p-s} \right\} \leq 1 - d/2 \right\}$$

$$= - (p-s) F^{-1}_0(1-d/2) - sx,$$

where equality (37a) follows from the absolute continuity of $\mathbb{P}_0$ and equality (37b) follows from the definition of $F^{-1}_0(\cdot)$. Hence, we have

$$\text{CVaR}^{\mathbb{P}_0}_{d/2}[Q(x, \xi)] = -(p-s) F^{-1}_0(1-d/2) - sx + \frac{1}{1-d/2} \int_{\mathbb{R}} (p-s) \left[ F^{-1}_0(1-d/2) - \xi \right]^+ d\mathbb{P}_0(\xi),$$

and so

$$F^{\text{av}}(x) = (c-s)x - (1-d/2)(p-s) F^{-1}_0(1-d/2) - (d/2)(p-s) \xi^l + \int_{\mathbb{R}} (p-s) \left[ F^{-1}_0(1-d/2) - \xi \right]^+ d\mathbb{P}_0(\xi).$$

Hence, $dF^{\text{av}}(x)/dx = c-s$.

Based on Cases 1 and 2, we have $dF^{\text{av}}(x)/dx \leq 0$ in the interval $[0, \xi^l]$ and $dF^{\text{av}}(x)/dx \geq 0$ if $\mathbb{P}_0\{\xi \geq x\} < d/2$. It follows that we can only consider $x^* \in [\xi^l, F^{-1}_0(1-d/2)]$ (i.e., $x^* \geq \xi^l$ and $\mathbb{P}_0\{\xi \geq x^*\} \geq d/2$) because $F^{\text{av}}(x)$ is continuous on $\mathbb{R}_+$. Based on the conclusion of Case 1, we can discuss the following two cases:

Case (a) If $(p-c)/(p-s) < d/2$, then $dF^{\text{av}}(x)/dx = (p-s) (d/2 - (p-c)/(p-s) + \mathbb{P}_0\{\xi \leq x\}) \geq 0$ in the interval $[\xi^l, F^{-1}_0(1-d/2)]$. It follows that $x^* = \xi^l$ is optimal.
Case (b) If \((p - c)/(p - s) \geq d/2\), then by forcing \(dF_{\text{nv}}'(x)/dx \leq 0\) we have \(P_0\{\xi \leq x\} \leq (p - c)/(p - s) - (d/2)\). It follows that \(x^* = F_0^{-1}((p - c)/(p - s) - (d/2))\) is optimal. Note that \(x^* \geq \xi^\dagger\) because \(F_0(\xi^\dagger) = 0\) and \(x^* \leq F_0^{-1}(1 - d/2)\) because \(F_0^{-1}(\cdot)\) is nondecreasing.

Appendix H  Proof of Lemma 2

Proof: We prove the continuity result for the case \(E_{\mathbb{P}_0}[Q(x, \xi) - \zeta]^+\). The case for \(\mathbb{P}\) can be similarly proved and is thus omitted for brevity.

Consider any point \((\bar{x}, \bar{\zeta})\) in \(\mathbb{R}^{n_1+1}\) and any sequence \(\{(x_i, \zeta_i)\}_{i \in \mathbb{N}}\) in \(\mathbb{R}^{n_1+1}\) converging to \((\bar{x}, \bar{\zeta})\). First, for each \(\xi \in \Omega\), since (i) \(Q(x, \xi)\) is convex in \(x\) on \(\mathbb{R}^{n_1}\), (ii) \(Q(x, \xi) < +\infty\) for each \(x \in \mathbb{R}^{n_1}\) by Assumption (A1), and (iii) function \(g(x) := (x)^+\) is convex and nondecreasing, we have \((Q(x, \xi) - \zeta)^+\) is convex and continuous in \((x, \zeta)\) on \(\mathbb{R}^{n_1+1}\), i.e.,

\[
\lim_{i \to \infty} (Q(x_i, \xi) - \zeta_i)^+ = (Q(\bar{x}, \xi) - \bar{\zeta})^+, \quad \forall \xi \in \Omega. \tag{38}
\]

It follows that there exists an \(\overline{M} \in \mathbb{R}_+\) such that \((Q(x_i, \xi) - \zeta_i)^+ \leq \overline{M}\) for each \(i \in \mathbb{N}\) and each \(\xi \in \Omega\) because \(\sup_{\xi \in \Omega} (Q(\bar{x}, \xi) - \bar{\zeta})^+ < +\infty\) by Assumption (A1). Then, we have

\[
\lim_{i \to \infty} E_{\mathbb{P}_0}[Q(x_i, \xi) - \zeta_i]^+ = E_{\mathbb{P}_0}\left[\lim_{i \to \infty} (Q(x_i, \xi) - \zeta_i)^+\right] \tag{39a}
\]

\[
= E_{\mathbb{P}_0}[Q(\bar{x}, \xi) - \bar{\zeta}]^+, \tag{39b}
\]

where equality (39a) follows from the dominated convergence theorem, and equality (39b) follows from equation (38). Therefore, the proof is complete.

Appendix I  Proof of Lemma 3

Proof: First, since \(Q(x, \xi)\) is convex in \(x\) on \(\mathbb{R}^{n_1}\) for each \(\xi \in \Omega\), worst-case value function \(\sup_{\xi \in \Omega} Q(x, \xi)\) is also convex in \(x\) on \(\mathbb{R}^{n_1}\) because the maximization operator preserves convexity.

Second, since \(\sup_{\xi \in \Omega} Q(x, \xi)\) is convex in \(x\) on \(\mathbb{R}^{n_1}\) and \(\sup_{\xi \in \Omega} Q(x, \xi) < +\infty\) for each \(x \in \mathbb{R}^{n_1}\) by Assumption (A1), continuity of \(\sup_{\xi \in \Omega} Q(x, \xi)\) follows from convexity.

Appendix J  Proof of Lemma 4

Proof: We prove the case for TSP with regard to \(\mathbb{P}_0\). The case for TSP with regard to \(\mathbb{P}\) can be similarly proved and is thus omitted for brevity.
First, let $\zeta^* = \min_{x \in X, \xi \in \Omega} Q(x, \xi)$. Since $Q(x, \xi) > -\infty$ for any $x \in X$ and $\xi \in \Omega$ by Assumption (A1), $\zeta^* > -\infty$. Then

$$
\min_{x \in X, \xi \in \mathbb{R}} c^T x + \zeta + \int_{\mathbb{R}^K} (Q(x, \xi) - \zeta)^+ f_0(\xi) d\xi
$$

(40a)

$$
\leq \min_{x \in X} c^T x + \zeta^* + \int_{\mathbb{R}^K} (Q(x, \xi) - \zeta^*)^+ f_0(\xi) d\xi
$$

(40b)

$$
= \min_{x \in X} c^T x + \zeta^* + \int_{\mathbb{R}^K} (Q(x, \xi) - \zeta^*) f_0(\xi) d\xi
$$

(40c)

where inequality (40b) holds because $\zeta = \zeta^*$ is only a feasible solution for (40a), and equality (40c) holds because $\zeta^* \leq Q(x, \xi)$ for each $x \in X$ and $\xi \in \Omega$ based on the definition of $\zeta^*$.

Second, in view that $(Q(x, \xi) - \zeta^*)^+ \geq Q(x, \xi) - \zeta$, we have

$$
\min_{x \in X, \xi \in \mathbb{R}} c^T x + \zeta + \int_{\mathbb{R}^K} (Q(x, \xi) - \zeta)^+ f_0(\xi) d\xi
$$

$$
\geq \min_{x \in X, \xi \in \mathbb{R}} c^T x + \zeta + \int_{\mathbb{R}^K} (Q(x, \xi) - \zeta) f_0(\xi) d\xi
$$

$$
= \min_{x \in X} c^T x + \int_{\mathbb{R}^K} Q(x, \xi) f_0(\xi) d\xi,
$$

which completes the proof.

### Appendix K  Proof of Theorem 2

**Proof:** We use $N \to \infty$ and $d \to 0$ interchangeably throughout the proof because $d = d(N) \to 0$ as $N \to \infty$.

First, we can assume that $0 \leq d \leq 2$ without loss of generality because we analyze the case when $d$ goes to zero. We introduce additional notation for presentation brevity. We let $\hat{h}(x, \zeta, d)$ represent the objective function of the RTSP reformulation with regard to distance tolerance $d$, i.e.,

$$
\hat{h}(x, \zeta, d) := c^T x + (1 - d/2) \zeta + \int_{\mathbb{R}^K} (Q(x, \xi) - \zeta)^+ f_0(\xi) d\xi + (d/2) \sup_{\xi \in \Omega} Q(x, \xi),
$$

$h_0(x, \zeta)$ represent the objective function of TSP with regard to $\mathbb{P}_0$ by Lemma 4, i.e.,

$$
h_0(x, \zeta) := c^T x + \zeta + \int_{\mathbb{R}^K} (Q(x, \xi) - \zeta)^+ f_0(\xi) d\xi,
$$

and $h(x, \zeta)$ represent the objective function of TSP with regard to $\mathbb{P}$, i.e.,

$$
h(x, \zeta) := c^T x + \zeta + \int_{\mathbb{R}^K} (Q(x, \xi) - \zeta)^+ f(\xi) d\xi.
$$
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Second, since \( \mathbb{E}_{P_0}[Q(x, \xi) - \zeta]^+ \) is continuous in \((x, \zeta)\) on \(\mathbb{R}^{n+1}\) by Lemma 2, \(h_0(x, \zeta)\) is continuous in \((x, \zeta)\) on \(X \times \mathbb{R}\). Then for any \(\epsilon > 0\), there exists an open neighborhood \(U_1(\bar{x}, \bar{\zeta})\) for each \((\bar{x}, \bar{\zeta}) \in X \times \mathbb{R}\) such that \(U_1(\bar{x}, \bar{\zeta}) \subseteq X \times \mathbb{R}\) and

\[
\sup_{(x, \zeta) \in U_1(\bar{x}, \bar{\zeta})} |h_0(x, \zeta) - h_0(\bar{x}, \bar{\zeta})| \leq \epsilon/3. \tag{41}
\]

Similarly, by the continuity of \(h(x, \zeta)\), there exists an open neighborhood \(U_2(\bar{x}, \bar{\zeta})\) for each \((\bar{x}, \bar{\zeta}) \in X \times \mathbb{R}\) such that \(U_2(\bar{x}, \bar{\zeta}) \subseteq X \times \mathbb{R}\) and

\[
\sup_{(x, \zeta) \in U_2(\bar{x}, \bar{\zeta})} |h(x, \zeta) - h(\bar{x}, \bar{\zeta})| \leq \epsilon/3. \tag{42}
\]

In addition, since \(\sup_{\xi \in \Omega} Q(x, \xi)\) is continuous in \(x\) on \(X\) by Lemma 3, plus \(\mathbb{E}_{P_0}[Q(x, \xi) - \zeta]^+\) is continuous in \((x, \zeta)\) on \(\mathbb{R}^{n+1}\), \(\hat{h}(x, \zeta, 2)\) is continuous in \((x, \zeta)\) on \(X \times \mathbb{R}\) when \(d\) is fixed at 2. Then for any \(\epsilon > 0\), there exists an open neighborhood \(U_3(\bar{x}, \bar{\zeta})\) for each \((\bar{x}, \bar{\zeta}) \in X \times \mathbb{R}\), such that \(U_3(\bar{x}, \bar{\zeta}) \subseteq X \times \mathbb{R}\) and

\[
\sup_{(x, \zeta) \in U_3(\bar{x}, \bar{\zeta})} |\hat{h}(x, \zeta, 2) - \hat{h}(\bar{x}, \bar{\zeta}, 2)| \leq \epsilon/3. \tag{43}
\]

Furthermore, we define

\[
U(\bar{x}, \bar{\zeta}) = U_1(\bar{x}, \bar{\zeta}) \cap U_2(\bar{x}, \bar{\zeta}) \cap U_3(\bar{x}, \bar{\zeta}) \tag{44}
\]

for each \((\bar{x}, \bar{\zeta}) \in X \times \mathbb{R}\). Since \(\hat{h}(x, \zeta, d) = (1 - d/2)h_0(x, \zeta) + (d/2)\hat{h}(x, \zeta, 2)\), we have \(\hat{h}(x, \zeta, d) \leq \max\{h_0(x, \zeta), \hat{h}(x, \zeta, 2)\}\) for each \(d \in [0, 2]\) and so

\[
\sup_{(x, \zeta) \in U(\bar{x}, \bar{\zeta})} |\hat{h}(x, \zeta, d) - \hat{h}(\bar{x}, \bar{\zeta}, d)|
\leq \max\left\{\sup_{(x, \zeta) \in U(\bar{x}, \bar{\zeta})} |h_0(x, \zeta) - h_0(\bar{x}, \bar{\zeta})|, \sup_{(x, \zeta) \in U(\bar{x}, \bar{\zeta})} |\hat{h}(x, \zeta, 2) - \hat{h}(\bar{x}, \bar{\zeta}, 2)|\right\}
\leq \max\{\epsilon/3, \epsilon/3\} = \epsilon/3, \tag{45}
\]

where inequality (45) follows from inequalities (41), (43), and the definition of \(U(\bar{x}, \bar{\zeta})\) in (44).

Third, since \(X\) is compact, \(\overline{M} := \sup_{x \in X, \xi \in \Omega} Q(x, \xi) < +\infty\) and \(\underline{M} := \min_{x \in X, \xi \in \Omega} Q(x, \xi) > -\infty\) by Assumption (A1). Hence, we can restrict that \(\zeta \in [\underline{M}, \overline{M}]\) for both TSP and RTSP without loss of generality. Then \(\sup_{x \in X, \xi \in \Omega} (Q(x, \xi) - \zeta)^+ < +\infty\). Also, since \(f_0\) converges to \(f\) in \(L^1\)-norm by Assumption (ii), we have

\[
\left| \int_{\xi \leq \xi} (f(\xi) - f_0(\xi)) \, d\xi \right| \leq \int_{\xi \leq \xi} |f(\xi) - f_0(\xi)| \, d\xi
\leq \int_{\mathbb{R}^K} |f(\xi) - f_0(\xi)| \, d\xi
\]
for each $\bar{\xi} \in \mathbb{R}^K$, and so $F_0(\bar{\xi}) := \int_{\xi \leq \bar{\xi}} f_0(\xi) d\xi$ converges to $F(\bar{\xi}) := \int_{\xi \leq \bar{\xi}} f(\xi) d\xi$ for each $\bar{\xi} \in \mathbb{R}^K$. Hence, we have

$$\lim_{N \to \infty} \int_{\mathbb{R}^K} (Q(\bar{x}, \xi) - \bar{\zeta})^+ f_0(\xi) d\xi = \int_{\mathbb{R}^K} (Q(\bar{x}, \xi) - \bar{\zeta})^+ f(\xi) d\xi$$

based on the Helly-Bray Theorem [9]. Then

$$\lim_{d \to 0} \bar{h}(\bar{x}, \bar{\zeta}, d) = h(\bar{x}, \bar{\zeta})$$

for each $(\bar{x}, \bar{\zeta}) \in X \times [\bar{M}, \bar{M}]$ by the definition of $\bar{h}$ and $h$. Thus, there exists a $\bar{d}(\bar{x}, \bar{\zeta}) > 0$ such that

$$|\bar{h}(\bar{x}, \bar{\zeta}, d) - h(\bar{x}, \bar{\zeta})| \leq \epsilon/3, \quad \forall d \in [0, \bar{d}(\bar{x}, \bar{\zeta})].$$

Fourth, since $X \times [\bar{M}, \bar{M}]$ is compact, there exists a finite set of points $\{(\bar{x}_m, \bar{\zeta}_m)\}_{m=1}^M$ such that

$$X \times [\bar{M}, \bar{M}] \subseteq \bigcup_{m=1}^M U(\bar{x}_m, \bar{\zeta}_m),$$

i.e., for each $(x, \zeta) \in X \times [\bar{M}, \bar{M}]$, there exists an $m' \in \{1, \ldots, M\}$ such that $(x, \zeta) \in U(\bar{x}_{m'}, \bar{\zeta}_{m'})$. Note here that $m'$ depends on $(x, \zeta)$ and we mark the dependency by a prime for notation brevity.

Therefore, by choosing $\bar{d} = \min_{m=1,\ldots,M} d(\bar{x}_m, \bar{\zeta}_m) > 0$ (noting here that selecting a positive $\bar{d}$ is guaranteed by the finite coverage (48)), we have

$$|\bar{h}(x, \zeta, d) - h(x, \zeta)|
\leq |\bar{h}(x, \zeta, d) - \bar{h}(\bar{x}_{m'}, \bar{\zeta}_{m'}, d)| + |\bar{h}(\bar{x}_{m'}, \bar{\zeta}_{m'}, d) - h(\bar{x}_{m'}, \bar{\zeta}_{m'})| + |h(\bar{x}_{m'}, \bar{\zeta}_{m'}) - h(x, \zeta)|
\leq \epsilon/3 + \epsilon/3 + \epsilon/3 = \epsilon$$

(49a)

for each $(x, \zeta) \in X \times [\bar{M}, \bar{M}]$ and each $d \in [0, \bar{d}]$, where inequality (49a) follows from the triangle inequality (used twice) and coverage (48), and inequality (49b) follows from (45), (47), (44), (42), and the definition of $\bar{d}$. Thus $\bar{h}(x, \zeta, d)$ uniformly converges to $h(x, \zeta)$ on $X \times [\bar{M}, \bar{M}]$ as $d$ goes to zero.

Fifth, we let $(x^*(d), \zeta^*(d))$ represent an optimal solution to RTSP, and $(x^*(0), \zeta^*(0))$ represent an optimal solution to TSP. Then

$$z(d) - z(0) \leq \bar{h}(x^*(0), \zeta^*(0), d) - h(x^*(0), \zeta^*(0)) \leq \epsilon$$

and

$$z(0) - z(d) \leq h(x^*(d), \zeta^*(d)) - \bar{h}(x^*(d), \zeta^*(d), d) \leq \epsilon,$$

for each $d \in [0, \bar{d}]$, which follows from the uniform convergence property established above, and the sub-optimality of $(x^*(0), \zeta^*(0))$ for RTSP and $(x^*(d), \zeta^*(d))$ for TSP, respectively. Hence,

$$|z(d) - z(0)| \leq \max \left\{ \bar{h}(x^*(0), \zeta^*(0), d) - h(x^*(0), \zeta^*(0)), \ h(x^*(d), \zeta^*(d)) - \bar{h}(x^*(d), \zeta^*(d), d) \right\} \leq \epsilon$$
for each \( d \in [0, \bar{d}] \). Therefore, the convergence property of \( z(d) \) to \( z(0) \) is proved.

Finally, we prove the convergence property of \( U(d) \) to \( U(0) \) by contradiction. Suppose that \( \sup_{(x, \zeta) \in U(d)} \text{dist}((x, \zeta), U(0)) \) does not converge to zero as \( d \to 0 \), then there exists a positive number \( \epsilon_0 \), a sequence of positive numbers \( \{d_n\} \subseteq \mathbb{N} \) converging to zero, and a sequence \( \{(x_n, \zeta_n)\} \subseteq \mathbb{N} \) in \( X \times [M, M] \) with \( (x_n, \zeta_n) \in U(d_n) \), such that \( \text{dist}((x_n, \zeta_n), U(0)) > \epsilon_0 \) for each \( n \in \mathbb{N} \). Since \( X \times [M, M] \) is compact, there exists a \((\bar{x}_1, \bar{\zeta}_1) \in X \times [M, M] \) and an \( N_1 \subseteq \mathbb{N} \) such that subsequence \( \{(x_{n_1}, \zeta_{n_1})\}_{n_1 \in N_1} \) converges to \((\bar{x}_1, \bar{\zeta}_1) \) by the Bolzano-Weierstrass theorem. Then

\[
\lim_{n_1 \to \infty} \hat{h}(x_{n_1}, \zeta_{n_1}, d(n_1)) = \lim_{n_1 \to \infty, d \to 0} \hat{h}(x_{n_1}, \zeta_{n_1}, d) = \lim_{d \to 0} \hat{h}(\bar{x}_1, \bar{\zeta}_1, d) = h(\bar{x}_1, \bar{\zeta}_1),
\]

where equality (50a) holds because \( d \to 0 \) as \( N \to \infty \), equality (50b) follows the continuity of \( \hat{h} \) in \((x, \zeta)\), and equality (50c) follows the convergence property (46). By the fact that \((x_n, \zeta_n) \in U(d_n) \) and the convergence property \( \lim_{d \to 0} \text{dist}(z(d), z(0)) = z(0) \), we have \( \lim_{n_1 \to \infty} \hat{h}(x_{n_1}, \zeta_{n_1}, d(n_1)) = z(0) \) and so

\[
h(\bar{x}_1, \bar{\zeta}_1) = z(0).
\]

Thus, \((\bar{x}_1, \bar{\zeta}_1) \in U(0) \) and so \( \text{dist}((\bar{x}_1, \bar{\zeta}_1), U(0)) = 0 \). However, since \( \{(x_{n_1}, \zeta_{n_1})\}_{n_1 \in N_1} \) converges to \((\bar{x}_1, \bar{\zeta}_1) \) and \( \text{dist}((x_{n_1}, \zeta_{n_1}), U(0)) > \epsilon_0 \) for each \( n_1 \in N_1 \), we have \( \text{dist}((x_{1}, \zeta_{1}), U(0)) \geq \epsilon_0 > 0 \), which is a contradiction. This completes the proof.

Appendix L   Proof of Theorem 4

Proof: Without loss of generality, we assume \( S_Q = S \) in this proof. Similar to the proof for Theorem 3, we let \( \hat{h}(x, \zeta, d) \) represent the objective function of RTSP \((17a) \) and \( \hat{h}_S(x, \zeta, d) \) represent the objective function of SAA problem \((20) \). We prove that the pointwise convergence holds between \( \hat{h}_S(x, \zeta, d) \) and \( \hat{h}(x, \zeta, d) \), i.e., for each \((x, \zeta) \in X \times \mathbb{R} \),

\[
\lim_{S \to \infty} \hat{h}_S(x, \zeta, d) = \hat{h}(x, \zeta, d)
\]

with probability 1. The conclusion then follows from Theorems 5.3 and 7.48 in [36].

For each \((x, \zeta) \in X \times \mathbb{R} \), it is clear that

\[
\lim_{S \to \infty} \frac{1}{S} \sum_{s=1}^{S} \left(Q(x, \xi_s) - \zeta\right)^+ = \int_{\mathbb{R}^K} \left(Q(x, \xi) - \zeta\right)^+ f_0(\xi)d\xi
\]
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by the strong law of large numbers. It remains to show that the sample maximum converges to the worst-case cost, i.e.,

$$\lim_{S \to \infty} \max_{s=1,\ldots,S} Q(x, \hat{\xi}^s) = \sup_{\xi \in \Omega} Q(x, \xi). \quad (52)$$

Indeed, by condition (ii) we have that for any $\epsilon > 0$,

$$\Pr_{\Omega} \left\{ \max_{s=1,\ldots,S} Q(x, \hat{\xi}^s) > \sup_{\xi \in \Omega} Q(x, \xi) - \epsilon \right\}$$

$$= 1 - \Pr_{\Omega} \left\{ \max_{s=1,\ldots,S} Q(x, \hat{\xi}^s) \leq \sup_{\xi \in \Omega} Q(x, \xi) - \epsilon \right\}$$

$$= 1 - \prod_{s=1,\ldots,S} \Pr_{\Omega} \left\{ Q(x, \xi) \leq \sup_{\xi \in \Omega} Q(x, \xi) - \epsilon \right\}$$

$$= 1 - (1 - \delta)^S,$$

where $\delta := \Pr_{\Omega} \left\{ Q(x, \xi) > \sup_{\xi \in \Omega} Q(x, \xi) - \epsilon \right\} > 0$. Since $1 \geq \delta > 0$, we have

$$\sum_{S=1}^{\infty} \Pr_{\Omega} \left\{ \left| \max_{s=1,\ldots,S} Q(x, \hat{\xi}^s) - \sup_{\xi \in \Omega} Q(x, \xi) \right| \geq \epsilon \right\} = \sum_{S=1}^{\infty} (1 - \delta)^S < \infty.$$

Therefore, the convergence (52) follows from the Borel-Cantelli Lemma, which completes the proof.

∎