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Abstract

We consider distributed optimization problems where networked nodes cooperatively minimize the sum of their locally known convex costs. A popular class of methods to solve these problems are the distributed gradient methods, which are attractive due to their inexpensive iterations, but have a drawback of slow convergence rates. This motivates the incorporation of second-order information in the distributed methods, but this task is challenging: although the Hessians which arise in the algorithm design respect the sparsity of the network, their inverses are dense, hence rendering distributed implementations difficult. We overcome this challenge and propose a class of distributed Newton-like methods, which we refer to as Distributed Quasi Newton (DQN). The DQN family approximates the Hessian inverse by: 1) splitting the Hessian into its diagonal and off-diagonal part, 2) inverting the diagonal part, and 3) approximating the inverse of the off-diagonal part through a weighted linear function. The approximation is parameterized by the tuning variables which correspond to different splittings of the Hessian and by different weightings of the off-diagonal Hessian part. Specific choices of the tuning variables give rise to different variants of the proposed general DQN method – dubbed DQN-0, DQN-1 and DQN-2 – which mutually trade-off communication and computational costs for convergence. Simulations illustrate that the proposed DQN methods compare favorably with existing alternatives.
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1 Introduction

We consider a connected network with \( n \) nodes, each of which has access to a local cost function \( f_i : \mathbb{R}^p \to \mathbb{R}, \ i = 1, \ldots, n \). The objective for all nodes is to minimize the aggregate cost function \( f : \mathbb{R}^p \to \mathbb{R} \), defined by

\[
f(y) = \sum_{i=1}^{n} f_i(y).
\]  

Problems of this form arise in many emerging applications like big data analytics, e.g., [7], distributed inference in sensor networks [28, 13, 18, 5], and distributed control, [24].

Various methods for solving (1) in a distributed manner are available in the literature. A class of methods based on gradient descent at each node and exchange of information between neighboring nodes is particularly popular, see [25, 26, 27, 11, 12, 6, 33, 30, 17]. Assuming that the local costs \( f_i \)'s are strongly convex and have Lipschitz continuous gradients and that a constant step size \( \alpha \) is used, these methods converge linearly to a solution neighborhood. With such methods, step size \( \alpha \) controls the tradeoff between the convergence speed towards a solution neighborhood and the distance of the limit point from the actual solution, larger \( \alpha \) means faster convergence but larger distance from the solution in the limit; see, e.g., [12], [19]. Distributed first order (gradient) methods allow for a penalty interpretation, where the distributed method is interpreted as a (centralized) gradient method applied on a carefully constructed penalty reformulation of the original problem (1); see [12], [19] for details.

Given the existence of well developed theory and efficient implementations of higher order methods in centralized optimization in general, there is a clear need to investigate the possibilities of employing higher order methods in distributed optimization as well. More specifically, for additive cost structures (1) we study here, a further motivation for developing distributed higher order methods comes from their previous success when applied to similar problems in the context of centralized optimization. For example, additive cost (1) is typical in machine learning applications where second order methods play an important role, see, e.g., [2, 3, 4]. Another similar class of problems arise in stochastic optimization, where the objective function is given in the form of mathematical expectation. Again, second order methods are successfully applied in centralized optimization, [10, 14, 15, 22, 23].

There have been several papers on distributed Newton-type methods. A distributed second-order methods for network utility maximization and network flow optimization are developed in [31] and [34] but on problem formulations different from (1). Network Newton method [19] aims at solving (1) and presents a family of distributed (approximate) Newton methods. The class of Newtrok Newton method, refereed to as NN, is extensively analyzed in [20, 21]. The proposed methods are based on the penalty interpretation, [12, 19], of the distributed gradient method in [25], and they approximate the Newton step through an \( \ell \)-th order Taylor approximation of the Hessian inverse, \( \ell = 0, 1, \ldots \).
This approximation gives rise to different variants of methods within the family, dubbed NN-$\ell$. Different choices of $\ell$ exhibit inherent tradeoffs between the communication cost and the number of iterations until convergence, while NN-0, 1, and 2 are the most efficient in practice. The proposed methods converge linearly to a solution neighborhood, exhibit a kind of quadratic convergence phase, and show significantly better simulated performance when compared with the standard distributed gradient method in [25].

In this paper, we propose an alternative to methods in [19], i.e., a different family of distributed Newton-like methods for solving (1). We refer to the proposed family as Distributed Quasi Newton methods (DQN). The methods are designed to exploit the specific structure of the penalty reformulation [12, 19], as is done in [19], but with a different Hessian inverse approximation, for which the idea originates in [16]. Specifically, the Hessian matrix is approximated by its block diagonal part, while the remaining part of the Hessian is used to correct the right hand side of the quasi Newton equation. In such approximation one tries to preserve as much of the second order information as possible. The methods exhibit linear convergence to a solution neighborhood under a set of standard assumptions for the functions $f_i$ and the network architecture – each $f_i$ is strongly convex and has Lipschitz continuous gradient, and the underlying network is connected. Simulation examples on (strongly convex) quadratic and logistic losses demonstrate that DQN compares favourably with NN proposed in [19].

With the DQN family of methods, the approximation of the Newton step is parameterized by diagonal matrix $L_k$ in each iteration $k$ and different choices of $L_k$ give rise to different variants of DQN, which we refer to as DQN-0, 1, and 2. Specific choices of $L_k$ are discussed in this paper. Different variants of DQN, based on different matrices $L_k$ tradeoff the number of iterations and computational cost.

Let us further specify the relation between the proposed DQN family and NN methods in [19] as the NN methods are used as the benchmark in the work presented here. The Hessian approximation parameterized with weight matrix $L_k$ and scalar $\theta \geq 0$ used in DQN family is in general very different from the Taylor expansion approximation employed in [19]. Actually, DQN can be considered a generalization of NN-0 and NN-1, where we recover NN-0 and NN-1 through certain specific choices of $L_k$ and $\theta$, as explained in Section 3. Further, with the proposed variants of DQN-0, 1, and 2, we utilize diagonal matrices $L_k$ which results in computationally less expensive updates from the respective NN counterparts. Finally, the analysis here is very different from [19], and the major reason comes from the fact that the Hessian approximation with DQN is not a symmetric matrix in general. This fact also incurs the need for a safeguarding step with DQN in general, as detailed in Section 3. We also point out that results presented in [19] show that NN methods exhibit a quadratic convergence phase. It is likely that similar results can be shown for certain variants of DQN methods as well, but detailed analysis is left for future work.

Henceforth, in summary, the main purpose of this paper is to propose a class of distributed Newton-like methods which are inexpensive from both commu-
communication and computational points of view. The whole class is characterized by diagonal matrices $L_k$'s and non-unit values of the splitting parameter $\theta$ (as opposed to [19] where $\theta = 1$). The convergence rate analysis is provided and their efficiency is demonstrated through simulation examples.

This paper is organized as follows. In Section 2 we give the problem statement and some preliminaries needed for the definition of the method and convergence analysis. Section 3 contains the description of the proposed class of Newton-like method and convergence results. Specific choices of the diagonal matrix that specifies the method completely are presented in Section 4. Some simulation results are presented in Section 5 while the conclusions are drawn in Section 6.

2 Preliminaries

Let us first give some preliminaries about the problem (1), its penalty interpretation in [12, 19], as well as the decentralized gradient descent algorithm in [25] that will be used later on.

The following assumption on the $f_i$'s is imposed.

**Assumption A1.** The functions $f_i : \mathbb{R}^p \to \mathbb{R}, i = 1, \ldots, n$ are twice continuously differentiable, and there exist constants $0 < \mu \leq L < \infty$ such that for every $x \in \mathbb{R}^p$

$$\mu I \preceq \nabla^2 f_i(x) \preceq LI.$$  

Here, $I$ denotes the $p \times p$ identity matrix, and notation $M \preceq N$ means that the matrix $N - M$ is positive semi-definite.

This assumption implies that the functions $f_i, i = 1, \ldots, n$ are strongly convex with modulus $\mu > 0$,

$$f_i(z) \geq f_i(y) + \nabla f_i(y)^T(z - y) + \frac{\mu}{2} \|z - y\|^2, \; y, z \in \mathbb{R}^p, \quad (2)$$

and the gradients are Lipschitz continuous with the constant $L$ i.e.

$$\|\nabla f_i(y) - \nabla f_i(z)\| \leq L\|y - z\|, \; y, z \in \mathbb{R}^p, \; i = 1, \ldots, n. \quad (3)$$

Assume that the network of nodes is an undirected network $\mathcal{G} = (\mathcal{V}, \mathcal{E})$, where $\mathcal{V}$ is the set of nodes and $\mathcal{E}$ is the set of all edges, i.e., all pairs $\{i, j\}$ of nodes which can exchange information through a communication link.

**Assumption A2.** The network $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ is connected, undirected and simple (no self-loops nor multiple links).

Let us denote by $O_i$ the set of nodes that are connected with the node $i$ (open neighborhood of node $i$) and let $\bar{O}_i = O_i \cup \{i\}$ (closed neighborhood of node $i$). We associate with $\mathcal{G}$ a symmetric, (double) stochastic $n \times n$ matrix $W$. The elements of $W$ are all nonnegative and rows (and columns) sum up to one. More precisely, we assume the following.
Assumption A3. The matrix $W = W^T \in \mathbb{R}^{n \times n}$ is stochastic with elements $w_{ij}$ such that

$$w_{ij} > 0 \text{ if } \{i, j\} \in \mathcal{E}, \quad w_{ij} = 0 \text{ if } \{i, j\} \notin \mathcal{E}, \quad i \neq j, \quad \text{ and } \quad w_{ii} = 1 - \sum_{j \in O_i} w_{ij}$$

and there are constants $w_{\text{min}}$ and $w_{\text{max}}$ such that for $i = 1, \ldots, n$

$$0 < w_{\text{min}} \leq w_{ii} \leq w_{\text{max}} < 1.$$ 

Denote by $\lambda_1 \geq \ldots \geq \lambda_n$ the eigenvalues of $W$. Then it can be easily seen that $\lambda_1 = 1$. Furthermore, the null space of $I - W$ is spanned by $e := (1, \ldots, 1)$.

Following [12], [19], the auxiliary function $\Phi : \mathbb{R}^{np} \to \mathbb{R}$, and the corresponding penalty reformulation of (1) is introduced as follows. Let $x = (x_1, \ldots, x_n) \in \mathbb{R}^{np}$ with $x_i \in \mathbb{R}^p$, and denote by $Z \in \mathbb{R}^{np \times np}$ the matrix obtained as the Kronecker product of $W$ and the identity $I \in \mathbb{R}^{p \times p}$, $Z = W \otimes I$.

The corresponding penalty reformulation of (1) is given by

$$\min_{x \in \mathbb{R}^{np}} \Phi(x) := \alpha \sum_{i=1}^n f_i(x_i) + \frac{1}{2} x^T (I - Z) x.$$  \hspace{1cm} (4)

Applying the standard gradient method to (4) with the unit step size we get

$$x^{k+1} = x^k - \nabla \Phi(x^k), \quad k = 0, 1, \ldots,$$  \hspace{1cm} (5)

which, denoting the $i$-th $p \times 1$ block of $x^k$ by $x_i^k$, and after rearranging terms, yields the Decentralized Gradient Descent (DGD) method [25]

$$x_{i}^{k+1} = \sum_{j \in O_i} w_{ij} x_j^k - \alpha \nabla f_i(x_i^k), \quad i = 1, \ldots, n.$$  \hspace{1cm} (6)

Clearly, the penalty parameter $\alpha$ influences the relation between (4) and (1) – a smaller $\alpha$ means better agreement between the problems but also implies smaller steps in (6) and thus makes the convergence slower. It can be shown, [19] that if $\tilde{y} \in \mathbb{R}^p$ is the solution of (1) and $x^* := (\tilde{y}_1, \ldots, \tilde{y}_n) \in \mathbb{R}^{np}$ is the solution of (4) then, for all $i$,

$$\|\tilde{y}_i - \tilde{y}_i\| = \mathcal{O}(\alpha).$$  \hspace{1cm} (7)

The convergence of (6) towards $x^*$ is linear, i.e., the following estimate holds [33, 12],

$$\Phi(x^k) - \Phi(x^*) \leq (1 - \xi)^k (\Phi(x^0) - \Phi(x^*)),$$  \hspace{1cm} (8)

where $\xi \in (0, 1)$ is a constant depending on $\Phi, \alpha$ and $W$.

The matrix and vector norms that will be used in the sequel are defined here. Let $\|\cdot\|$ denote an arbitrary vector norm on $\mathbb{R}^n$ and the corresponding matrix norm on $\mathbb{R}^{n \times n}$. For a matrix $M \in \mathbb{R}^{np \times np}$ with blocks $M_{ij} \in \mathbb{R}^{p \times p}$, we define

$$\|M\| := \max_{j=1, \ldots, n} \sum_{i=1}^n \|M_{ij}\|_2,$$
where $\|\cdot\|_2$ is the Euclidean norm. For a vector $x \in \mathbb{R}^{np}$ with blocks $x_i \in \mathbb{R}^p$ the norm is defined as

$$\|x\| := \sum_{i=1}^n \|x_i\|_2.$$ 

3 Distributed Quasi Newton method

In this section we introduce a class of Quasi Newton methods for solving (4). The general Distributed Quasi Newton (DQN) method is proposed in Subsection 3.1. The method is characterized by a generic diagonal matrix $L_k$. Global linear convergence rate for the class is established in Subsection 3.2, while local linear convergence rate with the full step size $\varepsilon = 1$ is analyzed in Subsection 3.3. Specific variants DQN-0, 1, and 2, which correspond to the specific choices of $L_k$, are studied in Section 4. As we will see, algorithm DQN has certain tuning parameters, including the step size $\varepsilon$. Discussion on the tuning parameters choice is relegated to Section 4.

3.1 The proposed general DQN method

The problem we consider from now on is (4), where we recall $Z = W \otimes I$ and $W$ satisfies assumption A3.

The problem under consideration has a specific structure as the Hessian is sparse if the underlying network is sparse. However its inverse is dense. Furthermore, the matrix inversion (i.e. linear system solving) is not suitable for decentralized computation. One possibility of exploiting the structure of $\nabla^2 \Phi(x)$ in a distributed environment is presented in [19] where the Newton step is approximated through a number of inner iterations. We present here a different possibility. Namely, we keep the diagonal part of $\nabla^2 \Phi(x)$ as the Hessian approximation but at the same time use the non-diagonal part of $\nabla^2 \Phi(x)$ to correct the right hand side vector in the (quasi)-Newton equation. Let us define the splitting

$$W_d = \text{diag}(W) \quad \text{and} \quad W_u = W - W_d,$$

and $Z = Z_d + Z_u$ with

$$Z_d = W_d \otimes I = \text{diag}(Z) \quad \text{and} \quad Z_u = W_u \otimes I.$$ 

Here, \text{diag}(W) denotes the diagonal matrix with the same diagonal as the matrix $W$. Hence, matrix $Z_d$ is a $np \times np$ (block) diagonal matrix whose $i$-th $p \times p$ block is the scalar matrix $w_{ii}I$, $Z_u$ is a $np \times np$ block (symmetric) matrix such that $(i,j)$-th $p \times p$ off-diagonal blocks are again scalar matrices $w_{ij}I$, while the diagonal blocks are all equal to zero.

Clearly, the gradient is

$$\nabla \Phi(x) = \alpha \nabla F(x) + (I - Z)x,$$
where $I$ denotes the $np \times np$ identity matrix and

$$F(x) = \sum_{i=1}^{n} f_i(x_i), \quad \nabla F(x) = (\nabla f_1(x_1), \ldots, \nabla f_n(x_n)),$$

while the Hessian is

$$\nabla^2 \Phi(x) = \alpha \nabla^2 F(x) + I - Z$$

where $\nabla^2 F(x)$ is the block diagonal matrix with the $i$th diagonal block $\nabla^2 f_i(x_i)$.

The general Distributed Quasi Newton, DQN, algorithm is presented below. Denote by $k$ the iteration counter, $k = 0, 1, \ldots$ and let $x^k = (x_1^k, \ldots, x_n^k) \in \mathbb{R}^{np}$ be the estimate of $x^*$ at iteration $k$. Consider the following splitting of the Hessian

$$\nabla^2 \Phi(x^k) = \Lambda_k - G,$$  \hspace{1cm} (9)

with

$$\Lambda_k = \alpha \nabla^2 F(x^k) + (1 + \theta)(I - Z_d)$$ \hspace{1cm} (10)

and

$$G = Z_u + \theta(I - Z_d)$$

for some $\theta \geq 0$. Hence, $G$ is a $np \times np$ block (symmetric) matrix whose $i$-th $p \times p$ diagonal block equals $g_{ii} I$, with $g_{ii} := \theta (1 - w_{ii})$, while the $(i, j)$-th $p \times p$ off-diagonal block equals $g_{ij} I$, with $g_{ij} := w_{ij}$. Also, notice that $\Lambda_k$ is block diagonal with the $i$th diagonal block

$$A_i^k = \alpha \nabla^2 f_i(x_i^k) + (1 + \theta)(1 - w_{ii}) I.$$

Let $L_k \in \mathbb{R}^{np \times np}$ be a block-diagonal, symmetric matrix with the $i$-th $p \times p$ block given by the symmetric matrix $\Lambda_i^k$. Given that

$$\nabla^2 \Phi(x^k) = \Lambda_k - G = \Lambda_K (I - \Lambda_k^{-1} G),$$

let us consider the approximation

$$(\nabla^2 \Phi(x^k))^{-1} = (I - \Lambda_k^{-1} G)^{-1} \Lambda_k^{-1} = (I - G K G)^{-1},$$ \hspace{1cm} (11)

In other words, we approximate the dense part of the inverse Hessian $(I - \Lambda_k^{-1} G)^{-1}$ by a matrix function linear in $G$, equal to $I - L_k G$. The Hessian inverse approximation in (11) is amenable for distributed implementation, as the resulting matrix $(I - L_k G)\Lambda_k^{-1}$ respects the sparsity pattern of the network, in the sense that its $(i, j)$-th $p \times p$ block equals zero if $(i, j) \notin E$, for each pair $i \neq j$.

Setting $L_k = 0$ corresponds to the zeroth order Taylor approximation of $(I - \Lambda_k^{-1} G)^{-1}$, while $L_k = -\Lambda_k^{-1}$ corresponds to the first order Taylor approximation of $(I - \Lambda_k^{-1} G)^{-1}$. In general, allowing for different choices of $L_k$ gives rise to

\[1\] The Taylor expansion $(I - \Lambda_k^{-1} G)^{-1} = \sum_{j=0}^{\infty} (\Lambda_k^{-1} G)^j$ is well defined, as the spectral radius of matrix $\Lambda_k^{-1} G$ is strictly less than one for the set of parameters that we study; see ahead Theorem 3.4 and (25).
more general approximations than the Taylor ones. We will be interested in diagonal $L_k$’s, which is in a sense less expensive approximations than the first order Taylor approximation. In this paper, we do not claim nor seek optimality of approximation (11). Instead, our goal is to show that approximation (11) and inexpensive (in terms of computations and communications), diagonal matrix choices of $L_k$ – which we design here – yield efficient distributed Newton-like algorithms.

For such approximation the search direction is defined as

$$s^k = -(I - L_k G)A_k^{-1} \nabla \Phi(x^k).$$

(12)

Then, following typical quasi-Newton scheme, the next iteration is defined by

$$x^{k+1} = x^k + \varepsilon s^k,$$

(13)

for some step size $\varepsilon$.

Clearly, the choice of $L_k$ is crucial in the approximation of $(\nabla^2 \Phi(x^k))^{-1}$. The following general algorithm assumes only that $L_k$ is diagonal and bounded. Specific choices of $L_k$ will be discussed in Section 4. Actually, all the proposed variants DQN-0, 1, and 2 utilize diagonal matrices $L_k$. Parameter $\theta$ affects splitting (9), approximation (11) and the search direction (12). For this moment we are assuming only that $\theta$ is nonnegative and further details are presented later on.

In summary, the proposed distributed algorithm is as follows.

**Algorithm DQN**

Given $x^0 \in \mathbb{R}^{np}$, $\alpha, \varepsilon, \rho > 0$, $\theta \geq 0$. Set $k = 0$.

**Step 1.** Chose a diagonal matrix $L_k \in \mathbb{R}^{np \times np}$ such that

$$\|L_k\| \leq \rho.$$

**Step 2.** Set

$$s^k = -(I - L_k G)A_k^{-1} \nabla \Phi(x^k).$$

**Step 3.** Set

$$x^{k+1} = x^k + \varepsilon s^k, \quad k = k + 1.$$

For the sake of clarity, the proposed algorithm, from the perspective of each node $i$ in the network, is presented in Algorithm 1.

**Algorithm 1**

At each node $i$, require $\alpha, \rho, \varepsilon > 0$, $\theta \geq 0$.

1. **Initialization:** Each node $i$ sets $k = 0$ and $x_i^0 \in \mathbb{R}^p$.

2. Each node $i$ transmits $x_i^k$ to all its neighbors $j \in O_i$ and receives $x_j^k$ from all $j \in O_i$. 

8
3 Each node $i$ calculates
\[ d_k^i = (A_k^i)^{-1} \left[ \alpha \nabla f_i(x_k^i) + \sum_{j \in O_i} w_{ij} (x_k^i - x_k^j) \right]. \]

4 Each node $i$ transmits $d_k^i$ to all its neighbors $j \in O_i$ and receives $d_k^j$ from all $j \in O_i$.

5 Each node $i$ chooses a diagonal $p \times p$ matrix $\Lambda_i^k$, such that $\|\Lambda_i^k\| \leq \rho$.

6 Each node $i$ calculates:
\[ s_k^i = -d_k^i + \Lambda_i^k \sum_{j \in O_i} G_{ij} d_k^j. \]

7 Each node $i$ updates its solution estimate as:
\[ x_{k+1}^i = x_k^i + \varepsilon s_k^i. \]

8 Set $k = k + 1$ and go to step 3.

Calculation of $\Lambda_i^k$ in step 6 will be specified in the next Section, and, for certain algorithm variants, will involve an additional inter-neighbor communication of a $p$-dimensional vector. Likewise, choices of tuning parameters $\alpha, \varepsilon, \rho, \theta$ are discussed throughout the remaining of this section and Section 4.

**Remark.** It is useful to compare (11) with the Hessian approximation in NN methods. Setting $\theta = 1$ and $L_k = 0$ recovers NN-0, $\theta = 1$ and $L_k = -A_k^{-1}$ recovers NN-1, while NN-2 can not be recovered in a similar fashion. Hence, DQN in a sense generalizes NN-0 and NN-1. Next, observe that the approximation matrix in (11) is not symmetric in general. This induces the need for a safeguarding step in the algorithm which will be shown later on, and the resulting method requires an analysis different from [19].

### 3.2 Global linear convergence rate

In this subsection, the global linear convergence rate of Algorithm DQN is established. The convergence analysis consists of two parts. First, we demonstrate that $s^k$ is a descent direction. Then we determine a suitable interval for the step size $\varepsilon$ that ensures linear convergence of the iterative sequence.

The following Gershgorin type theorem for block matrices is needed for the first part of convergence analysis.

**Theorem 3.1.** [9] For any $C \in \mathbb{R}^{np \times np}$ partitioned into blocks $C_{ij}$ of size $p$, each eigenvalue $\mu$ of $C$ satisfies
\[ \frac{1}{\|(C_{ii} - \mu I)^{-1}\|} \leq \sum_{i \neq j} \|C_{ij}\| \] for at least one $i \in \{1, \ldots, n\}$.  
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Using the above theorem we can prove the following lower bound for all eigenvalues of a symmetric block matrix.

**Corollary 3.1.** Let $C \in \mathbb{R}^{np \times np}$ be a symmetric matrix partitioned into blocks $C_{ij}$ of size $p$. Then each eigenvalue $\mu$ of $C$ satisfies

$$
\mu \geq \min_{i=1,...,n} \left\{ \lambda_{\min}(C_{ii}) - \sum_{j \neq i} \|C_{ij}\| \right\},
$$

where $\lambda_{\min}(C_{ii})$ is the smallest eigenvalue of $C_{ii}$.

**Proof.** Given that $C$ is symmetric, all its eigenvalues are real. Also, $C_{ii}$ is symmetric and has only real eigenvalues. Now, fix one eigenvalue $\mu$ of the matrix $C$. By Theorem 3.1, there exists $i \in \{1, \ldots, n\}$, such that (14) holds. Next, we have

$$
\|(C_{ii} - \mu I)^{-1}\| = \frac{1}{\min_{j=1,\ldots,p} |\lambda_j(C_{ii}) - \mu|},
$$

where $\lambda_j(C_{ii})$ is the $j$-th eigenvalue of $C_{ii}$. Thus

$$
\min_{j=1,\ldots,p} |\lambda_j(C_{ii}) - \mu| \leq \sum_{j \neq i} \|C_{ij}\|.
$$

We have just concluded that, for any eigenvalue $\mu$ of $C$ there exists $i \in \{1, \ldots, n\}$ and $j \in \{1, \ldots, p\}$ such that $\mu$ lies in the interval

$$
[\lambda_j(C_{ii}) - \sum_{i \neq i} \|C_{ii}\|, \lambda_j(C_{ii}) + \sum_{i \neq i} \|C_{ii}\|].
$$

Hence, for each $\mu$ for which (14) holds for some fixed $i$, we have

$$
\mu \geq \lambda_{\min}(C_{ii}) - \sum_{i \neq i} \|C_{ii}\|
$$

and the statement follows. $\square$

We are now ready to prove that the search direction (12) is descent.

**Theorem 3.2.** Suppose that A1-A3 hold. Let

$$
0 \leq \rho \leq \frac{\alpha \mu + (1 + \theta)(1 - w_{\max})}{(1 - w_{\min})(1 + \theta)} \left( \frac{1}{\alpha L + (1 + \theta)(1 - w_{\min})} - \delta \right) \tag{15}
$$

for some $\delta \in (0, 1/(\alpha L + (1 + \theta)(1 - w_{\min})))$. Then $s^k$ defined by (12) is a descent direction and satisfies

$$
\nabla^T \Phi(x^k)s^k \leq -\delta \|\nabla \Phi(x^k)\|^2.
$$
Proof. Let us first show that \( s^k \) is descent search direction. As

\[
\nabla^T \Phi(x^k) s^k = -\nabla^T \Phi(x^k) (I - \mathbb{L}_k \mathbb{G}) A_k^{-1} \nabla \Phi(x^k),
\]

\( s^k \) is descent if \( v^T (I - \mathbb{L}_k \mathbb{G}) A_k^{-1} v < 0 \) for arbitrary \( v \in \mathbb{R}^{n_p \times np} \). Given that \( (I - \mathbb{L}_k \mathbb{G}) A_k^{-1} \) is not symmetric in general, we know the above is true if and only if the matrix

\[
C^k = \frac{1}{2} ((I - \mathbb{L}_k \mathbb{G}) A_k^{-1} + A_k^{-1} (I - \mathbb{G} \mathbb{L}_k))
\]
is positive definite. \( C^k \) is symmetric and thus it is positive definite if all of its eigenvalues are positive. The matrix \( C^k \) is partitioned in the blocks

\[
C_{ii}^k = (A^k_i)^{-1} - \frac{1}{2} \theta(1 - w_{ii})(\Lambda^k_i(A^k_i)^{-1} + (A^k_i)^{-1} \Lambda^k_i), \quad i = 1, \ldots, n,
\]

\[
C_{ij}^k = -\frac{1}{2} w_{ij}(\Lambda^k_i(A^k_j)^{-1} + (A^k_i)^{-1} \Lambda^k_j), \quad i \neq j.
\]

Corollary 3.1 implies that

\[
\lambda_{\min}(C^k) \geq \min_{i=1, \ldots, n} (\lambda_{\min}(C_{ii}^k) - \sum_{j \neq i} \|C_{ij}^k\|_2)
\]
The definition of \( A_k \) implies

\[
(a\mu + (1 + \theta)(1 - w_{max}))I \leq A^k_i \leq (aL + (1 + \theta)(1 - w_{min}))I
\]
and therefore, for every \( i = 1, \ldots, n \)

\[
\| (A^k_i)^{-1} \|_2 \leq \frac{1}{a\mu + (1 + \theta)(1 - w_{max})}.
\]

Moreover, it follows

\[
\lambda_{\min}(C_{ii}^k) \geq \frac{1}{aL + (1 + \theta)(1 - w_{min})} - \frac{\theta(1 - w_{ii}) \rho}{a\mu + (1 + \theta)(1 - w_{max})}
\]
and

\[
\|C_{ij}^k\|_2 \leq \frac{w_{ij} \rho}{a\mu + (1 + \theta)(1 - w_{max})}.
\]
Now,

\[
\lambda_{\min}(C^k) \geq \min_{i=1, \ldots, n} \left( \frac{1}{aL + (1 + \theta)(1 - w_{min})} - \frac{\theta(1 - w_{ii}) \rho}{a\mu + (1 + \theta)(1 - w_{max})} \right) - \sum_{j \in O_i} \frac{w_{ij} \rho}{a\mu + (1 + \theta)(1 - w_{max})}
\]
\[
= \min_{i=1, \ldots, n} \left( \frac{1}{aL + (1 + \theta)(1 - w_{min})} - \frac{\rho(1 - w_{ii})(1 + \theta)}{a\mu + (1 + \theta)(1 - w_{max})} \right)
\]
\[
\geq \frac{1}{aL + (1 + \theta)(1 - w_{min})} - \rho \frac{(1 - w_{min})(1 + \theta)}{a\mu + (1 + \theta)(1 - w_{max})}
\]
\[
\geq \delta. \quad (16)
\]
Since \( \delta > 0 \) we conclude that \( C_k \) is positive definite. Moreover, \( v^T C_k v = v^T (I - L_k G) A_k^{-1} v \), for any \( v \in \mathbb{R}^{np \times np} \) and

\[
\nabla^T \Phi(x^k) s^k = -\nabla^T \Phi(x^k) (I - L_k G) A_k^{-1} \nabla \Phi(x^k) \\
= -\nabla^T \Phi(x^k) C_k \nabla \Phi(x^k) \\
\leq -\delta \| \nabla \Phi(x^k) \|^2.
\]

(17)

The next lemma corresponds to the standard property of descent direction methods that establish the relationship between the search vector and the gradient.

**Lemma 3.1.** Suppose that A1-A3 hold. Then

\[
\| s^k \| \leq \beta \| \nabla \Phi(x^k) \|
\]

where

\[
\beta = \frac{1 + \rho(1 + \theta)(1 - w_{min})}{\alpha \mu + (1 + \theta)(1 - w_{max})}.
\]

(18)

**Proof.** The matrix \( A_k \) is block diagonal and therefore

\[
\| A_k^{-1} \| = \max_{j=1,\ldots,n} \| (A_j^k)^{-1} \|_2 \leq \frac{1}{\alpha \mu + (1 + \theta)(1 - w_{max})}.
\]

(19)

Furthermore,

\[
\| G \| = \max_{j=1,\ldots,n} (\theta(1-w_{jj}) + \sum_{i \in O_j} w_{ij}) = \max_{j=1,\ldots,n} (1+\theta)(1-w_{jj}) \leq (1+\theta)(1-w_{min}).
\]

(20)

So

\[
\| s^k \| \leq \| (I - L_k G) A_k^{-1} \| \| \nabla \Phi(x^k) \| \\
\leq (1 + \| L_k \| \| G \| ) \| A_k^{-1} \| \| \nabla \Phi(x^k) \| \\
\leq \frac{1 + \rho(1 + \theta)(1 - w_{min})}{\alpha \mu + (1 + \theta)(1 - w_{max})} \| \nabla \Phi(x^k) \|.
\]

\[
\]

Let us now show that there exists a step size \( \varepsilon > 0 \) such that the sequence \( \{x^k\} \) generated by Algorithm DQN converges to the solution of (4). Notice that (4) has a unique solution, say \( x^* \). Assumption A1 implies that \( \nabla \Phi(x) \) is Lipschitz continuous as well, i.e., with \( L := \alpha L + 2(1-w_{min}) \), there holds

\[
\| \nabla \Phi(x) - \nabla \Phi(y) \| \leq L \| x - y \|, \ x, y \in \mathbb{R}^{np}.
\]

(21)

Furthermore,

\[
\frac{\mu}{2} \| x - x^* \| \leq \Phi(x) - \Phi(x^*) \leq \frac{1}{\mu} \| \nabla \Phi(x) \|^2
\]

(22)

for \( \mu = \alpha \mu \) and all \( x \in \mathbb{R}^{np} \). The main convergence statement is given below.
Theorem 3.3. Assume that the conditions of Theorem 3.2 are satisfied. Define

$$\varepsilon = \frac{\delta}{\beta^2 L}$$

with $\beta$ given by (18). Then Algorithm DQN generates a sequence $\{x^k\}$ such that

$$\lim_{k \to \infty} x^k = x^*$$

and the convergence is at least linear with

$$\Phi(x^{k+1}) - \Phi(x^*) \leq \left(1 - \frac{\delta^2 \mu}{2L^2}\right) \left(\Phi(x^k) - \Phi(x^*)\right), \quad k = 0, 1, \ldots$$

Proof. The Mean Value Theorem, Lipschitz property of $\nabla \Phi$, Theorem 3.2 and Lemma 3.1 yield

$$\Phi(x^{k+1}) - \Phi(x^*) = \Phi(x^k) + \int_0^1 \nabla^T \Phi(x^k + t\varepsilon s^k) \varepsilon s^k dt - \Phi(x^*) + \varepsilon \nabla^T \Phi(x^k) s^k \leq \Phi(x^k) - \Phi(x^*) + \varepsilon \int_0^1 \|\nabla^T \Phi(x^k + t\varepsilon s^k) - \nabla^T \Phi(x^k)\| s^k dt$$

$$+ \varepsilon \nabla^T \Phi(x^k) s^k \leq \Phi(x^k) - \Phi(x^*) + \varepsilon \int_0^1 \tilde{L} t \varepsilon \|s^k\|^2 dt + \varepsilon \nabla^T \Phi(x^k) s^k$$

$$= \Phi(x^k) - \Phi(x^*) + \frac{1}{2} \varepsilon^2 \tilde{L} \|s^k\|^2 + \varepsilon \nabla^T \Phi(x^k) s^k \leq \Phi(x^k) - \Phi(x^*) + \frac{\beta^2 \tilde{L}}{2} \varepsilon^2 \|\nabla \Phi(x^k)\|^2 - \varepsilon \delta \|\nabla \Phi(x^k)\|^2$$

$$= \Phi(x^k) - \Phi(x^*) + \left(\frac{\beta^2 \tilde{L}}{2} \varepsilon^2 - \varepsilon \delta\right) \|\nabla^2 \Phi(x^k)\|^2. \quad (23)$$

Define

$$\phi(\varepsilon) = \frac{\beta^2 \tilde{L}}{2} \varepsilon^2 - \varepsilon \delta.$$

Then $\phi(0) = 0$, $\phi'(\varepsilon) = \tilde{L} \varepsilon \beta^2 - \delta$ and $\phi''(\varepsilon) > 0$. Thus, the minimizer of $\phi$ is $\varepsilon^* = \delta / (\beta^2 \tilde{L})$ and

$$\phi(\varepsilon^*) = -\frac{\delta^2}{2 \beta^2 \tilde{L}}. \quad (24)$$

Now, (23) and (24) give

$$\Phi(x^{k+1}) - \Phi(x^*) \leq \Phi(x^k) - \Phi(x^*) - \frac{\delta^2}{2 \beta^2 \tilde{L}} \|\nabla \Phi(x^k)\|^2.$$
From (22), we also have
\[ \Phi(x^k) - \Phi(x^*) \leq \frac{1}{\tilde{\mu}} \| \nabla \Phi(x^k) \|^2 \]
and
\[ -\frac{\delta^2}{2\beta^2 L} \| \nabla \Phi(x^k) \|^2 \leq - \left( \Phi(x^k) - \Phi(x^*) \right) \frac{\delta^2 \tilde{\mu}}{2\beta^2 L} , \]
so
\[ \Phi(x^{k+1}) - \Phi(x^*) \leq \left( 1 - \frac{\delta^2 \tilde{\mu}}{2\beta^2 L} \right) \left( \Phi(x^k) - \Phi(x^*) \right) . \]
Given that \( \tilde{\mu} = \alpha \mu \leq \alpha L < \tilde{L} \), we have \( \tilde{\mu}/\tilde{L} < 1 \). Moreover,
\[ \delta < \frac{1}{\alpha L + (1 + \theta)(1 - w_{min})} \leq \frac{1}{\alpha \mu + (1 + \theta)(1 - w_{max})} \]
\[ \leq \frac{1}{\alpha \mu + (1 + \theta)(1 - w_{min})} = \beta \]
and
\[ \xi := 1 - \frac{\delta^2 \tilde{\mu}}{2\beta^2 L} \in (0, 1) . \]
We conclude with
\[ \Phi(x^{k+1}) - \Phi(x^*) \leq \xi \left( \Phi(x^k) - \Phi(x^*) \right) \]
and
\[ \lim_{k \to \infty} \Phi(x^k) = \Phi(x^*). \]
As \( \Phi \in C^2(\mathbb{R}^n) \), the above limit also implies
\[ \lim_{k \to \infty} x^k = x^* . \]
\[ \square \]
The proof of the above theorem clearly shows that for any \( \varepsilon \in (0, \delta/(\beta^2 \tilde{L})] \) algorithm DQN converges. However, taking \( \varepsilon \) as large as possible implies larger steps and thus faster convergence.

### 3.3 Local linear convergence

We have proved global linear convergence for the specific step length \( \varepsilon \) given in Theorem 3.3. However, local linear convergence can be obtained for the full step by imposing a stronger condition on the diagonal matrix \( \mathbb{L}_k \), using the theory developed for Inexact Newton methods [8]. The step \( s^k \) can be considered as an Inexact Newton step and we are able to estimate the residual in Newton equation as follows.
Theorem 3.4. Suppose that A1-A3 hold. Let \( x^k \) be such that \( \nabla \Phi(x^k) \neq 0 \). Assume that \( s^k \) is generated in Step 2 of Algorithm DQN with

\[
0 \leq \rho < \frac{\alpha \mu}{(1 + \theta)(1 - w_{\min})(\alpha L + 2(1 + \theta)(1 - w_{\min}))}.
\]

Then there exists \( t \in (0, 1) \) such that

\[
\|\nabla \Phi(x^k) + \nabla^2 \Phi(x^k)s^k\| < t\|\nabla \Phi(x^k)\|.
\]

Proof. First, notice that the interval for \( \rho \) is well defined. The definition of the search direction (12) and the splitting of the Hessian (9) yield \( \nabla \Phi(x^k) + \nabla^2 \Phi(x^k)s^k = (GA_k^{-1} + A_kL_kGA_k^{-1} - GL_kGA_k^{-1})\nabla \Phi(x^k) := Q_k\nabla \Phi(x^k) \).

Therefore,

\[
\|Q_k\| \leq \|GA_k^{-1}\| + \|GA_k^{-1}\|\|L_k\|\|G\| + \|GA_k^{-1}\|\|L_k\|\|A_k\|.
\]

Moreover,

\[
\|GA_k^{-1}\| = \max_j (\theta(1 - w_{jj}))\|(A^j)^{-1}\| + \sum_{i \in O_j} w_{ij}\|(A^j)^{-1}\|
\leq \max_j \frac{\theta(1 - w_{jj}) + 1 - w_{jj}}{\alpha \mu + (1 + \theta)(1 - w_{\min})}
= \frac{(1 + \theta)(1 - w_{\min})}{\alpha \mu + (1 + \theta)(1 - w_{\min})} := \gamma.
\] (25)

and there holds \( \|A_k\| \leq \alpha L + (1 + \theta)(1 - w_{\min}) \). Furthermore, (19), (20) and \( \|L_k\| \leq \rho \) imply

\[
\|Q_k\| \leq \gamma + \gamma \rho(1 + \theta)(1 - w_{\min}) + \gamma \rho(\alpha L + (1 + \theta)(1 - w_{\min}))
= \gamma + \rho \gamma(\alpha L + 2(1 + \theta)(1 - w_{\min}))
< \gamma + 1 - \gamma = 1.
\]

Thus, the statements is true with

\[
t = \gamma + \rho \gamma(\alpha L + 2(1 + \theta)(1 - w_{\min})).
\] (26)

\[\square\]

For the sake of completeness we list here the conditions for local convergence of Inexact Newton methods.

Theorem 3.5. [8] Assume that A1 holds and that \( s^k \) satisfies the inequality

\[
\|\nabla \Phi(x^k) + \nabla^2 \Phi(x^k)s^k\| < t\|\nabla \Phi(x^k)\|, \quad k = 0, 1, \ldots
\]

for some \( t < 1 \). Furthermore, assume that \( x^{k+1} = x^k + s^k, \ k = 0, 1, \ldots \). Then there exists \( \eta > 0 \) such that for all \( \|x^0 - x^*\| \leq \eta \), the sequence \( \{x^k\} \) converges to \( x^* \). The convergence is linear,

\[
\|x^{k+1} - x^*\| \leq t\|x^k - x^*\|, \quad k = 0, 1, \ldots,
\]

where \( \|y\| = \|\nabla^2 \Phi(x^*y)\| \).
The two previous theorems imply the following Corollary.

**Corollary 3.2.** Assume that the conditions of Theorem 3.4 hold. Then there exists \( \eta > 0 \) such that for every \( x^0 \) satisfying \( \|x^0 - x^*\| \leq \eta \), the sequence \( \{x^k\} \) generated by Algorithm DQN and \( \varepsilon = 1 \) converges linearly to \( x^* \) and

\[
\|\nabla^2 \Phi(x^*) (x^{k+1} - x^*)\| \leq t \|\nabla^2 \Phi(x^*)(x^k - x^*)\|,
\]

\( k = 0, 1, \ldots \)

holds with \( t \in (0, 1) \).

For (strongly convex) quadratic functions \( f_i \), \( i = 1, \ldots, n \) we can also claim global linear convergence as follows.

**Theorem 3.6.** Assume that all loss functions \( f_i \) are strongly convex quadratic and that the conditions of Theorem 3.4 are satisfied. Let \( \{x^k\} \) be a sequence generated by Algorithm DQN with \( \varepsilon = 1 \). Then

\[
\lim_{k \to \infty} x^k = x^* \quad \text{and} \quad \|x^{k+1} - x^*\| \leq t \|x^k - x^*\|, \quad k = 0, 1, \ldots
\]

for \( t \) defined in Theorem 3.4.

**Proof.** Given that the penalty term in (4) is convex quadratic, if all local cost functions \( f_i \) are strongly convex quadratic, then the objective function \( \Phi \) is also strongly convex quadratic, i.e., it can be written as

\[
\Phi(x) = \frac{1}{2} (x - x^*)^T B (x - x^*),
\]

for some fixed, symmetric positive definite matrix \( B \in \mathbb{R}^{np \times np} \). Recall that \( x^* \) is the global minimizer of \( \Phi \). Then

\[
\nabla \Phi(x) = B (x - x^*) \quad \text{and} \quad \nabla^2 \Phi(x) = B.
\]

Starting from

\[
s^k = - (\nabla^2 \Phi(x^k))^{-1} \nabla \Phi(x^k) + e^k,
\]

we get

\[
\|\nabla^2 \Phi(x^k)e^k\| = \|(\nabla^2 \Phi(x^k))(s^k + (\nabla^2 \Phi(x^k))^{-1} \nabla \Phi(x^k))\|
\]

\[
= \|(\nabla \Phi(x^k) + \nabla^2 \Phi(x^k)s^k\| < t\|\nabla \Phi(x^k)\|
\]

by Theorem 3.4. Next,

\[
x^{k+1} = x^k + s^k = x^k - (\nabla^2 \Phi(x^k))^{-1} \nabla \Phi(x^k) + e^k
\]

\[
= x^k - B^{-1} \nabla \Phi(x^k) + e^k,
\]

and

\[
x^{k+1} - x^* = x^k - x^* - B^{-1} \nabla \Phi(x^k) + e^k.
\]

Therefore,

\[
B(x^{k+1} - x^*) = B(x^k - x^*) - \nabla \Phi(x^k) + Be^k.
\]

Now,

\[
\|Be^k\| = \|\nabla^2 \Phi(x^k)e^k\| < t\|\nabla \Phi(x^k)\| = t\|B(x^k - x^*)\|
\]

and

\[
\|B(x^{k+1} - x^*)\| = \|Be^k\| \leq t\|B(x^k - x^*)\|.
\]
4 Variants of the general DQN

Let us now discuss the possible alternatives for the choice of \( L_k \). Subsection 4.1 presents three different variants of the general DQN algorithm which mutually differ in the choice of matrix \( L_k \). We refer to the three choices as DQN-0, DQN-1, and DQN-2. All results established in Section 3 hold for these three alternatives. Subsection 4.1 also provides local linear convergence rates for DQN-2 without safeguarding. Subsection 4.2 gives a discussion on the algorithms’ tuning parameters, as well as on how the required global knowledge by all nodes can be acquired in a distributed way.

4.1 Algorithms DQN-0, 1, and 2

The analysis presented so far implies only that the diagonal matrix \( L_k \) has to be bounded. Let us now look closer at different possibilities for defining \( L_k \), keeping the restrictions stated in Theorem 3.2 and 3.4.

**DQN-0.** We first present the method DQN-0 which sets \( L_k = 0 \). Clearly, for DQN-0, Theorem 3.2 holds and thus we get linear convergence with the proper choice of \( \varepsilon \), and local linear convergence with \( \varepsilon = 1 \). The quasi Newton matrix approximation in (11) in this case equals \( \hat{A}^{-1}_k \), i.e., the Hessian is approximated by its block diagonal part only. The method DQN-0 corresponds to Algorithm 1 with only steps 1-4 and 7-9 executed, with \( \Lambda_k^0 \) in step 7. Clearly, choice \( L_k = 0 \) is the cheapest possibility among the choices of \( L_k \) if we consider the computational cost per iteration \( k \). The same holds for communication cost per \( k \), as each node needs to transmit only \( x_k^i \) per each iteration, i.e., one \( p \)-dimensional vector per node, per iteration is communicated. We note that DQN-0 resembles NN-0, but the difference in general is that DQN-0 uses a different splitting, parameterized with \( \theta \geq 0 \); actually, NN-0 represents the special case with \( \theta = 1 \).

**DQN-1.** Algorithm DQN-1 corresponds to setting \( L_k = L, k = 0, 1, \ldots \), where \( L \) is a constant diagonal matrix. Assuming that \( L \) is chosen such that \( \|L\| \leq \rho \), with \( \rho \) specified in Theorem 3.2, global linear convergence for a proper step size \( \varepsilon \) and local linear convergence for the full step size \( \varepsilon = 1 \) again hold. Algorithm DQN-1 is given by Algorithm 1, where each node utilizes a constant, diagonal matrix \( \Lambda_i \). There are several possible ways of choosing the \( \Lambda_i \)’s. In this paper, we focus on the following choice. In the first iteration \( k = 0 \), each node \( i \) sets matrix \( \Lambda_i^0 \) through algorithm DQN-2, stated in the sequel, and then it keeps the same matrix \( \Lambda_i^0 \) throughout the whole algorithm. The computational cost per iteration of DQN-1 is higher than the cost of DQN-0. At each iteration, each node \( i \) needs to compute the corresponding inverse of \( i \)-th block of \( \hat{A}_k \) and then to multiply it by the constant diagonal matrix \( \Lambda_i \). Regarding the communication cost, each node transmits two \( p \)-dimensional vectors per iteration – \( x_i^k \) and \( d_i^k \) (except in the first iteration \( k = 0 \) when it also transmits vector \( u_i^0 \)). Although the focus of this paper is on the diagonal \( L_k \)’s, we remark that setting \( \theta = 1 \) and \( L_k = -\hat{A}_k^{-1} \) recovers the NN-1 method.

**DQN-2.** Algorithm DQN-2 corresponds to an iteration-varying, diagonal
matrix $L_k$. Ideally, one would like to choose matrix $L_k$ such that search direction $s^k$ resembles the Newton step as much as possible, with the restriction that $L_k$ is diagonal. The Newton direction $s^k_N$ satisfies the equation
\[ \nabla^2 \Phi(x_k)s^k_N + \nabla \Phi(x_k) = 0. \]

We seek $L_k$ such that it makes residual $M(L_k)$ small, where $M(L_k)$ is defined as follows:
\[ M(L_k) = \|\nabla^2 \Phi(x_k)s^k + \nabla \Phi(x_k)\|. \] (28)

Notice that
\[ M(L_k) = \|\nabla^2 \Phi(x_k)s^k + \nabla \Phi(x_k)\| = \|\nabla^2 \Phi(x_k)A^{-1}k\nabla \Phi(x_k) + \nabla \Phi(x_k)\| = \|\nabla^2 \Phi(x_k)A^{-1}k\nabla \Phi(x_k) + \nabla \Phi(x_k)\| = \|\nabla \Phi(x_k) + \nabla^2 \Phi(x_k)L_k\nabla \Phi(x_k)\|. \]

Therefore,
\[ \nabla^2 \Phi(x_k)s^k + \nabla \Phi(x_k) = u^k + \nabla^2 \Phi(x_k)L_ku^k, \] (29)

where
\[ u^k = G\Delta^{-1}k\nabla \Phi(x_k). \]

The minimizer of $M(L_k)$ is clearly achieved if $L_k$ satisfies the equation
\[ L_ku^k = -(\nabla^2 \Phi(x_k))^{-1}u^k, \] (30)

but (30) involves the inverse Hessian. Thus we approximate $(\nabla^2 \Phi(x_k))^{-1}$ by the Taylor expansion as follows. Clearly,
\[ (\nabla^2 \Phi(x_k))^{-1} = (\alpha \nabla^2 F(x_k) + I - Z)^{-1} = (I - V_k)^{-1}, \quad V_k = Z - \alpha \nabla^2 F(x_k). \] (31)

Assume that $\alpha < (1 + \lambda_n)/L$, with $\lambda_n$ being the smallest eigenvalue of $W$. Then
\[ V_k \geq (\lambda_n - \alpha L)I \succ -I. \]

Similarly,
\[ V_k \preceq (1 - \alpha \mu)I \preceq I. \]

Hence,
\[ \rho(V_k) \leq \|V_k\|_2 < 1. \]

Therefore, $I - V_k$ is nonsingular,
\[ (I - V_k)^{-1} = I + V_k + \sum_{i=2}^{\infty} V_k^i, \]

and the approximation
\[ (\nabla^2 \Phi(x_k))^{-1} = (I - V_k)^{-1} \approx I + V_k. \] (32)
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is well defined. So, we can take $L_k$ which satisfies the following equation

$$L_k u^k = -(I + V_k) u^k. \quad (33)$$

Obviously, $L_k$ can be computed in a distributed manner. We refer to the method which corresponds to this choice of $L_k$ as DQN-2. The algorithm is given by Algorithm 1 where step 6, the choice of $L_k = \text{diag}(\Lambda_1, ..., \Lambda_n)$, involves the steps presented below in Algorithm 2. Denote by $u^k_i$ the $i$-th $p \times 1$ block of $u^k$ – the block which corresponds to node $i$.

**Algorithm 2**

6.1 Each node $i$ calculates

$$u^k_i = \sum_{j \in O_i} G_{ij} d^k_j.$$  

6.2 Each node $i$ transmits $u^k_i$ to all its neighbors $j \in O_i$ and receives $u^k_j$ from all $j \in O_i$.

6.3 Each node $i$ calculates $\hat{\Lambda}^k_i$ – the solution to the following system of equations (where the only unknown is the $p \times p$ diagonal matrix $\Lambda^k_i$):

$$\Lambda^k_i u^k_i = - \left[ (1 + w_{ii}) I - \alpha \nabla^2 f_i(x^k_i) \right] u^k_i - \sum_{j \in O_i} w_{ij} u^k_j.$$  

6.4 Each node $i$ projects each diagonal entry of $\hat{\Lambda}^k_i$ onto the interval $[-\rho, \rho]$. 

Note that step 6 with algorithm DQN-2 requires an additional $p$-dimensional communication per each node, per each $k$ (the communication of the $u^k_i$'s.) Hence, overall, with algorithm DQN-2 each node transmits three $p$-dimensional vectors per $k$ – $x^k_i$, $d^k_i$, and $u^k_i$.

We next show that algorithm DQN-2 exhibits local linear convergence even when safe-guarding (step 4 in Algorithm 2) is not used.

**Theorem 4.1.** Suppose that A1-A3 hold and let $x^k$ be an arbitrary point such that $\nabla \Phi(x^k) \neq 0$. Assume that

$$\alpha < \min \left\{ \frac{1 + \lambda_n}{L}, \frac{w_{\min}}{2L}, \frac{2\mu}{L^2} \right\}, \quad (34)$$

and $s^k$ is generated by (12) and Algorithm 2, Steps 6.1-6.3. Then there exists $t \in (0, 1)$ such that

$$\|\nabla \Phi(x^k) + \nabla^2 \Phi(x^k) s^k\| < t\|\nabla \Phi(x^k)\|.$$ 

**Proof.** Using (29) and (33) we obtain

$$\|\nabla^2 \Phi(x^k) s^k + \nabla \Phi(x^k)\| = \|u^k + \nabla^2 \Phi(x^k) L_k u^k\|$$

$$= \|u^k - \nabla^2 \Phi(x^k)(I + V_k) u^k\|$$

$$= \|((I - \nabla^2 \Phi(x^k)(I + Z - \alpha \nabla^2 F(x^k)))u^k\|$$

$$= \|P^k u^k\|, \quad (35)$$
where

\[ \mathbb{P}^k = \mathbb{I} - \nabla^2 \Phi(x^k)(\mathbb{I} + Z - \alpha \nabla^2 F(x^k)) \]

\[ = \mathbb{I} - (\mathbb{I} + \alpha \nabla^2 F(x^k) - Z)(\mathbb{I} + Z - \alpha \nabla^2 F(x^k)) \]

\[ = Z^2 - \alpha (Z \nabla^2 F(x^k) + \nabla^2 F(x^k)Z) + (\alpha \nabla^2 F(x^k))^2 \]

Since \( \|\nabla^2 f_i(x_i)\| \leq L \), there follows \( \|\nabla^2 F(x^k)\| \leq L \) and the previous equality implies

\[ \|\mathbb{P}^k\| \leq \|Z^2 - \alpha (Z \nabla^2 F(x^k) + \nabla^2 F(x^k)Z)\| + \alpha^2 L^2 := \|U^k\| + \alpha^2 L^2. \]

(36)

Now,

\[ U^k_{ij} = \sum_{k=1}^{n} w_{ik} w_{kj} I - \alpha (w_{ij} \nabla^2 f_j(x^k_i) + w_{ij} \nabla^2 f_i(x^k_i)). \]

Furthermore, the assumption \( \alpha < \frac{w_{\min}}{2L} \) implies

\[ \sum_{k=1}^{n} w_{ik} w_{kj} \geq w_{ii} w_{ij} \geq w_{ij} w_{\min} \geq w_{ij} 2\alpha L \geq w_{ij} 2 \alpha \mu. \]

Moreover, \( \nabla^2 f_j(x^k_j) \succeq \mu I \) and

\[ \|U^k_{ij}\|_2 \leq \sum_{k=1}^{n} w_{ik} w_{kj} - 2 \alpha \mu w_{ij}. \]

Therefore,

\[ \|U^k\| \leq \max_{j=1, \ldots, n} \sum_{i=1}^{n} \left( \sum_{k=1}^{n} w_{ik} w_{kj} - 2 \alpha \mu w_{ij} \right) \]

\[ = \max_{j=1, \ldots, n} \sum_{k=1}^{n} w_{kj} \sum_{i=1}^{n} w_{ik} - 2 \alpha \mu \sum_{i=1}^{n} w_{ij} \]

\[ = 1 - 2 \alpha \mu. \]

So,

\[ \|\mathbb{P}^k\| \leq h(\alpha), \]

(37)

where \( h(\alpha) = 1 - 2 \alpha \mu + \alpha^2 L^2 \). This function is convex and nonnegative since \( \mu \leq L \) and therefore

\[ \min_{\alpha} h(\alpha) = h \left( \frac{\mu}{L^2} \right) = 1 - \frac{\mu^2}{L^2} > 0. \]

Moreover, \( h(0) = h \left( \frac{2\mu}{L^2} \right) = 1 \) and we conclude that for all \( \alpha \in (0, 2\mu/L^2) \) there holds \( h(\alpha) \in (0, 1) \). As

\[ u^k = \mathbb{G} A^{-1} \nabla \Phi(x^k), \]
we have
\[ \|u^k\| \leq \|G_A^{-1}\| \|\nabla \Phi(x^k)\|. \] (38)

Now,
\[
\|G_A^{-1}\| = \max_j (\theta(1 - w_{jj})(A_j^{k-1}) + \sum_{i \in O_j} w_{ij}(A_j^{k-1}))
\leq \max_j \frac{\theta(1 - w_{jj}) + 1 - w_{jj}}{\alpha \mu + (1 + \theta)(1 - w_{jj})}
= \frac{(1 + \theta)(1 - w_{\min})}{\alpha \mu + (1 + \theta)(1 - w_{\min})} < 1.
\]

Therefore,
\[ \|u^k\| < \|\nabla \Phi(x^k)\|. \] (39)

Putting together (35)-(39), for \( \theta \geq 0 \) and \( \alpha \) satisfying (34) we obtain
\[ \|\nabla \Phi(x^k) + \nabla^2 \Phi(x^k)s^k\| \leq h(\alpha)\|u^k\| < h(\alpha)\|\nabla \Phi(x^k)\|, \]
i.e. the statement holds with
\[ t = h(\alpha) = 1 - 2\alpha \mu + \alpha^2 L^2 \] (40)

Applying Theorem 3.5 once again, we get the local linear convergence as stated in the following corollary.

**Corollary 4.1.** Assume that the conditions of Theorem 4.1 hold. Then there exists \( \eta \) such that for every \( x^0 \) satisfying \( \|x^0 - x^*\| \leq \eta \) the sequence \( \{x^k\} \), generated by DQN -2 method with Steps 6.1-6.3 of Algorithm 2 and \( \varepsilon = 1 \), converges linearly to \( x^* \) and
\[ \|\nabla^2 \Phi(x^*) (x^{k+1} - x^*)\| \leq t\|\nabla^2 \Phi(x^*) (x^k - x^*)\|, \quad k = 0, 1, \ldots \] (41)
holds with \( t \) given by (40).

We remark that, for strongly convex quadratic \( f_i \)'s, the result analogous to Theorem 3.6 holds in the sense of global linear convergence, i.e., inequality (41) holds for all \( k \) and arbitrary initial point \( x^0 \).

### 4.2 Discussion on the tuning parameters

Let us now comment on the choice of tuning parameters – matrix \( W \) and scalars \( \alpha, \rho, \varepsilon \) and \( \theta \). We first consider the general DQN method in Algorithm 1, i.e., our comments apply to all DQN-\( \ell \) variants, \( \ell = 0, 1, \) and 2.

Matrix \( W \) only needs to satisfy that: 1) the underlying support network is connected and 2) all diagonal entries \( w_{ii} \) lie between \( w_{\min} \) and \( w_{\max} \), where \( 0 < w_{\min} \leq w_{\max} < 1 \). Regarding the latter condition, it is standard and rather mild; it is only required for (7) to hold, i.e., to ensure that solving (4)
gives an approximate solution to the desired problem (1). Regarding the second condition, it can be easily fulfilled through simple weight assignments, e.g., through the Metropolis weights choice; see, e.g., [32].

The scalar parameters of Algorithm DQN are $\theta, \alpha, \rho, w_{\min}, w_{\max}$ and the step size $\varepsilon$. Parameter $\theta$ can be arbitrary non-negative constant, and an optimal choice is in general problem-dependent; our numerical experience suggests that taking small values of $\theta$ is usually beneficial. Parameter $\alpha > 0$ can be taken arbitrarily, provided that $\varepsilon$ is set in accordance with the chosen $\alpha$, see Theorem 3.3. Recall also (7). Parameter $\rho \geq 0$ needs to be set in accordance with $\alpha$ and $\theta$, as well as with the weight choice parameters – $w_{\min}$ and $w_{\max}$, and the $f_i$’s parameters $\mu$ and $L$ as specified in (15). The step size $\varepsilon$ depends on the above discussed parameters. For global linear convergence, given $\delta, \alpha, \theta$, and $\rho$, parameter $\varepsilon$ needs to be set in accordance with $\mu, L$; and $w_{\min}, w_{\max}$. For local linear convergence and global linear convergence for strongly convex quadratic $f_i$’s, $\varepsilon$ can be taken to unity, provided that the safeguarding parameter $\rho$ is further decreased, see Corollaries 3.2 and 4.1. Finally, with the specific variant DQN-2, one can also set $\varepsilon$ to unity and $\rho$ to $+\infty$ (no safeguarding), provided that $\alpha$ is taken sufficiently small relative to a constant depending on $w_{\min}, \mu$, and $L$, see Theorem 4.1 and Corollary 4.1. These conditions guarantee local linear convergence for generic $f_i$’s and global linear convergence for quadratic $f_i$’s.

Notice that, when all the parameters $\alpha, \theta, \delta, \rho$ are set as explained above, and $\varepsilon$ is set to one (full step-size), global linear convergence in general can not be guaranteed, except for strongly convex quadratic $f_i$’s, but the chosen direction at each iteration $k$ is descent. For practical purposes and faster convergence, the full step-size $\varepsilon = 1$ is tested; our numerical experience on logistic losses suggests that methods DQN-0 and DQN-2 always converged with $\varepsilon = 1$, even without safeguarding on the matrix $L_k$, while DQN-1 always converged with $\varepsilon = 1$ when the safeguard was included.

Discussion on distributed implementation. The algorithm’s tuning parameters need to be set beforehand in a distributed way. Regarding weight matrix $W$, each node $i$ needs to store beforehand the weights $w_{ii}$ and $w_{ij}$, $j \in \mathcal{O}_i$, for all its neighbors. The weights can be set according to the Metropolis rule, e.g., [32], where each node $i$ needs to know only the degrees of its immediate neighbours. Such weight choice, as noted before, satisfies the imposed assumptions.

In order to set the scalar tuning parameters $\alpha, \theta, \varepsilon$, and $\rho$, each node $i$ needs to know beforehand global quantities $w_{\min}, w_{\max}, \mu$ and $L$. Each of these parameters represent either a maximum or a minimum of nodes’ local quantities. For example, $w_{\max}$ is the maximum of the $w_{ii}$’s over $i = 1, \ldots, n$, where node $i$ holds quantity $w_{ii}$. Hence, each node can obtain $w_{\max}$ by running a distributed algorithm for maximum computation beforehand; for example, nodes can utilize the algorithm in [29].
5 Simulations

This section shows numerical performance of the proposed methods on two examples, namely the strongly convex quadratic cost functions and the logistic loss functions.

Simulation setup. Two simulation scenarios with different types of nodes' cost functions $f_i$: 1) strongly convex quadratic costs and 2) logistic (convex) loss functions are considered. Very similar scenarios have been considered in [19, 20, 21]. With the quadratic costs scenario, $f_i : \mathbb{R}^p \to \mathbb{R}$ is given by

$$f_i(x) = \frac{1}{2}(x - a_i)^\top B_i (x - a_i),$$

where $B_i \in \mathbb{R}^{p \times p}$ is a positive definite (symmetric matrix), and $a_i \in \mathbb{R}^p$ is a vector. Matrices $B_i$, $i = 1, ..., n$ are generated mutually independently, and so are the vectors $a_i$'s; also, $B_i$'s are generated independently from the $a_i$'s. Each matrix $B_i$ is generated as follows. First, we generate a matrix $\hat{B}_i$ whose entries are drawn mutually independently from the standard normal distribution, and then we extract the eigenvector matrix $\hat{Q} \in \mathbb{R}^{p \times p}$ of matrix $\frac{1}{2}(\hat{B} + \hat{B}^\top)$. We finally set $B_i = \hat{Q}\text{Diag}(\hat{c}_i)\hat{Q}^\top$, where $\hat{c}_i \in \mathbb{R}^p$ has the entries generated mutually independently from the interval $[1, 101]$. Each vector $a_i \in \mathbb{R}^p$ has mutually independently generated entries from the interval $[1, 11]$. Note that $a_i$–the minimizer of $f_i$–is clearly known beforehand to node $i$, but the desired global minimizer of $f$ is not known by any node $i$.

The logistic loss scenario corresponds to distributed learning of a linear classifier; see, e.g., [1] for details. Each node $i$ possesses $J = 2$ data samples $\{a_{ij}, b_{ij}\}_{j=1}^J$. Here, $a_{ij} \in \mathbb{R}^3$ is a feature vector, and $b_{ij} \in \{-1, +1\}$ is its class label. We want to learn a vector $x = (x_1^\top, x_0)^\top$, $x_1 \in \mathbb{R}^{p-1}$, and $x_0 \in \mathbb{R}$, $p \geq 2$, such that the total logistic loss with $\ell_2$ regularization is minimized:

$$\sum_{i=1}^N \sum_{j=1}^J J_{\text{logis}}(b_{ij}(x_1^\top a + x_0)) + \tau \|x\|^2,$$

Here, $J_{\text{logis}}(\cdot)$ is the logistic loss

$$J_{\text{logis}}(z) = \log(1 + e^{-z}),$$

and $\tau$ is a positive regularization parameter. Note that, in this example, we have

$$f_i(x) = \sum_{j=1}^J J_{\text{logis}}(b_{ij}(x_1^\top a + x_0)) + \frac{\tau}{n} \|x\|^2,$$

$$f(x) = \sum_{i=1}^N f_i(x).$$

The $a_{ij}$'s are generated independently over $i$ and $j$, where each entry of $a_{ij}$ is drawn independently from the standard normal distribution. The “true” vector $x^* = ((x_1^*)^\top, x_0^*)^\top$ is obtained by drawing its entries independently from standard normal distribution. Then, the class labels are
The network instances are generated from the random geometric graph model: nodes are placed uniformly at random over a unit square, and the node pairs within distance \( r = \sqrt{\frac{\ln(n)}{n}} \) are connected with edges. All instances of networks used in the experiments are connected. The weight matrix \( W \) is set as follows. For a pair of nodes \( i \) and \( j \) connected with an edge, \( w_{ij} = \frac{1}{2 \max\{d_i, d_j\} + 1} \), where \( d_i \) is the degree of the node \( i \); for a pair of nodes not connected by an edge, we have \( w_{ij} = 0 \); and \( w_{ii} = 1 - \sum_{j \neq i} w_{ij} \), for all \( i \). For the case of regular graphs, considered in [19, 20, 21], this weight choice coincides with that in [19, 20, 21].

The proposed methods DQN are compared with the methods NN-0, NN-1, and NN-2 proposed in [19]. The methods NN-\( \ell \), with \( \ell \geq 3 \) are not numerically tested in [19] and require a large communication cost per iteration. Recall that the method proposed in this paper are denoted DQN-\( \ell \) with \( L_k = 0 \) as DQN-0; it has the same communication cost per iteration \( k \) as NN-0, where each node transmits one \((p\text{-dimensional})\) vector per iteration. Similarly, DQN-1 corresponds to NN-1, where two per-node vector communications are utilized, while DQN-2 corresponds to NN-2 \((3\text{ vector communications per node})\).

With both the proposed methods and the methods in [19], the step size \( \varepsilon = 1 \) is used. Step size \( \varepsilon = 1 \) has also been used in [19, 20, 21]. Note that both classes of methods – NN and DQN – guarantee global convergence with \( \varepsilon = 1 \) for quadratic costs, while neither of the two groups of methods have guaranteed global convergence with logistic losses. For the proposed methods, safeguarding is not used with quadratic costs. With logistic costs, the safeguarding is not used with DQN-0 and 2 but it is used with DQN-1, which diverges without the safeguard on the logistic costs. The safeguard parameter \( \rho \) defined in Theorem 3.2, with \( \delta = 0 \) is employed. Further, with all DQNs, \( \theta = 0 \) is used. With all the algorithms, each node’s solution estimate is initialized by a zero vector.

The following error metric

\[
\frac{1}{n} \sum_{i=1}^{n} \frac{\|x_i^k - x^*\|}{\|x^*\|}, \quad x^* \neq 0,
\]

is used and referred to as the relative error at iteration \( k \).

Figure 1 (left) plots the relative error versus the number of iterations \( k \) for a network with \( n = 30 \) nodes, and the quadratic costs with the variable dimension \( p = 4 \). First, we can see that the proposed DQN-\( \ell \) methods perform better than their corresponding counterparts NN-\( \ell \), \( \ell = 0, 1, 2 \). Also, note that the performance of DQN-1 and DQN-2 in terms of iterations match in this example. Figure 1 (right) plots the relative error versus total number of communications. We can see that, for this example, DQN-0 is the most efficient among all methods in terms of the communication cost. Further, interestingly, the performance of NN-0, NN-1, and NN-2 is practically the same in terms of communication cost on this example. The clustering of the performance of NN-0, NN-1, and
NN-2 (although not so pronounced as in our examples) emerges also in Simulations in [19, 20, 21]. In summary, method DQN-0 shows the best performance in terms of communication cost on this example, while DQN-1 and 2 are the best in terms of the number of iterations \( k \).

Figure 2 (left and right) repeats the plots for the network with \( n = 400 \) nodes, quadratic costs, and the variable dimension \( p = 3 \). One can see that again the proposed methods outperform their respective NN-\( \ell \) counterparts. In terms of communication cost, DQN-0 and DQN-1 perform practically the same and are the most efficient among all methods.

![Figure 1: Relative error versus number of iterations \( k \) (left) and versus number of communications (right) for quadratic costs and \( n = 30 \)-node network.](image)

Figure 3 plots the relative error versus number of iterations (left) and number of per-node communications (right) for the logistic losses with variable dimension \( p = 4 \) and the network with \( n = 30 \) nodes. One can see that again the proposed methods perform better than the NN-\( \ell \) counterparts. In terms of the communication cost, DQN-0 is the most efficient among all methods, while DQN-2 is fastest in terms of the number of iterations. Finally, Figure 4 repeats the plots for variable dimension \( p = 4 \) and the network with \( n = 200 \) nodes, and it shows similar conclusions: among all DQN and NN methods, DQN-0 is the most efficient in terms of communications, while DQN-2 is fastest in terms of the number of iterations.

6 Conclusions

The problem under consideration is defined by an aggregate cost function on a simple connected network. It is assumed that the cost functions are convex and differentiable while the network is characterized by a double stochastic matrix \( W \) that fulfills the standard assumptions. The proposed methods are designed
Figure 2: Relative error versus number of iterations $k$ (left) and versus number of communications (right) for quadratic costs and $n = 400$-node network.

Figure 3: Relative error versus number of iterations $k$ (left) and versus number of communications (right) for logistic costs and $n = 30$-node network.
for the penalty reformulation of the original problem and rely heavily on the sparsity structure of the Hessian. The general method is tailored as a Newton-like method, taking the block diagonal part of the Hessian as an approximate Hessian and then correcting this approximation by a diagonal matrix. Thus a particular method is specified by the diagonal matrix in the Hessian approximation. The key point in the proposed class of methods is to exploit the structure of the Hessian and to replace the dense part of the inverse Hessian by an inexpensive linear approximation, determined by the diagonal matrix. Depending on the choice of this diagonal matrix one can define different methods and three of these choices are analysed in the work presented here. An important characteristic of the whole class of DQN methods is global linear convergence with a proper choice of the step size. Furthermore, we have shown local linear convergence for the full step size using the convergence theory of Inexact Newton methods as well as global convergence with the full step size for the special case of strictly convex quadratic loss functions.

Three particular methods are analysed in detail, DQN-0, DQN-1 and DQN-2. They are defined by the three different choices of the diagonal matrix - the zero matrix, a constant matrix and the iteration-varying matrix that defines a search direction which mimics the Newton direction as much as possible under the imposed restrictions of distributional and inexpensive computation. For the last choice of time varying matrix we have shown local linear convergence for the full step size without the safeguard.

The cost in terms of computational effort and communication of these three methods correspond to the costs of the state-of-the-art Network Newton methods, NN-0, NN-1 and NN-2, which are used as the benchmark class in this paper. The simulation results on two relevant problems, the quadratic loss and the logistic loss, demonstrate the efficiency of the proposed methods and compare
favourably with the benchmark methods.
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