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Abstract We consider combinatorial optimization problems with uncertain objective functions. In the min-max-min robust optimization approach, a fixed number \( k \) of feasible solutions is computed such that the respective best of them is optimal in the worst case. The idea is to calculate a set of candidate solutions in a potentially expensive preprocessing and then select the best solution out of this set in real-time, once the actual scenario is known.

In this paper, we investigate the complexity of this min-max-min problem in the case of discrete uncertainty, as well as its connection to the classical min-max robust counterpart. Essentially, it turns out that the min-max-min problem is not harder to solve than the min-max problem, while producing much better solutions in general.
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1 Introduction

Uncertain data can occur in many real-world optimization problems. Typical examples of parameters which can be uncertain are the costs and demands in the vehicle routing problem, the returns of assets in financial applications, arrival times of jobs in scheduling problems and many more. In this paper we
study combinatorial problems of the form

\[ \min_{x \in X} c^\top x \quad (M) \]

where \( X \subseteq \{0, 1\}^n \) is the set of all feasible solutions and only the cost vector \( c \) is uncertain. Typical examples for the latter problem are the shortest-path problem, the spanning-tree problem or the matching problem with uncertain costs, which will be considered in the following, among others.

One approach to handle these uncertainties is robust optimization, which was first introduced by Soyster [15] in 1973 and has received increasing attention since the seminal works of Ben-Tal and Nemirovski [6], El Ghaoui et al. [10], and Kouvelis and Yu [13] in the late 1990s. In this approach, the uncertain objective function is replaced by a so-called uncertainty set \( U \), which contains all scenarios that are likely enough to be taken into account. Then the task is to find the best solution concerning the worst objective value over all scenarios. The robust optimization idea thus leads to the well known min-max problem

\[ \min_{x \in X} \max_{c \in U} c^\top x. \quad (M^2) \]

The latter problem is known to be too conservative for many practical applications, since considering all possible scenarios can lead to solutions which are far from optimal in many scenarios [8]. To tackle this problem, recently many new approaches have been developed in the robust optimization literature. One of these approaches is the so called adjustable robustness and was introduced by Ben-Tal et al. [5]. The authors propose a two-stage model where the set of variables is decomposed into here and now variables \( x \) and wait and see variables \( y \). The objective is to find a solution \( x \) such that for all possible scenarios there exists a \( y \) such that \((x, y)\) is feasible and minimizes the worst case. This problem is known to be hard theoretically and practically. Therefore Bertsimas and Caramanis [7] introduced the concept of \( k \)-adaptability to approximate the latter problem. The idea is to compute \( k \) second-stage policies here-and-now; the best of these policies is chosen once the scenario is revealed. This idea was later used by Hanasusanto et al. [12] to approximate two-stage robust binary programs. The authors showed that if the uncertainty only affects the objective function, it is sufficient to calculate \( n + 1 \) solution to reach the exact optimal value of the two-stage problem.

For the special case where no first stage exists, this idea was investigated in [9] in order to solve combinatorial problems with uncertainty in the objective function. The resulting optimization problem is

\[ \min_{x^{(1)}, \ldots, x^{(k)} \in X} \max_{c \in U} \min_{i=1, \ldots, k} c^\top x^{(i)}. \quad (M^3) \]

The authors prove that \((M^3)\) can be solved in polynomial time for \( k \geq n + 1 \) and for a convex uncertainty set \( U \) if the deterministic problem \((M)\) can be solved in polynomial time. This result however cannot be extended to the case of discrete uncertainty, i.e., to the case that \( U \) is finite: different from \((M^2),\)
the uncertainty set $U$ cannot be replaced by its convex hull in $\textbf{M}_3$ without changing the problem.

In this paper, we consider discrete uncertainty sets $U = \{c_1, \ldots, c_m\}$. It was shown in [13,3] that $\textbf{M}_2$ with discrete uncertainty is NP-hard for many combinatorial problems, even if the number $m$ of scenarios is fixed, and that it is even strongly NP-hard if the number of scenarios is part of the input. On the other hand, for most of these problems pseudo-polynomial algorithm were found [13,2] for the case of fixed $m$. By reducing the min-max problem $\textbf{M}_2$ to multicriteria optimization, it was further shown that many such problems admit an FPTAS [1].

In this paper, we investigate the complexity of $\textbf{M}_3$ and show that, in spite of the larger generality, essentially the same results hold: in Section 3, we prove that for several classical combinatorial optimization problems the min-max-min problem $\textbf{M}_3$ is NP-hard for fixed $m$ and strongly NP-hard otherwise for any fixed $k$. In Section 4, we propose a pseudopolynomial algorithm for the case of fixed $m$ which reduces $\textbf{M}_3$ to $\textbf{M}_2$. Finally, we consider approximation schemes for $\textbf{M}_3$ in Section 5.

2 Preliminaries

Let $U = \{c_1, \ldots, c_m\}$ be finite. First we show by a simple example that Problem $\textbf{M}_3$ can yield a strictly better optimal value than Problem $\textbf{M}_2$ even for $k = 2$. In fact, the improvement can be arbitrarily large.

Example 1 Consider the graph $G = (V, E)$ with $V = \{s, t\}$ and $E = \{e_1, e_2, e_3\}$ where $e_i = (s, t)$ for each $i$:

$$
\begin{array}{c}
\text{e}_1 \\
\text{e}_2 \\
\text{e}_3 \\
\end{array}
\begin{array}{c}
s \\
t
\end{array}
$$

Define the following scenarios $U = \{c_1, c_2, c_3\}$, where the $j$-th component of $c_i$ is the cost of edge $e_j$ in scenario $i$,

$$
c_1 = \begin{pmatrix}
1 \\
m \\
m+1
\end{pmatrix}, \quad
c_2 = \begin{pmatrix}
m+1 \\
m \\
1
\end{pmatrix}, \quad
c_3 = \begin{pmatrix}
1 \\
1 \\
1
\end{pmatrix}
$$

where $m$ is any positive integer. The optimal solution of Problem $\textbf{M}_2$ is $e_2$ with objective value $m$. Problem $\textbf{M}_3$ with $k = 2$ yields the optimal solution $\{e_1, e_3\}$ and an optimal value of $1$. $\Box$

Note that in the case of discrete uncertainty, the set $U$ is not convex (unless it contains a single scenario), so that the results of [9] are not applicable. In
fact, different from the situation for Problem \((\text{M}^2)\), replacing \(U\) by its convex hull does not yield an equivalent problem in general, as the following example shows.

**Example 2** Consider again Example \([1]\) where the optimal value of the min-max-min problem \((\text{M}^3)\) for \(k = 2\) was 1. If we replace \(U\) by its convex hull and consider the scenario

\[
\frac{1}{2}(c_1 + c_2) = \left( \frac{1}{2}m + 1 \right) \in \text{conv} (U),
\]

then we derive

\[
\max_{c \in \text{conv}(U)} \min\{c^\top x^{(1)}, c^\top x^{(2)}\} \geq \frac{1}{2}m + 1
\]

for all \(x^{(1)}, x^{(2)} \in X\). \(\square\)

### 3 Complexity

We now investigate the complexity of Problem \((\text{M}^3)\) for finite \(U = \{c_1, \ldots, c_m\}\). First note that the case \(k \geq m\) is trivial in this situation: an optimal solution for \((\text{M}^3)\) is then obtained by computing an optimal solution for each scenario \(c_i\) separately. The problem thus reduces to solving \(m\) certain linear optimization problems over \(X\).

For \(k < m\), this approach is not feasible. In fact, in this section we show that Problem \((\text{M}^3)\) becomes NP-hard for \(k < m\) in the discrete scenario case for the shortest path problem, the spanning tree problem and the matching problem. To this end, we will polynomially reduce the min-max problem \((\text{M}^2)\) to the min-max-min problem \((\text{M}^3)\) for the latter problems.

**Theorem 1** For the shortest path problem on a graph \(G\) and for a discrete uncertainty set \(U = \{c_1, \ldots, c_m\}\), we can polynomially reduce Problem \((\text{M}^2)\) to Problem \((\text{M}^3)\) with at least \(m + k - 1\) scenarios, for any fixed \(k < m\).

**Proof** For any given instance of the min-max shortest path problem, i.e., a graph \(G = (V,E)\) and an uncertainty set \(U = \{c_1, \ldots, c_m\}\) with \(c_i \geq 0\) for all \(i\), we define the graph \(G^{\text{pp}}_k\) as follows: Add \(k - 1\) nodes \(v_1, \ldots, v_{k-1}\) to \(G\) and add edges \(f_{0i} = (s, v_i)\) and \(f_{1i} = (v_i, t)\) for all \(i \in \{1, \ldots, k-1\}\); see Figure \([2]\). The idea of the proof is to define scenarios on \(G^{\text{pp}}_k\) that force the min-max-min problem to choose each new path as one solution. The remaining \(k\)-th solution then must be the optimal min-max solution in \(G\). To this end, we define scenarios \(\bar{c}_1, \ldots, \bar{c}_m\) on \(G^{\text{pp}}_k\) by extending every scenario \(c_i \in U\) by \(M\) on the edges \(f_{11}, \ldots, f_{1k-1}\), where \(M\) is a sufficiently large number that can be chosen as

\[
M := \sum_{i=1}^{m} \sum_{j=1}^{|E|} (c_i)_j + 1.
\]
Then we add scenarios \( d_1, \ldots, d_{k-1} \) such that in scenario \( d_i \) all edges in \( G \) and all edges \( f_1, \ldots, f_{k-1} \) have costs \( M \), except for edge \( f_1 \) which has cost zero. The edges \( f_0, \ldots, f_{k-1} \) have zero costs in all scenarios. Note that we only added the \( k-1 \) new nodes and therefore the edges \( f_0, \ldots, f_{k-1} \) to avoid multigraphs.

Now if we choose a solution \( \{x^{(1)}, \ldots, x^{(k)}\} \) of the min-max-min shortest-path problem on \( G^{sp}_k \) where \( x^{(1)}, \ldots, x^{(k-1)} \) are the added paths \( \{f_0, f_1\} \) and \( x^{(k)} \) is any feasible solution in \( G \) then the objective value

\[
\max_{c \in \{\tilde{c}_1, \ldots, \tilde{c}_m, d_1, \ldots, d_{k-1}\}} \min_{i=1, \ldots, k} c^\top x^{(i)}
\]

must be strictly lower than \( M \) since on \( \tilde{c}_i \) the minimum is attained by \( x^{(k)} \) and on \( d_i \) the minimum is attained by \( x^{(i)} \) and all values are strictly lower than \( M \) by definition of \( M \). So we know that every optimal solution of the min-max-min problem on the graph \( G^{sp}_k \) must contain the paths \( \{f_0, f_1\} \) since otherwise, if for any \( k \) the path is not contained, then in scenario \( d_{k} \) the minimum \( \min_{i=1, \ldots, k} c^\top x^{(i)} \) is greater than \( M \) and therefore

\[
\max_{c \in \{\tilde{c}_1, \ldots, \tilde{c}_m, d_1, \ldots, d_{k-1}\}} \min_{i=1, \ldots, k} c^\top x^{(i)} \geq M
\]

which cannot be optimal. On the other hand, by the same reasoning applied to the scenarios \( \tilde{c}_i \), in every optimal solution there must be contained a solution which only uses edges in \( G \). So let \( \{x^{(1)}, \ldots, x^{(k)}\} \) be an optimal solution where w.l.o.g. \( x^{(k)} \) is the path in \( G \) and \( x^{(i)} \) is the path \( \{f_0, f_1\} \) for \( i = 1, \ldots, k-1 \). Then we have

\[
\max_{c \in \{d_1, \ldots, d_{k-1}\}} \min_{i=1, \ldots, k} c^\top x^{(i)} = 0
\]

by definition of the scenarios \( \{d_1, \ldots, d_{k-1}\} \). On the other hand

\[
\max_{c \in \{\tilde{c}_1, \ldots, \tilde{c}_m\}} \min_{i=1, \ldots, k} c^\top x^{(i)} = \max_{c \in \{\tilde{c}_1, \ldots, \tilde{c}_m\}} c^\top x^{(k)} > 0
\]
and therefore
\[
\min_{x(1),\ldots,x(k)} \max_{c \in \{c_1,\ldots,c_m\}} \min_{i=1,\ldots,k} c^\top x^{(i)} = \min_{x} \max_{c \in \{c_1,\ldots,c_m\}} c^\top x.
\]

So the min-max optimal solution must be contained in \(\{x^{(1)},\ldots,x^{(k)}\}\).

**Theorem 2** The assertion of Theorem 1 also holds for the minimum spanning tree problem on graphs with at least \(k\) nodes.

**Proof** The proof is similar to the proof of Theorem 1. Let a graph \(G = (V,E)\) with \(|V| \geq k\) and an uncertainty set \(U = \{c_1,\ldots,c_m\}\) be given. We then define the graph \(G^e_k\) as follows: Add one node \(w\) to \(G\) and add edges \(f_i = \{v_i,w\}\) for all \(i \in \{0,\ldots,k-1\}\), where the \(v_i\) are arbitrary pairwise different nodes in \(G\); see Figure 2.
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The graph \(G^e_k\).

Again the idea of the proof is to define scenarios on \(G^e_k\) that force the min-max-min problem to choose exactly one new edge for each solution contained in the optimal solution. To this end, we define scenarios \(\bar{c}_1,\ldots,\bar{c}_m\) on \(G^e_k\) by extending every scenario \(c_i \in U\) by zero on \(f_0\) and by \(M\) on the edges \(f_1,\ldots,f_{k-1}\), where \(M\) can be chosen as
\[
M := \sum_{i=1}^m |E| \sum_{j=1} |(c_i)_j| + 1.
\]

Then we add scenarios \(d_1,\ldots,d_{k-1}\) such that in scenario \(d_i\) all edges in \(G\) have costs \(M\) and all edges \(f_0,\ldots,f_{k-1}\) have costs \((|V|+1)M\), except for edge \(f_i\) which has costs \(-|V|M\). Now by the same reasoning as in the proof of Theorem 1, every optimal solution of min-max-min on \(G^e_k\) consists of solutions \(x^{(0)},\ldots,x^{(k-1)}\) where \(x^{(i)}\) uses only edge \(f_i\) of the new edges. Then the projection of \(x^{(0)}\) on \(G\) is the optimal min-max solution.

**Theorem 3** The assertion of Theorem 1 also holds for the matching problem.
Proof The proof is similar to the proof of Theorem 1. For a given instance of the min-max assignment problem, i.e., a bipartite graph \( G = (V, W, E) \) and an uncertainty set \( U = \{c_1, \ldots, c_m\} \), we define the graph \( G_k^{as} \) as follows: Add nodes \( v_1, \ldots, v_{k-1} \) and \( w_1, \ldots, w_{k-1} \) to \( G \). Moreover, add edges \( f_{v_i w_i} = \{v_i, w_i\} \) for all \( v_i \) and all \( w \in W \cup \{w_1, \ldots, w_{k-1}\} \), as well as edges \( f_{vw_i} = \{v, w_i\} \) for each \( w_i \) and all \( v \in V \); see Figure 3.
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Again the idea of the proof is to define scenarios on \( G_k^{as} \) that force the min-max-min problem to choose exactly one of the edges \( f_{v_i w_i} \) for each solution contained in the optimal solution. To this end, we define scenarios \( \bar{c}_1, \ldots, \bar{c}_m \) on \( G_k^{as} \) by extending every scenario \( c_i \in U \) by zero on \( f_{v_i w_i} \) for \( i = 1, \ldots, k-1 \) and by \( 2M \) on all other new edges, where \( M \) can be chosen as

\[
M := \sum_{i=1}^{m} |E| \sum_{j=1}^{\|c_i\|} + 1.
\]

Then we add scenarios \( d_1, \ldots, d_{k-1} \) such that in scenario \( d_i \) edge \( f_{v_i w_i} \) has cost \(-2M\) while the edges \( f_{v_j w_i} \) and \( f_{w_i v} \), for all \( w \neq w_i \) and \( v \neq v_i \) and all edges \( f_{v_j w_j} \) with \( j \neq i \) have costs \( 3M \). All remaining edges have costs \( \frac{M}{m-k+1} \). Now by the same reasoning as in the proof of Theorem 1, every optimal solution of min-max-min on \( G_k^{as} \) consists of \( x^{(1)}, \ldots, x^{(k)} \) where for each \( i = 1, \ldots, k-1 \) solution \( x^{(i)} \) uses edge \( f_{v_i w_i} \) and none of the edges \( f_{v_j w_j} \) with \( j \neq i \). Moreover \( x^{(k)} \) uses all edges \( f_{v_i w_i} \) for \( i = 1, \ldots, k-1 \) and coincides with an optimal solution of the min-max problem on \( G \). \( \square \)

**Corollary 1.** For any fixed \( k \in \mathbb{N} \) and fixed \( m > k \), Problem \( \text{(M3)} \) is NP-hard for the shortest path problem, the minimum spanning tree problem and the matching problem for uncertainty sets \( U \) with \( |U| = m \).

**Proof** The min-max variants of these problems are NP-hard for \( m \geq 2 \) by [13]. From Theorems 1, 2, and 3 we derive that the min-max-min variants of the same problems are NP-hard if the number of scenarios is at least \( k+1 \). \( \square \)
Corollary 2 For any fixed $k \in \mathbb{N}$, Problem $[M^3]$ for finite $U$ is strongly NP-hard for the shortest path problem and the minimum spanning tree problem.

Proof The min-max variants of both problems are strongly NP-hard by [13] and the constructions in Theorems 1 and 2 are polynomial in $|U|$. $\square$

4 Pseudopolynomial Algorithms

In [13], pseudo-polynomial algorithms are given for many combinatorial min-max problems with a bounded number of scenarios. In the following, we will show how to polynomially reduce Problem $[M^3]$ to Problem $[M^2]$ for discrete uncertainty and a bounded number of scenarios. This implies that Problem $[M^3]$ is in fact only weakly NP-hard for many combinatorial problems.

At the same time, the reduction shows that we can solve Problem $[M^3]$ in polynomial time if we can solve Problem $[M^2]$ in polynomial time, which is the case, e.g., for the minimum cut problem.

Algorithm 1 Reduction from Problem $[M^3]$ to Problem $[M^2]$ for $k < m$

Input: $U = \{c_1, \ldots, c_m\}$, $X \subseteq \{0,1\}^n$, $k < m$
Output: optimal solution $\{x^{(1)}, \ldots, x^{(k)}\}$ of Problem $[M^3]$

1: $v := \infty$
2: for all $k$-partitions $U_1, \ldots, U_k$ of $U$ do
3:  if $\max \{ \min_{x \in X} \max_{c \in U_i} c^\top x, \ldots, \min_{x \in X} \max_{c \in U_k} c^\top x \} < v$ then
4:     $v = \max \{ \min_{x \in X} \max_{c \in U_i} c^\top x, \ldots, \min_{x \in X} \max_{c \in U_k} c^\top x \}$
5:     $x^{(i)} = \arg \min_{x \in X} \max_{c \in U_i} c^\top x \quad \forall i = 1, \ldots, k$
6: end if
7: end for
8: return $\{x^{(1)}, \ldots, x^{(k)}\}$

Theorem 4 Algorithm 1 calculates an optimal solution for Problem $[M^3]$.

Proof Let $\bar{x}^{(1)}, \ldots, \bar{x}^{(k)} \subseteq X$ be an optimal solution of Problem $[M^3]$. Choose a partition $\bar{U}_1, \ldots, \bar{U}_k$ of $U$ such that

$$\bar{U}_i \subseteq \{ c \in U \mid c^\top \bar{x}^{(i)} \leq c^\top \bar{x}^{(j)} \forall j \in \{1, \ldots, k\} \} \quad \forall i = 1, \ldots, k ;$$

thus $\bar{U}_i$ is the set of scenarios covered by the solution $\bar{x}^{(i)}$. Then

$$\min_{x \in X} \max_{c \in U_i} c^\top x \leq \min_{j=1,\ldots,k} \max_{c \in \bar{U}_i} c^\top \bar{x}^{(j)} \leq \max_{c \in \bar{U}_i} c^\top \bar{x}^{(i)} = \max_{c \in \bar{U}_i} \min \{ c^\top \bar{x}^{(1)}, \ldots, c^\top \bar{x}^{(k)} \}$$

and hence

$$\max \left\{ \min_{x \in X} \max_{c \in \bar{U}_1} c^\top x, \ldots, \min_{x \in X} \max_{c \in \bar{U}_k} c^\top x \right\} \leq \max_{c \in U} \min \{ c^\top \bar{x}^{(1)}, \ldots, c^\top \bar{x}^{(k)} \} ,$$
which shows the result.

**Corollary 3** There exist pseudo-polynomial algorithms for Problem (M) with fixed number of scenarios for the shortest path problem, the spanning tree problem, the perfect matching problem in planar graphs, and the knapsack problem.

*Proof* Algorithm (1) needs to solve an instance of Problem (M) a polynomial number of times if the number of scenarios is fixed. Thus using the pseudo-polynomial algorithms devised in [13] and [2] together with Algorithm (1) proves the result.

**Corollary 4** There exists a polynomial time algorithm for Problem (M) with fixed number of scenarios for the minimum cut problem.

*Proof* It was shown in [3] that the min-max version of the minimum cut problem can be solved in polynomial time for a fixed number of scenarios.

## 5 Approximation Complexity

In this section, we show that Problem (M) admits an FPTAS for many combinatorial optimization problems if the number of scenarios is fixed. For this, we prove that any min-max-min instance with uncertainty set $U = \{c_1, \ldots, c_m\}$ and feasible set $X$ can be approximated using any approximation algorithm of the related multi-objective problem

$$\min_{x \in X} \begin{pmatrix} c_1^\top x \\ \vdots \\ c_m^\top x \end{pmatrix}. \quad (1)$$

It was shown in [14] and [11] that Problem (1) admits an FPTAS for the shortest path problem, the minimum spanning tree problem, and the knapsack problem, provided that the number $m$ of criteria is fixed. More precisely, this means that for any $\varepsilon > 0$ there exists a polynomial time algorithm which calculates a set $F \subseteq X$ of polynomial size such that for every efficient solution $x$, the set $F$ contains a feasible solution $y$ such that $c_i^\top y \leq (1 + \varepsilon)c_i^\top x$ for each scenario $c_i \in U$.

The following proof is based on the idea of the corresponding result for the min-max problem presented in [?].

**Theorem 5** Given any function $f : \mathbb{N} \to [1, \infty)$, if Problem (1) admits a polynomial-time $f(n)$-approximation algorithm, then also Problem (M) for fixed $k$ admits a polynomial-time $f(n)$-approximation algorithm.

*Proof* Let $F \subseteq X$ be an $f(n)$-approximation of the set of efficient solutions, i.e., for any feasible solution $x \in X$ there exists a feasible solution $y \in F$ such that $c_i^\top y \leq f(n)c_i^\top x$ for all $i = 1, \ldots, m$. Note that at least one optimal solution $\{x^{(1)}, \ldots, x^{(k)}\}$ of Problem (M) consists of only efficient solutions of
Problem (1), as each non-efficient solution can be replaced by a dominating solution without increasing the objective function value of \( (M^3) \). So let \( \{x^{(1)}, \ldots, x^{(k)}\} \) be an optimal solution where each \( x^{(i)} \) is efficient. Thus for every \( x^{(i)} \) there exists \( y^{(i)} \in F \) with \( c^\top y^{(i)} \leq f(n)c^\top x^{(i)} \) for all \( c \in U \). Therefore
\[
\min_{i=1,\ldots,k} c^\top y^{(i)} \leq f(n) \min_{i=1,\ldots,k} c^\top x^{(i)}
\]
for all \( c \in U \). The desired algorithm for Problem \( (M^3) \) first computes \( F \) and then chooses a solution \( \{z^{(1)}, \ldots, z^{(k)}\} \subseteq F \) which minimizes the objective function of Problem \( (M^3) \). This can be done in polynomial time by the polynomial size of \( F \) and since \( k \) is fixed. In summary, we have
\[
\max_{c \in U} \min_{i=1,\ldots,k} c^\top z^{(i)} \leq \max_{c \in U} \min_{i=1,\ldots,k} c^\top y^{(i)} \leq f(n) \max_{c \in U} \min_{i=1,\ldots,k} c^\top x^{(i)}
\]
which proves the result. \( \square \)

**Corollary 5** Problem \( (M^3) \) admits an FPTAS for the shortest path problem, the minimum spanning tree problem, and the knapsack problem if the number of scenarios is fixed.

**Proof** It was shown in [14] and [11] that Problem \( (1) \) for the shortest path problem, the minimum spanning tree problem, and the knapsack problem admits an FPTAS, if the number of objective criteria is fixed. The result thus follows from Theorem 5. \( \square \)
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