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Abstract

Local graph clustering methods aim to identify well-connected clusters around a given “seed set” of reference nodes. The main focus of prior theoretical work has been on worst-case running time properties or on implicit statistical regularization; and the focus of prior empirical work has been to identify structure in large social and information networks. Here, we adopt an optimization perspective on local graph clustering methods. In particular, we clarify the relationship between the local spectral algorithm of [3] and a variant of a well-studied optimization objective. This insight permits us to develop a local spectral graph clustering algorithm that has improved theoretical convergence properties. We also demonstrate the numerical performance of this optimization-based algorithm and some heuristic variants of it.
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1 Local Graph Clustering

Modern graph clustering applications require the analysis of large graphs [14, 17] and in many cases the large size of recent graph data has rendered classical approaches [5, 12, 13, 16, 23] computationally too expensive. The reason is that the running time typically increases with the size of the input graph. This problem sparked the development of methods [1, 2, 3, 8, 9, 15, 21, 25] that are local, in that their running time depends on the size of the output or on the size of an input seed set of reference nodes (and not the size of the full graph). Local graph clustering methods have been mainly motivated by the need for faster algorithms on large-scale graphs. A second motivation is that many real-world graphs tend to have “good” local and small/medium size clusters, as opposed to “good” large ones [14, 17].

The goal of this paper is to interpret one such algorithm, i.e., that of [3], from an optimization perspective, thereby enabling us more easily to use ideas from optimization in a more black box manner. This new interpretation will give insight on the performance of existing methods and will allow the development of new methods.

Before we proceed to describe our main contributions, let us state here what we mean by local versus global algorithms. By global algorithms, we refer to algorithms with running time that depends on the number of nodes and/or the number of edges of the given graph. By local (or strongly-local) algorithms, we refer to
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algorithms with running time that depends on the number of nodes and/or edges in the input seed set or output cluster. Finally, there exists a class of locally-biased algorithms, e.g., that of \[18\], where the running time depends on the whole graph, but where the solution is locally-biased toward some input seed set of reference nodes. In this paper, we are interested in algorithms that satisfy the first two definitions, but doing so will require us to understand precisely the relationship between strongly-local and locally-biased algorithms from an optimization perspective.

2 Summary of Main Contributions

Our main results from the optimization perspective are based on the fact that we can relate the Approximate Page-Rank (APR) algorithm in \[3\] to a coordinate descent algorithm for a quadratic objective function.

- **Termination condition**: Based on \[11\], we make explicit why the optimality conditions of an \(\ell_1\)-regularized Page-Rank (PR) problem imply the special termination criterion of APR, and thus provide same Cheeger-like guarantees as the ones presented in \[3\].

- **Fixing the output solution**: In comparison to APR, which combines both properties of local/sparse solutions and local algorithms, the proposed \(\ell_1\)-reg. PR problem decouples the locality/sparsity of the solution from properties of the algorithm, i.e., which nodes are used at every iteration. If there exists a local solution, then any algorithm that solves the proposed \(\ell_1\)-reg. PR problem will obtain the same local solution (while perhaps running in time that depends on the size of the entire graph).

- **Optimization algorithms**: We present an algorithm based on iterative soft-thresholding algorithm (ISTA) \[7\] that solves the \(\ell_1\)-reg. PR problem, while maintaining a running time of order of the number of nodes/non-zeros in the optimal solution (i.e., independent of the size of the graph). We also present a block-coordinate descent algorithm that is more flexible to heuristic modifications and thus can be made fast in practice.

- **Linear convergence rate**: Let \(\rho > 0\) be the accuracy parameter in \[3\]. We show that ISTA has linear convergence rate, i.e., the iteration complexity is \(O(\log(1/\rho))\), while achieving running time that depends on the size of the output set of nodes. On the contrary, APR is currently known to have sub-linear convergence rate, i.e., iteration complexity \(O(1/\rho)\).

- **Implementations**: We implement carefully in C++ the proposed algorithms such that they have strongly local running time. We illustrate numerical experiments on several large-scale graphs, which demonstrate the above claims and show that the proposed algorithms are competitive with APR in \[3\].

3 Preliminaries and Notation

We will denote the \(i\)’th coordinate of a vector \(p\) with \(p(i)\). The vector \(e\) denotes the vector of all ones and the vector \(e_i\) denotes a vector which has one at the \(i\)’th component and zero elsewhere. We overload the square root operator for vectors \(q\), i.e., \(q^{1/2} := [q_1^{1/2}, \ldots, q_n^{1/2}]\).

We assume that we are given an unweighted and undirected graph \(G\) with no self-loops. We denote with \(V\) the set of nodes of graph \(G\). The number of nodes and edges of \(G\) are denoted by \(n\) and \(m\), respectively. We define \([n] := \{1, 2, \ldots, n\}\). We denote by \(j \sim i\) that \(j\) is a neighbor of \(i\). For a set of nodes \(S\), let \(j \sim S\) denote a node \(j\) that is a neighbor of at least one node in \(S\). Let \(A\) be the adjacency matrix of \(G\), \(D\) the diagonal degree matrix of \(G\), \(Q := D^{-1/2}\{D - \frac{1}{2}\sigma^2(D + A)\}D^{-1/2}\) and \(f(q) := \frac{1}{2}q^T Q q - \alpha s^T D^{-1/2} q\). Let \(S \subseteq [n]\) and \(I_S \in \mathbb{R}^{n \times |S|}\) be a selection of columns of the identity matrix with indices in \(S\). Further, we define \(\nabla_S f(q) := I_S^T \nabla f(q)\), \(d_S := \text{diag}(I_S D I_S)\) and \(Q_S := I_S^T Q I_S\), where \(\text{diag}\) extracts the diagonal of the input matrix and returns it as a vector. Let \(\text{vol}(S) := \sum_{i \in S} d_i\) be the volume of \(S \subseteq V\) and \(\text{supp}(q) := \{i \in [n] | q_i \neq 0\}\). The function \(\nabla f\) is block 1-Lipschitz continuous and the function \(f\) is \(\alpha\)-strongly-convex, both w.r.t. \(\ell_2\) norm.

Let us define \(\|q\|_{\infty,j} = \{j\text{th largest }|q(j)|\}\) and

\[
\|x\|_{(\tau)} = \left(\sum_{j=1}^\tau \|x\|_{\infty,j}^2\right)^{1/2},
\]

where \(\tau\) is a positive integer. Notice that \(\|\cdot\|_{(1)} = \|\cdot\|_{\infty}\) and \(\|\cdot\|_{(n)} = \|\cdot\|_2\). It is shown in Section 2 in \[4\] that this is a norm and in Proposition 3.1 in \[4\] that the dual norm \(\|x\|_{(\tau),*}\) of \(\|x\|_{(\tau)}\) satisfies \(\|x\|_{(\tau),*} \leq \frac{\tau}{\alpha} \|x\|_{(\tau)}\).
\[ \sqrt{2} \max \{ \|x\|_2, (1/\sqrt{7}) \|x\|_1 \} \]. Moreover, using the definition of \( \|x\|_{(\tau),*} \) in Proposition 2.1 in [4], we have that \( \| \cdot \|_{(1),*} = \| \cdot \|_1 \) and \( \| \cdot \|_{(n),*} = \| \cdot \|_2 \). Let \( S \) be a set of nodes and \( \tau \leq |S| \), we define
\[ \mu^S_\tau := \min_{u \in \mathbb{R}^{|S|}} \|u\|_{(\tau),*} = 1 \langle u, Q u \rangle. \]

It is easy to see that \( \mu^S_\tau \geq (1/2) \min(\mu^{|S|}_1, \tau \mu^S_1) \). Note that \( \mu^S_\tau \geq \alpha \), where \( \alpha \) is a lower bound on the smallest eigenvalue of matrix \( Q \). From Theorem 2.1.9 in [19] we have that the function \( f \) is \( \mu^{|n|}_\tau \)-strongly-convex w.r.t. the \( \|x\|_{(\tau),*} \) norm.

### 4 Approximate Page-Rank in a Nutshell

APR solves approximately the Page-Rank linear system
\[ p = \alpha s + (1 - \alpha) W p, \] (1)

where \( p \) is the unknown vector and \( W = (I + AD^{-1})/2 \) is a lazy random walk matrix. Let us define the residual as \( r := (I - (1 - \alpha) W)p - \alpha s \). A coordinate solver applied to (1) updates the current approximate solution according to \( p_{k+1} = p_k - r_k(i) e_i \). Then the residual is updated as
\[ r_{k+1} = r_k - r_k(i) e_i + \frac{1 - \alpha}{2} (I + AD^{-1}) r_k(i) e_i. \]

Using the above and the definitions of \( D \) and \( A \) we obtain the new residual \( r_{k+1} \) in Steps 5, 6 and 7 of Algorithm [1]. By defining \( \tilde{r}_k := -(1/\alpha) r_k \) and replacing \( r_k \) with \( \tilde{r}_k \) in Algorithm [1] we obtain APR in the same form as

**Algorithm 1** Coordinate solver for (1)

1. **Initialize**: \( \rho > 0, p_0 = 0 \), thus \( r_0 = -\alpha s \)
2. **while** \( \|D^{-1}r_k\|_\infty > \rho \alpha \) **do**
3. **Choose** an \( i \) such that \( r_k(i) < -\alpha d_i \rho \)
4. \( p_{k+1}(i) = p_k(i) - r_k(i) \)
5. \( r_{k+1}(i) = \frac{1 - \alpha}{2} r_k(i) \)
6. **For each** \( j \) such that \( j \sim i \) **set**
   \[ r_{k+1}(j) = r_k(j) + \frac{1 - \alpha}{2d_i} r_k(i) \]
7. **For each** \( j \) such that \( j \sim i \) **set** \( r_{k+1}(j) = r_k(j) \)
8. \( k = k + 1 \)
9. **end while**
10. **return** \( p_k \)

described in [3].

To show that Algorithm [1] is equivalent to a coordinate descent algorithm we need to define an optimization problem. It is easy to show that Algorithm [1] solves the optimization problem "minimize" \( f(q) \), where \( f \) is defined in Section 3. To see this, note that the residual in Algorithm [1] can be written in terms of the scaled gradient of the function \( f \). In particular, the gradient of the previous objective function is \( \nabla f(q) = D^{-1/2} \left( (D - \frac{1 - \alpha}{2} (D + A)) D^{-1/2} q - \alpha D^{-1/2} s \right) \) and thus \( D^{1/2} \nabla f(q) = r \), where \( q := D^{-1/2} p \). Using \( D^{1/2} \nabla f(q) = r \) we can rewrite Algorithm [1] as a coordinate descent method in Algorithm 2 for minimizing the function \( f \).

### 5 \( \ell_1 \)-Regularized Page-Rank

Algorithm 2 terminates when
\[ \|D^{-1/2} \nabla f(q_k)\|_\infty \leq \rho \alpha \]. (2)

In the following lemma it is shown that Algorithm 2 satisfies \( \nabla f(q_k) \leq 0 \) \( \forall k \).
Algorithm 2 Coordinate descent solver

1: Initialize: $\rho > 0$, $q_0 = 0$, thus $\nabla f(q_0) = -\alpha D^{-1/2} s$
2: while $\|D^{-1/2}\nabla f(q_k)\|_\infty > \rho \alpha$ do
3: Choose an $i$ such that $\nabla_i f(q_k) < -\alpha \rho d_i^{1/2}$
4: $q_{k+1}(i) = q_k(i) - \nabla_i f(q_k)$
5: $\nabla_i f(q_{k+1}) = \frac{1-\alpha}{2} \nabla_i f(q_k)$
6: For each $j$ such that $j \sim i$ set
$$\nabla_j f(q_{k+1}) = \nabla_j f(q_k) + \frac{(1-\alpha)}{2d_i^{1/2}d_j^{1/2}} \nabla_i f(q_k)$$
7: For each $j$ that $j \sim i$ set $\nabla_j f(q_{k+1}) = \nabla_j f(q_k)$
8: $k = k + 1$
9: end while
10: return $p_k := D^{1/2} q_k$

Lemma 1. If Algorithm 2 is initialized with $q_0 = 0$ and $s \geq 0$, then $q_{k+1} \geq q_k$ and $\nabla f(q_k) \leq 0 \forall k$.

Using Lemma 1 since the gradient components at every iteration are all non-positive we have that the termination criterion of Algorithm 2 is equivalent to
$$\nabla_i f(q_k) \geq -\rho \alpha d_i^{1/2} \forall i. \quad (3)$$

The termination criterion (3) of Algorithm 2 is related to the first-order optimality conditions of the following $\ell_1$-regularized problem
$$\min \psi(q) := \rho \alpha \|D^{1/2} q\|_1 + f(q). \quad (4)$$

Let us denote the optimal solution of problem (4) with $q_*$. The first-order optimality conditions of (4) are
$$\nabla_i f(q_*) = \begin{cases} -\rho \alpha d_i^{1/2} & \text{if } q_*(i) > 0 \\ \rho \alpha d_i^{1/2} & \text{if } q_*(i) < 0 \\ \in \rho \alpha d_i^{1/2}[-1,1] & \text{if } q_*(i) = 0. \end{cases}$$

In Theorem 1 we will prove that the solution of problem (4) satisfies $q_* \geq 0$. Therefore, the optimality conditions of problem (4) are equivalent to
$$\nabla_i f(q_*) = \begin{cases} -\rho \alpha d_i^{1/2} & \text{if } q_*(i) > 0 \\ \in \rho \alpha d_i^{1/2}[-1,0] & \text{if } q_*(i) = 0. \end{cases} \quad (5)$$

Notice that the optimality conditions (5) imply the termination criterion (3) of Algorithm 2 but the converse is not necessarily true. This is because the termination criterion of Algorithm 2 does not distinguish between positive and zero components of $q_*$.

It is worth mentioning that the above results are motivated by Theorem 3 in [11]. However, we make clear the connection of the termination criterion of Algorithm 2 and the first-order optimality conditions of (4). This allows us to get a much simpler form of the $\ell_1$-reg. PR problem than the form that is presented in [11]. In addition we show in Section 3 that by solving problem (4), one can theoretically achieve the same worst-case local graph clustering guarantees as APR.

It is important to make a comment on the number of non-zeros/nodes in the optimal solution of the $\ell_1$-reg. PR problem and the output of APR. Based on Theorem 1 in [11] the output of APR has $O(1/(\rho \alpha))$ non-zeros at termination in the worst-case. It is known [6] [26] that $\ell_1$ regularization promotes sparsity in the optimal solution, but it is difficult to have certain guarantees on the number of non-zeros unless we make assumptions about possible models of the given graph. This will result in interesting statistical goals, i.e., that of recovering assumed sparse models over the nodes of the graph [27]. This is not our objective in this paper, however, we do provide numerical evidence in Section 9 showing that the sparsity pattern of the output of APR and the optimal solution of the $\ell_1$-reg. PR problem are very similar.
6 ISTA for $\ell_1$-Regularized Page-Rank

The main computational advantage of coordinate descent APR is the locality of its iterations. More specifically, throughout the algorithm, the only coordinates updated are the ones which are nonzero in the final solution. This makes application of APR very appealing for modern large graphs. We present a new algorithm, Algorithm 3 for solving $\ell_1$-reg. PR [4], where the updates are chosen carefully to maintain this locality property while also guaranteeing linear convergence.

Algorithm 3 ISTA-based solver for [4]

1: Initialize: $\epsilon \in (0, 1), \alpha > 0, q_0 = 0$, thus $\nabla f(q_0) = -\alpha D^{-1/2}s$. Moreover, choose $\rho$ such that $\|D^{-1/2}\nabla f(q_0)\|_\infty > \rho \alpha$.
2: while $\|D^{-1/2}\nabla f(q_k)\|_\infty > (1 + \epsilon)\rho \alpha$ do

   3: Set $S_k := \{i \in [n] \mid q_k(i) - \nabla_i f(q_k) \geq \rho \alpha d_i^{1/2}\}$

   4: $(p_{k+1}, \nabla f(q_{k+1})) \leftarrow \text{Step}(q_k, \nabla f(q_k), S_k)$

   5: $k = k + 1$

end while

7: return $p_k := D^{1/2}q_k$

Step$(q_k, \nabla f(q_k), S)$

1: $\Delta q_k := -(\nabla S f(q_k) + \rho \alpha d_i^{1/2})$ and $q_{k+1}(S) = q_k(S) + \Delta q_k$

2: For each $i \in S$ set

   \[\nabla_i f(q_{k+1}) = -\rho \alpha d_i^{1/2} - \frac{1 - \alpha}{2} [I_S \Delta q_k]_i - \frac{1 - \alpha}{2d_i^{1/2}} \sum_{l-i, l \in S} \frac{A_{i,l} [I_S \Delta q_k]_l}{d_l^{1/2}}\]

3: For each $j \not\in S$ such that $j \sim S$ set

   \[\nabla_j f(q_{k+1}) = \nabla_j f(q_k) - \frac{1 - \alpha}{2d_j^{1/2}} \sum_{l-j, l \in S} \frac{A_{j,l} [I_S \Delta q_k]_l}{d_l^{1/2}}\]

4: For each $j \not\in S$ such that $j \sim S$ set

   \[\nabla_j f(q_{k+1}) = \nabla_j f(q_k)\]

5: Return: $q_{k+1}$ and $\nabla f(q_{k+1})$

The size of the set $S_k$ in Algorithm 3 changes at every iteration. In Theorem 1 we show that $|S_k|$ is bounded by the number of non-zeros of the optimal solution $\forall k$. As a result, one can update all the coordinates in set $S_k$ and still have a per-iteration cost that depends only on the sparsity of the solution, as opposed to the size of the full graph. Furthermore, we show in Theorem 1 that Algorithm 3 is indeed equivalent to a standard proximal full gradient descent algorithm as described in [7], which is also known as iterative soft-thresholding algorithm (ISTA).

Theorem 1. Algorithm 3 is equivalent to ISTA in [7], which is a proximal full gradient descent algorithm. Let $q_*$ be the optimal solution of (4). Then we have that $|S_k| \leq |\text{supp}(q_*)|$ and $|S_k| \leq |S_{k+1}| \forall k$. Algorithm 3 satisfies $q_k \geq 0 \forall k$, which implies that the optimal solution of problem (4) is positive. Algorithm 3 satisfies $\nabla f(q_k) \leq 0$ and $q_{k+1} \geq q_k \forall k$. Moreover, we have that $\nabla_i f(q_k) \leq -\rho \alpha d_i^{1/2} \forall i \in S_k$ and $\nabla_i f(q_k) > -\rho \alpha d_i^{1/2} \forall i \in [n] \setminus S_k \forall k$.

The proof is given in the appendix.

Block-ISTA: We present a block coordinate algorithm, shown in Algorithm 4. Our main motivation for proposing this algorithm is its good practical performance, which we present in Section 5. In situations where
7 Complexity Analysis

In this section we study worst-case iteration complexity of Algorithms 3 and 4 and their running times.

7.1 Analysis for Algorithm 3

From Theorem 1 we have that \( q_k \geq 0 \) \( \forall k \), i.e., we always remain in the non-negative orthant. Denoting the restriction of \( \psi(q) \) to \( q \geq 0 \), by

\[
\hat{\psi}(q) := \rho e^T D^{1/2} q + f(q),
\]

it follows that \( \psi(q) = \hat{\psi}(q) \) for all \( q \) in the non-negative orthant. From 1-Lipschitz continuity of \( \nabla f \) w.r.t. \( \ell_2 \) norm, it follows that \( \hat{\psi} \) is also smooth with the same parameter, i.e., 1. Hence, for any \( q_k \) from Algorithm 3, we have

\[
\hat{\psi}(q) \leq \psi(q_k) + (q - q_k)^T \nabla \hat{\psi}(q_k) + \frac{1}{2} \|q_k - q\|_2^2.\tag{6}
\]

Since \( q_{k+1} \geq 0 \) (see Theorem 1), \( q_{k+1} - q_k = I_{S_k} \Delta q_k \) and \( \Delta q_k = -\nabla_{S_k} \hat{\psi}(q_k) \) we have that

\[
\psi(q_{k+1}) \leq \psi(q_k) - \frac{1}{2} \|\nabla_{S_k} \hat{\psi}(q_k)\|_2^2.\tag{7}
\]

By \( \alpha \)-strong convexity of \( \psi \) we have

\[
\psi(q_k) - \psi(q^*) \leq \frac{1}{2\alpha} \|g\|_2^2 \quad \forall g \in \partial \psi(q_k),
\]

where \( \partial \psi(q_k) \) is the sub-differential of \( \psi \) at \( q_k \). Notice that \( I_{S_k} \Delta q_k \) is a valid sub-gradient of \( \psi \) at \( q_k \), and \( \|I_{S_k} \Delta q_k\|_2^2 = \|\nabla \psi(q_k)(S_k)\|_2^2 \). This gives us

\[
\psi(q_k) - \psi(q^*) \leq \frac{1}{2\alpha} \|\nabla_{S_k} \hat{\psi}(q_k)\|_2^2.\tag{8}
\]

Combining (7) and (8) and subtracting \( \psi(q^*) \) from both sides we get

\[
\psi(q_{k+1}) - \psi(q^*) \leq (1 - \alpha)(\psi(q_k) - \psi(q^*)),
\]

which implies linear convergence. Applying the last inequality recursively we get that Algorithm 3 requires at most \( T \in O(\log(1/\epsilon)/\alpha) \) iterations to obtain a solution \( q_T \) such that \( \psi(q_T) - \psi(q^*) \leq \epsilon \).
From (7) we have that
\[ \psi(q_*) \leq \psi(q_k) - \frac{1}{2} \| \nabla_{S_k} \hat{\psi}(q_k) \|^2. \]

Using the above and \( \psi(q_T) - \psi(q_*) \leq \bar{\epsilon} \), we get \( \| \nabla_{S_k} \hat{\psi}(q_k) \|^2 \leq 2\bar{\epsilon} \), which is equivalent to
\[ \rho \alpha - \left( \frac{2\bar{\epsilon}}{d_i} \right)^{1/2} \leq \frac{\nabla_i f(q_T)}{d_i^{1/2}} \leq -\rho \alpha + \left( \frac{2\bar{\epsilon}}{d_i} \right)^{1/2} \]

\( \forall i \in S_k \). From Theorem 1 we have that \( \nabla_i f(q_T) > -\rho d_i^{1/2} \forall i \in [n] \setminus S_k \). As a result, by setting \( \bar{\epsilon} := (\rho^2 \alpha^2 \min_j d_j) / 2 \) and using the fact that \( \nabla f(q_k) \leq 0 \ \forall k \) from Lemma 1 we get that after
\[ T \in \mathcal{O} \left( \frac{1}{\alpha} \log \left( \frac{2}{\rho^2 \alpha^2 \min_j d_j} \right) \right) \]

iterations the output of Algorithm 3 satisfies \(-2\rho d_i^{1/2} \leq \nabla_i f(q_T) \leq 0 \ \forall i \). This, in particular, implies that if the original APR Algorithm 2 is initialized with \( \hat{\rho} \) an returns an output that satisfies (3), then setting \( \rho := \hat{\rho} / 2 \) in Algorithm 3 ensures that both Algorithms 2 and 3 terminate, offering the same guarantees. From (9) we conclude that the iteration complexity of ISTA depends logarithmically on \( \rho \).

Now we discuss the running time of Algorithm 3. Let \( S_* := \text{supp}(q_*) \). From Theorem 1 we have that \( |S_*| \leq |S_\alpha| \). Hence, Step 1 in the Step procedure requires at most \( \mathcal{O}(|S_\alpha|) \) operations. Similarly Steps 2 and 3 require at most \( \mathcal{O}(|S_*| + \text{vol}(S_*)) \) operations. This can be upper bounded by \( \mathcal{O}(|S_*|(1 + \max_{j \in S_*} d_j)) \). Finally, Step 4 does not perform any computations. Putting the operations performed in all of the steps together and using the iteration complexity result in (9) we have that Algorithm 3 requires at most
\[ \mathcal{O} \left( \frac{|S_*|(1 + \max_{j \in S_\alpha} d_j)}{\alpha} \log \left( \frac{2}{\rho^2 \alpha^2 \min_j d_j} \right) \right) \]
time.

### 7.2 Analysis for Algorithm 4

The analysis in this section follows the analysis in Section 4 in [20] but with many modifications to adapt to our specific problem. We also analyze block coordinate descent instead of single coordinate descent. From Step 4 of Algorithm 4 we have that at every iteration \( \tilde{\tau}_k := |S_k^\tau| = \max(\min(\tau_k, \tau_{\text{max}}), |S_k|), \tau_{\text{min}} \) coordinates are updated. From Step 5 of Algorithm 4 we see that \( \Delta q_k = -\nabla_{S_k^\tau} \hat{\psi}(q_k) \), hence using the block 1-Lipschitz continuity of \( \nabla \hat{\psi} \) w.r.t. the \( \ell_2 \)-norm and non-negativity of \( q_k \) and \( q_{k+1} = q_k + I_{S_k^\tau} \Delta q_k \) (see Theorem 1 which holds for Algorithm 4 as well), we get that at iteration \( k \):
\[ \psi(q_{k+1}) = \hat{\psi}(q_{k+1}) \leq \hat{\psi}(q_k) - \frac{1}{2} \| \nabla_{S_k^\tau} \hat{\psi}(q_k) \|^2. \]

\[ \psi(q_k) - \frac{1}{2} \| \Delta q_k \|^2. \]

Let \( S_* := \text{supp}(q_*) \). From Theorem 1 we have that \( q_k \) and \( q_* \) are supported in \( S_* \). Since \( f \) is strongly-convex w.r.t. \( \| \cdot \|_2 \), so is \( \psi \). Using \( S_* \) we can redefine strong convexity
\[ \psi(I_{S_*} p) \geq \psi(I_{S_*} q) + (p - q)^T I_{S_*} g + \frac{\mu_{S_*}}{2} \| I_{S_*} (p - q) \|^2, \]
where \( g \in \partial \psi(I_{S_*} q) \). Minimizing both sides w.r.t. \( p \in \mathbb{R}^{S_*} \) and using conjugacy we get
\[ \psi(q_k) \geq \psi(I_{S_*} q) - \left( \frac{\mu_{S_*}}{2} \| \cdot \|^2 \right) \ast (-I_{S_*} g). \]

\[ \psi(I_{S_*} q) - \frac{1}{2\mu_{S_*}} \| I_{S_*} g \|^2. \]
Let us define \( \Delta \tilde{q}_k = I_{S_k}^T I_{S_k} \Delta q_k \). We can replace \( I_{S_k} q \) with \( I_{S_k} I_{S_k}^T q_k = q_k \) and using the fact that \( I_{S_k} \Delta \tilde{q}_k = I_{S_k} \Delta q_k \) is the sub-gradient of \( \psi \) at \( q_k \), we get that

\[
\psi(q_k) \geq \psi(q_k) - \frac{1}{2 \mu_{S_k}} \| \Delta q_k \|^2_{\tilde{r}_k}.
\]

(11)

Since \( \Delta \tilde{q}_k \) is zero only if \( q_k = q \), then [10] guarantees that Algorithm 4 converges asymptotically to the optimal solution of the \( \ell_1 \)-reg. PR problem. However, to obtain a non asymptotic worst-case iteration complexity result we need to lower bound \( \tilde{r}_k \). From the definition of \( \tilde{r}_k \) we have that \( \tilde{r}_k \geq \tau_{\min} \forall k \). From Section 3 we have \( \mu_{S_k}^{\tilde{r}_k} \geq 1/2 \min(\mu_{S_k}^{\tilde{r}_k}, \tilde{r}_k \mu_1^S) \). Using \( \tilde{r}_k \geq \tau_{\min} \forall k \) we get \( \mu_{S_k}^{\tilde{r}_k} \geq 1/2 \min(\mu_{S_k}^{\tilde{r}_k}, \tau_{\min} \mu_1^S) \). Combining [10] and (11), using the latter inequality and subtracting \( \psi(q_k) \) from both sides we get

\[
\psi(q_{k+1}) - \psi^* \leq \left( 1 - \frac{\min(\mu_{S_k}^{\tilde{r}_k}, \tau_{\min} \mu_1^S)}{2} \right) (\psi(q_k) - \psi^*).
\]

(12)

Using the above inequality recursively we get that Algorithm 4 requires at least

\[
T \in \mathcal{O}\left( \frac{1}{\min(\mu_{S_k}^{\tilde{r}_k}, \tau_{\min} \mu_1^S)} \log \left( \frac{1}{\epsilon} \right) \right)
\]

iterations to obtain a solution \( q_T \) that satisfies \( \psi(q_T) - \psi^* \leq \epsilon \). Similarly to Algorithm 3 by setting \( \hat{\epsilon} := (\rho^2 \alpha^2 \min_j d_j)/2 \) and using \( \rho/2 \) instead of \( \rho \) then Algorithm 4 has the same guarantees as APR, i.e., \( -\rho d_j^{1/2} \leq \nabla_i f(q_T) \leq 0 \forall i \). It is important to mention that \( |S^*| \) depends on \( \rho \), therefore, the iteration complexity of block-ISTA does not have logarithmic dependence on \( \rho \). If we consider \( \hat{\epsilon} \) a constant independent of \( \rho \), then we get logarithmic dependence of the iterations on \( \hat{\epsilon} \), but then block-ISTA has approximately the same guarantees as ISTA. Regarding the running time of block-ISTA we have that at each iteration of Algorithm 4 at most \( \tau_{\max} \) coordinates plus their neighbors are used. Therefore, each iteration of the algorithm requires in worst-case \( \mathcal{O}(\tau_{\max}(1 + \max_{i \in S^*} d_i)) \) running time. Putting everything together we have that the running time of Algorithm 4 is

\[
\mathcal{O}\left( \frac{\tau_{\max}(1 + \max_{i \in S^*} d_i)}{\min(\mu_{S_k}^{\tilde{r}_k}, \tau_{\min} \mu_1^S)} \log \left( \frac{2}{\rho^2 \alpha^2 \min_j d_j} \right) \right).
\]

Regarding the strong convexity parameter \( \mu_1^{S_k} \) it is shown in Section 4 in [20] that \( \mu_{S_k}^{\tilde{r}_k}/|S_k| \leq \mu_1^{S_k} \leq \mu_{S_k}^{\tilde{r}_k} \). Due to this lower bound of \( \mu_1^{S_k} \) we cannot conclude that block-ISTA has better running time than ISTA.

7.3 Comparison to APR

The analysis of APR in [3], suggests that its iteration complexity is \( \mathcal{O}(1/\rho) \), which corresponds to a sub-linear convergence rate. We showed in Section 7 that ISTA achieves an iteration complexity \( \mathcal{O}(\log(1/\rho)) \), which corresponds to a linear rate.

Another important aspect is the dependence of the running time of the algorithms on the number of non-zeros of the solution. The worst-case running time of Algorithms 3 and 4 is \( \mathcal{O}(|S_k|(1 + \max_{i \in S^*} d_i)) \); ignoring small terms. Theorems 1 and 5 in [3] state that the iteration complexity of APR depends on the volume of the cluster that APR is initialized to. Let us denote this cluster with \( S_{APR} \), then we have that \( \text{vol}(S_{APR}) \leq |S_{APR}| \max_{i \in S_{APR}} d_i \); notice that we used a similar bound for the analysis of the running time of ISTA and block-ISTA. One iteration of APR costs \( \mathcal{O}(1 + \max_{i \in S_{APR}} d_i) \) in worst-case. Therefore, the worst-case running time of APR \( \mathcal{O}(|S_{APR}||\max_{i \in S_{APR}} d_i|^2) \). Note that we can improve on the bound given in APR by choosing greedily the coordinate with the largest partial derivative in absolute value at each iteration and using the same convex analysis tools that we used for Algorithm 4. By doing so, we can obtain a running time of APR that is \( \mathcal{O}(|S_{APR}|(1 + \max_{i \in S_{APR}} d_i)) \). Therefore the only difference in the running time bounds between APR and ISTA is the term denoting the number of non-zeros in their solutions. While we cannot prove anything about the difference in solution sizes between the two algorithms, we provide empirical evidence in Section 9 showing that the number of non-zeros of Algorithms 3 and 4 is approximately the number of non-zeros for the output of APR.
8 Using APR to find low-conductance cuts

The main application of APR in [3] is to approximately solve the NP-complete minimum-conductance problem. In this section we show that Algorithms 3 and 4 can be used instead of APR to find low-conductance cuts.

Let \( w_{ij} \) be the weight of the edge between two neighbor nodes \( i \sim j \). We define the conductance of a subset of nodes \( S \subseteq V \) as

\[
\Phi(S) := \frac{\sum_{i \in S} \sum_{j \in V \backslash S, j \sim i} w_{ij}}{\min(\text{vol}(S), \text{vol}(V \backslash S))}.
\]

The minimum-conductance problem is defined as

\[
\Phi(G) := \min_{S \subseteq V} \Phi(S).
\]

Let \( p_k \) be the output of Algorithm 1 with input value \( \alpha \) and let \( r_k \) be the residual of (1) calculated by Algorithm 1. Moreover, we define \( C_\alpha \subseteq C \) such that \( \text{vol}(C_\alpha) \geq \text{vol}(C)/2 \). According to Theorem 5 in [3], we can use the output of Algorithm 1 as an input to a sweep procedure (see Section 2.2 in [3]) to produce clusters of low-conductance. More precisely, the sweep procedure sorts the indices in \( \text{supp}(p_k) \) in decreasing order w.r.t. to the values of the components of \( D^{-1/2}p_k \). Let \( i_1, i_2, \ldots, i_{|H_k|} \) be the sorted indices, where \( H_k = \text{supp}(p_k) \). Using the sorted indices the sweep procedure generates a collection of sets \( S_j := \{i_1, i_2, \ldots, i_j\} \) for each \( j \in \{1, 2, \ldots, |H_k|\} \). Provided that there exists a subset of nodes \( C \) that satisfies \( \Phi(C) \leq \alpha/10 \) and \( \text{vol}(C) \leq 2\text{vol}(G)/3 \), \( s \) is initialized within \( C_\alpha \) and \( \rho = 1/(10\text{vol}(C)) \) then from Theorem 5 in [3] we get

\[
\min_{j \in \{1, 2, \ldots, |H_k|\}} \Phi(S_j) \leq \sqrt{1350} \log(m) \alpha. \tag{5.1}
\]

Theorem 5 in [3] suggests setting \( \alpha = 10\Phi(G) \) which gives us

\[
\min_{j \in \{1, 2, \ldots, |H_k|\}} \Phi(S_j) \leq \sqrt{1350}\Phi(G) \log(m). \tag{5.2}
\]

Similar guarantees can be proved if we replace Algorithm 1 with Algorithms 3 or 4.

**Theorem 2.** Let \( \rho = 1/(10\text{vol}(C)) \), where \( C \) satisfies \( \Phi(C) \leq \alpha/10 \) and \( \text{vol}(C) \leq 2\text{vol}(G)/3 \), \( \alpha = 10\Phi(G) \) and \( s \) is set within a subset of nodes \( C_\alpha \subseteq C \). Algorithms 3 or 4 with \( \rho' = \rho/2 \) can be used instead of Algorithm 1 to find a set with conductance at most \( \sqrt{1350}\Phi(G) \log(m) \).

The proof is based on the fact that Algorithms 3 and 4 satisfy the invariance property of Algorithm 1 (see Section 3 in [3]). Moreover, all algorithms at termination satisfy \( \|D^{-1/2}\nabla f(q_k)\|_\infty \leq \rho \alpha \). The proof is given in the appendix.

**Page-Rank-Nibble** One issue with the result in Theorem 2 is that there is no lower bound on the volume of the output cluster which is obtained from the sweep procedure. This implies that a very small set might be found. In Section 6 in [3] a procedure called Page-Rank-Nibble is proposed which deals with this problem. Page-Rank-Nibble makes a single call to Algorithm 1. We show that Algorithm 3 or 4 can be used instead. We describe the main result about Page-Rank-Nibble from Section 6 in [3], and we refer the reader to [3] for a more detailed discussion of the algorithm.

Let \( \phi \in [0, 1] \) be a parameter and let us assume that there exists \( C \subseteq V \) such that \( \text{vol}(C) \leq \text{vol}(G)/2 \) and \( \Phi(C) \leq \phi^2/(22500 \log^2(100m)) \). Page-Rank-Nibble makes a single call to Algorithm 1 and uses its output to produce the sweep sets, which were defined above. Theorem 7 in [3] suggests that if Algorithm 1 is initialized with \( \alpha = \phi^2/(22500 \log(100m^{1/2})) \) and \( s \) is set in \( C_\alpha \) then there exists some \( b \in [1, \log m] \) such that if \( \rho \leq (2^{b+48}\log m)^{-1} \) then at least one sweep set \( S_j \) satisfies \( \Phi(S_j) \leq \phi, 2^{b-1} < \text{vol}(S_j) < 2\text{vol}(G)/3 \) and \( \text{vol}(S_j \cap C) > 2^{b-2} \). Similarly to Theorem 2 by replacing Algorithm 1 with Algorithm 3 or 4 we can obtain the same guarantees for Page-Rank-Nibble as in Theorem 7 in [3]. The proof is similar to that of Theorem 2 and we therefore omit it.

**Theorem 3.** Let \( \phi \in [0, 1], \alpha = \phi^2/(22500 \log(100m^{1/2})) \) and \( s \) is set within a subset of nodes \( C_\alpha \subseteq C \), where \( C \) satisfies \( \text{vol}(C) \leq \text{vol}(G)/2 \) and \( \Phi(C) \leq \phi^2/(22500 \log^2(100m)) \). There exists \( b \in [1, \log m] \) such that if \( \rho \leq (2^{b+48}\log m)^{-1} \) then Algorithm 3 or 4 with \( \rho' = \rho/2 \) can be used in Page-Rank-Nibble to find a set \( S \) that satisfies \( \Phi(S) \leq \phi, 2^{b-1} < \text{vol}(S) < 2\text{vol}(G)/3 \) and \( \text{vol}(S \cap C) > 2^{b-2} \).
9 Experiments

This section describes experimental results for our implementations of the algorithms described in this paper.

The experiments are performed on a single thread of a 64-core machine with four 2.4 GHz 16-core AMD Opteron 6278 processors. The implementations are written using C++ code and compiled with the g++ compiler version 4.8.0. We use a set of undirected, unweighted real-world graphs from the Stanford Network Analysis Project (http://snap.stanford.edu/data), whose sizes are shown in Table 1. All implementations will be part of the Ligra project (https://github.com/jshun/ligra). We present the performance of greedy and heuristic versions of APR, ISTA and block-ISTA. In particular, in the following figures APR GREEDY is Algorithm 2 where in step 3 we select the $i$’th coordinate with the largest partial derivative $\nabla_i f(q_k)$ in absolute value. APR HEURISTIC is Algorithm 2 where we select approximately the $i$’th coordinate with the largest $\nabla_i f(q_k)$ in absolute value. In particular, a priority queue of coordinates is maintained which initially contains the starting vertex only. On each iteration we select the highest-priority coordinate in the queue and update the coordinate and its neighbors accordingly. For each neighbor, insert it in the queue if it is above the threshold with priority equal to the chosen coordinate. Note that this is a heuristic because we select coordinates based on their priority when they are initially inserted in the queue, and do not update their priorities later on. It is important to mention that the heuristic versions of the algorithms are guaranteed to converge in theory but not with linear convergence rate. However, there exist examples where one can maintain the linear convergence rate, as discussed in Section 5 in [10]. The Cheeger-like guarantees on the output quality hold for the heuristic versions as well. For block-ISTA we select 20% of $S_k \forall k$ in a greedy fashion. For single-ISTA we set $\tau_k = 1 \forall k$ and we also implement greedy and heuristic versions of it. For the greedy versions of block-ISTA we select coordinate based on the absolute values of $\nabla_i f(q_k) + \rho \alpha d_i^{1/2}$, as stated in Algorithm 4.

For all experiments we set $s = e_v$, where the coordinate/node $v$ is chosen based on a search of over $10^4$ starting nodes. We used the starting vertex that gave the best conductance. We conduct all experiments by fixing $\alpha = 0.1$ and choose the $\rho$ values empirically such that we get clusters with at least 100 nodes each. This agrees with the observations in [17] regarding the size of local clusters in large-scale graphs.

9.1 $\ell_1$-reg. PR $\approx$ APR

We demonstrate that $\ell_1$-reg. PR problem achieves in practice similar graph cut guarantees as APR. We use the same sweep procedure as the one described in Section 2.2 in [3] for the original APR algorithm, which is based on the conductance criterion. In Figure 1 we present the conductance criterion ($y$-axis) versus the volume of the clusters ($x$-axis) produced by the sweep procedure in increasing order. All algorithms obtain approximately the same conductance value after the sweep procedure. The number of non-zeros of the output $p_k$ for each algorithm is given in Table 2. Notice that the output of the $\ell_1$-reg. PR problem, which is obtained by ISTA, has at most the same number of non-zeros as the greedy and the heuristic versions of APR.

<table>
<thead>
<tr>
<th>Input Graph</th>
<th>APR GREEDY</th>
<th>APR HEUR.</th>
<th>ISTA</th>
</tr>
</thead>
<tbody>
<tr>
<td>wiki-Talk</td>
<td>326</td>
<td>334</td>
<td>326</td>
</tr>
<tr>
<td>soc-LJ</td>
<td>159</td>
<td>159</td>
<td>159</td>
</tr>
<tr>
<td>cit-Patents</td>
<td>210</td>
<td>211</td>
<td>198</td>
</tr>
<tr>
<td>com-Orkut</td>
<td>447</td>
<td>448</td>
<td>442</td>
</tr>
</tbody>
</table>

Table 2: Number of non-zeros for the output solution $p_k$ of each algorithm for the four experiments in Figure 1.
Figure 1: Conductance vs. cluster volume. The axes of all plots are in log-scale. This figure shows the conductance criterion for the clusters which are produced by the sweep procedure applied on the output of each algorithm. The volume of the clusters is shown in increasing size.

9.2 Running time

In Figure 2 we plot the value of the quantity $\|D^{-1/2}\nabla f(q_k)\|_\infty$ against the running time of each algorithm. The quantity $\|D^{-1/2}\nabla f(q_k)\|_\infty$ is used as a termination criterion for all algorithms. Notice that all ISTA-based algorithms are quite efficient and occasionally faster than APR. Overall, the fastest algorithms are the ones that are based on heuristics for choosing the next coordinates/nodes to be updated.

10 Conclusions

We have examined a popular local graph diffusion algorithm, and we have explained many of its properties using optimization tools. This bridges the gap between two research communities, that of graph clustering and of optimization, and we expect that the insights presented in this paper will help other researchers to understand and develop new algorithms for local graph clustering applications. For example, using this optimization perspective, we discuss two standard algorithms in optimization, i.e., an iterative soft-thresholding algorithm (ISTA) and a block-ISTA, which can be applied for graph clustering applications, while maintaining a running time proportional to the size of the output set. We presented empirical results demonstrating that optimization algorithms such as ISTA and block-ISTA for graph clustering can be very efficient in practice.

Acknowledgements

Funding from the DARPA XDATA and GRAPHS programs is gratefully acknowledged. J. Shun was supported by the Miller Institute for Basic Research in Science at UC Berkeley.
Figure 2: Termination criterion, i.e., $\|D^{-1/2}\nabla f(q_k)\|_\infty$, vs. running time. The axes of all plots are in semi-log-vertical scale.
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A Proofs

Proof of Lemma 7 We will prove this statement by induction. Let us assume that at the $k$th iteration we have $q_k \geq 0$ and $\nabla f(q_k) \leq 0$. Further, let assume that there exists coordinate $i$ such that $\nabla_i f(q_k) < -\rho d^1_i/2$, otherwise, the termination criterion is satisfied. Algorithm 2 chooses one coordinate which satisfies $\nabla_i f(q_k) < -\rho d^1_i/2$. Then from Step 4 of Algorithm 2 we have that $q_{k+1} \geq q_k$. Moreover, from Steps 5, 6 and 7 we have that $\nabla_i f(q_k) < \nabla_i f(q_{k+1}) < 0$, $\nabla_j f(q_{k+1}) \leq \nabla_j f(q_k)$ for each $j$ such that $i \sim j$ and $\nabla_j f(q_{k+1}) = \nabla_j f(q_k)$ for each $j$ such that $i \sim j$. Hence, $\nabla f(q_{k+1}) \leq 0$. Let $q_0 = 0$ and $s \geq 0$ in Algorithm 2 Then $\nabla f(q_0) = -\alpha s \leq 0$. We conclude that $q_{k+1} \geq q_k \geq 0$ and $\nabla f(q_k) \leq 0 \forall k$.

Proof of Theorem 7 Define

$$\begin{align*}
\tilde{f}(q; q_k) & := f(q_k) + (q - q_k)^T \nabla f(q_k) + \frac{1}{2} \|q - q_k\|^2, \\
\tilde{\psi}(q; q_k) & := \rho \alpha \|D^{1/2}q\|_1 + \tilde{f}(q; q_k).
\end{align*}$$

It is easy to see that

$$\arg \min_q \tilde{\psi}(q; q_k) = \arg \min_q \rho \alpha \|D^{1/2}q\|_1 + \frac{1}{2} \|q - (q_k - \nabla f(q_k))\|^2,$$

and hence

$$q(i) = \prox_{\rho d^1/2 \|\cdot\|_1} (q_k(i) - \nabla_i f(q_k)),$$

where $\prox$ is the proximal operator. Now let us define the sets

$$\begin{align*}
S_k & := \{i \in [n] \mid q_k(i) - \nabla_i f(q_k) \geq \rho d^1_i/2\}, \\
\hat{S}_k & := \{i \in [n] \mid -\rho d^1_i/2 < q_k(i) - \nabla_i f(q_k) < \rho d^1_i/2\}, \\
\tilde{S}_k & := \{i \in [n] \mid q_k(i) - \nabla_i f(q_k) \leq -\rho d^1_i/2\}.
\end{align*}$$

For convenience we rewrite below ISTA from [7]. To show that Algorithm 3 and 5 are equivalent, it suffices to show that $\tilde{S}_k = \emptyset, \forall k$. We will prove the result by induction. Let us assume that at iteration $k$ we have a $q_k \geq 0$, $\nabla f(q_k) \leq 0$ and $\nabla_i f(q_k) < -\rho d^1_i/2 \forall i \in S_k$. As a result of the first two assumptions, we have $\tilde{S}_k = \emptyset$ and $S_k \cap \tilde{S}_k = [n]$. Hence, Step 3 of ISTA Algorithm 5 can be simplified as

$$q_{k+1}(i) = \begin{cases} 
q_k(i) - (\nabla_i f(q_k) + \rho d^1/2(i)) & \text{if } i \in S_k \\
q_k(i) - (\nabla_i f(q_k) - \rho d^1/2(i)) & \text{if } i \in \tilde{S}_k \\
0 & \text{if } i \in \hat{S}_k.
\end{cases}$$

Algorithm 5 ISTA for (4)

1: Initialize: $\rho > 0$, $q_0 = 0$, thus $\nabla f(q_0) = -\alpha D^{-1/2}s$
2: while termination criteria are not satisfied do
3: $q_{k+1}(i) = \prox_{\rho d^1/2 \|\cdot\|_1} (q_k(i) - \nabla_i f(q_k)), \ \forall i$, whose closed-form solution is given by

$$q_{k+1}(i) = \begin{cases} 
q_k(i) - (\nabla_i f(q_k) + \rho d^1/2(i)) & \text{if } i \in S_k \\
q_k(i) - (\nabla_i f(q_k) - \rho d^1/2(i)) & \text{if } i \in \tilde{S}_k \\
0 & \text{if } i \in \hat{S}_k.
\end{cases}$$

4: Calculate new gradient $\nabla f(q_{k+1})$.
5: $k = k + 1$
6: end while
7: return $p_k := D^{1/2}q_k$
Define $\Delta q_k := - I^T \nabla f (q_k) + \rho A D^{1/2} e$, where $I_{S_k}$ is defined in Section 3. Consequently, at iteration $k$, the new gradient components are updated as follows

$$
\nabla_i f (q_{k+1}) = \begin{cases}
-\rho c d_i^{1/2} - \frac{1-\alpha}{2} (|I_{S_k} \Delta q_k|_i + \frac{1}{d_i^{1/2}} \sum_{l=1}^n A_{i,l} |I_{S_k} \Delta q_k|_l), & i \in S_k \\
\nabla_i f (q_k) - \frac{1-\alpha}{2d_i^{1/2}} \sum_{l=1}^n A_{i,l} |I_{S_k} \Delta q_k|_l, & i \in \hat{S}_k \text{ and } i \sim S_k \\
\nabla_i f (q_k), & i \in \hat{S}_k \text{ and } i \sim S_k
\end{cases}
$$

(14)

where $A$ is the adjacency matrix of the given graph. By induction hypothesis and noticing that $\Delta q_k \geq 0$ and $A_{i,j} \geq 0, \forall i, l$, it is easy to see that by (13), we have $q_{k+1} \geq 0$, and by (14), we get $\nabla f (q_{k+1}) \leq 0$.

Hence, it follows that $\hat{S}_{k+1} = \emptyset$. In addition, for any $i \in S_k$, we get $\nabla_i f (q_{k+1}) \leq -\rho c d_i^{1/2}$ and, as such, $i \in S_{k+1}$. In other words, once an index $i$ enters the set $S_k$ at iteration $k$, it will continue to stay in that set for all subsequent iterations, and so we always have $q_{k+1}(i) \geq q_k(i)$. In fact, the only indices entering $S_{k+1}$ are those from $S_k$ which are neighbors of $S_k$ (see (13) and (14) for $i \in \hat{S}_k$) thus, $|S_k| \leq |S_{k+1}|$. In this case, suppose that $i \in \hat{S}_k \cap S_{k+1}$. By (13), we have $q_{k+1}(i) = 0$, which combined with the definition of $S_{k+1}$, yields $\nabla_i f (q_{k+1}) \leq -\rho c d_i^{1/2}$. As a result, we have $\nabla_i f (q_{k+1}) \leq -\rho c d_i^{1/2}, \forall i \in S_{k+1}$. All is left to do is to start the iterations with the proper initial conditions, so that the base case of the induction holds. Set $\rho$ small enough such that $||s||_{\infty} \geq \rho$. Now since $s \geq 0$, by choosing $q_0 = 0$, we have that $\nabla f (q_0) = -\rho D^{1/2} s \leq 0$ and $\nabla f (q_0) \leq -\rho c d_i^{1/2}, \forall i \in S_0$. In addition, by such a choice of $q_0$, (13) as well as decreasing nature of $\hat{S}_k$ imply that $q_{k+1} \geq q_k, \forall k$.

Finally, since $q_{k+1} \geq q_k, \forall k$ then Algorithm 3 will not update more than $|\text{supp}(q_k)|$ coordinates. Thus, we have that $|S_k| \leq |\text{supp}(q_k)|, \forall k$.

Lemma 2. Let $p := D^{1/2} q$, then the following is always true

$$
p + pr (\alpha, -\frac{1}{\alpha} D^{1/2} \nabla f (q)) = \alpha D^{1/2} Q D^{-1/2} s.
$$

In other words, $p + pr (\alpha, -\frac{1}{\alpha} D^{1/2} \nabla f (q))$ is a constant.

Proof of Lemma 2. Recall that $f (q) = \frac{1}{2} q^T Q q - \alpha q^T D^{-1/2} s$, so $\nabla f (q) = Q q - \alpha D^{-1/2} s$, and $Q := D^{-1/2} \{ D - \frac{1-\alpha}{\alpha^2} (D + A) \} D^{-1/2}$. Let $pr (\alpha, s)$ be the solution to the Page-Rank system in (1), i.e., $pr (\alpha, s)$ satisfies the following

$$
\frac{1-\alpha}{2} (I + AD^{-1}) pr (\alpha, s) + \alpha s = pr (\alpha, s).
$$

(15)

After some manipulations, one can obtain

$$
pr (\alpha, s) = \alpha D^{1/2} Q^{-1} D^{-1/2} s.
$$

(16)

Thus

$$
p + pr (\alpha, -\frac{1}{\alpha} D^{1/2} \nabla f (q)) = p + \alpha D^{1/2} Q^{-1} D^{-1/2} (-\frac{1}{\alpha} D^{1/2} \nabla f (q))
$$

$$
= p - D^{1/2} Q^{-1} \nabla f (q)
$$

$$
= p - D^{1/2} Q^{-1} (Q q - \alpha D^{-1/2} s)
$$

$$
= \alpha D^{1/2} Q^{-1} D^{-1/2} s.
$$

Proof of Theorem 2. The proof of Theorem 5 in [3] is based on two properties of Algorithm 1, which we discuss below, and the specific initialization of Algorithm 1 that is given in the preamble of Theorem 2.

Property 1. This property is claimed in Section 3 in [3]. Let $r$ be the residual of (1), i.e., $r := (I - (1 - \alpha) W)p - \alpha s$ and $pr (\alpha, s)$ be the solution to the Page-Rank system for some vector $s$. Let $p_k \forall k$ be generated by Algorithm 1, and let us define $\tilde{r}_k := -(1/\alpha) r_k$. Then Algorithm 1 satisfies the invariance property

$$
p_{k+1} + pr (\alpha, \tilde{r}_{k+1}) = p_k + pr (\alpha, \tilde{r}_k) \ \forall k.
$$

(17)
**Property 2** According to the termination criterion of Algorithm 1 in [3] the residual $r_k$ at termination satisfies

$$
\|D^{-1}r_k\|_\infty \leq \rho \alpha.
$$

(18)

Let us explain where these two properties are used in Theorem 5 in [3]. To prove Theorem 5 in [3] the authors used the results of Theorem 4 and Theorem 2 in [3]. Theorem 4 uses Property 1 and Property 2. Theorem 2 makes the following calling sequence Theorem 2 ← Theorem 3 ← Lemma 5 ← Lemma 3, where the left arrow means “uses”. The latter lemma uses Property 1. All other properties that are used to prove Theorem 5 are independent of Algorithm 1.

We will prove that Algorithms 3 and 4 satisfy Property 1 and Property 2. Therefore, if they are initialized as mentioned in the preamble of Theorem 2 then they have the same graph cut guarantees as the original Algorithm 1.

We start by proving that Algorithms 3 and 4 satisfy the invariance property. Let $q_k \forall k$ obtained by Algorithm 3 or 4. Using $r_k = D^{1/2}\nabla f(q_k) \forall k$ and the definition $\tilde{r}_k = -(1/\alpha)r_k$ we get $-(1/\alpha)D^{1/2}\nabla f(q_k) = \tilde{r}_k$. Let us also define $p_k := D^{1/2}q_k \forall k$. Using Lemma 2 we get that Algorithms 3 and 4 satisfy

$$
p_{k+1} + pr(\alpha, \tilde{r}_{k+1}) = p_{k+1} + pr(\alpha, -(1/\alpha)D^{1/2}\nabla f(q_{k+1}))
= \alpha D^{1/2}QD^{-1/2}s
= p_k + pr(\alpha, -(1/\alpha)D^{1/2}\nabla f(q_k))
= p_k + pr(\alpha, \tilde{r}_k).
$$

Thus, Property 1 (17) is satisfied for Algorithms 3 and 4.

From the definition of the termination condition of Algorithms 3 and 4 we see that they return a $q_k$ which satisfies $\|D^{-1/2}\nabla f(q_k)\|_\infty \leq (1 + \epsilon)\rho \alpha$, where $\epsilon \in (0, 1)$. Using $r_k = D^{1/2}\nabla f(q_k) \forall k$ we get that $\|D^{-1/2}\nabla f(q_k)\|_\infty \leq (1 + \epsilon)\rho \alpha$ is equivalent to $\|D^{-1}r_k\|_\infty \leq (1 + \epsilon)\rho \alpha$, which is the termination criterion (18) of Algorithm 1 up to a factor $1 + \epsilon$. By initializing Algorithm 3 or Algorithm 4 with $\rho' = \rho/2$, we satisfy Property 2 (18). Since Algorithms 3 and 4 satisfy both Property 1 and Property 2, Theorem 5 in [3] holds for Algorithms 3 and 4 as well. \qed