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Abstract

Growth-optimal portfolios are guaranteed to accumulate higher wealth than any other investment strategy in the long run. However, they tend to be risky in the short term. For serially uncorrelated markets, similar portfolios with more robust guarantees have been recently proposed. This paper extends these robust portfolios by accommodating non-zero autocorrelations that may reflect investors’ beliefs about market movements. Moreover, we prove that the risk incurred by such autocorrelations can be absorbed by modifying the covariance matrix of asset returns.
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1. Introduction

In this paper, we consider a dynamic portfolio optimization problem where investors face a challenge of how to allocate their wealth over a set of available assets to maximize their terminal wealth. By optimizing expected log-utility over a single investment period, the obtained portfolio, referred to as the growth-optimal portfolio, is shown to be optimal with respect to several interesting objectives in a classical stochastic setting. For example, [1] and [2] independently demonstrate that the growth-optimal portfolio will eventually accumulate more wealth than any other causal investment strategy with probability 1 in the long run. Moreover, it also minimizes the expected time required to reach a specified wealth target when the target is asymptotically large; see, e.g., [2, 3]. For the readers interested in the history and the properties of the growth-optimal portfolio, we refer to [4, 5, 6]. Nonetheless, despite its theoretical appeals, there are many reasons why the practical relevance of the growth-optimal portfolio remains limited.

First, empirically the growth-optimal portfolio is shown to be highly volatile in the short run. Moreover, the calculation of the growth-optimal portfolio requires full and precise knowledge of the asset return distribution. In practice, this distribution is not available and has to be estimated from sparse empirical data. Therefore, the growth-optimal portfolio is prone to statistical estimation errors. [7] extends the growth-optimal portfolio to more practical settings by proposing a fixed-mix investment strategy that offers
a similar performance guarantee as the classical growth-optimal portfolio but for a finite investment horizon. Moreover, the proposed performance guarantee is not distribution-specific but remains valid for any asset return distribution within the prescribed ambiguity set of serially uncorrelated distributions.

Our contribution in this paper is to extend the results in [7] to the case with non-zero autocorrelations (also known as, serial correlations). These autocorrelations can be used to incorporate beliefs of the investors about market movements as well as seasonality in asset returns; see e.g. [8, 9]. Moreover, we prove that these autocorrelations can be absorbed in the covariance matrix underlying the asset return distribution. Finally, we remark that all of the discussed dynamic investment strategies, namely the classical growth-optimal portfolio, the robust growth-optimal portfolio (see [7]), and the extended robust growth-optimal portfolio (proposed in this paper), share similar computational advantage, in the sense that, all of them can be obtained with relative ease by solving static optimization problems.

Notation. We denote the space of symmetric matrices in \( \mathbb{R}^{n \times n} \) by \( S_n \). For any symmetric matrices \( X \) and \( Y \) with the same dimension, we denote their trace scalar product by \( \langle X, Y \rangle \). Moreover, for a positive semidefinite \( X \in S^n \), we define \( X^{1/2} \) as its principle square root. We also define \( 1 \) as a column vector of ones and \( I \) as an identity matrix. Their dimensions should be clear from the surrounding context. Random variables are represented by symbols with tildes. We denote by \( P_0 \) the set of all probability distributions \( P \) on \( \mathbb{R}^n \), and we represent by \( E_P(\cdot) \) and \( \text{COV}_P(\cdot, \cdot) \) the expectation and the covariance of the input random parameter(s) with respect to the probability distribution \( P \). Throughout the paper, we assume that the investment horizon is given by \( T = \{1, 2, \ldots, T\} \) and the asset universe is given by \( N = \{1, 2, \ldots, N\} \). Moreover, for a complex number \( c \), we denote its real part by \( \text{Re}(c) \). Finally, we define \( (t)_T \) as the residue of \( t \) modulo \( T \). Note that for any \( t \in \mathbb{Z} \), \( (t)_T \) takes a value from \( \{0, \ldots, T-1\} \).

2. Distributional setting: stationary means, variances, and autocorrelations

In this section, we describe the setting of the probability distributions \( P \) of the asset returns \( \tilde{r}_{t\mid i=1}T \). We define

\[
P = \left\{ P \in P_0^{NT} : \begin{array}{l}
E_P(\tilde{r}_{t\mid i}) = \mu_i \quad \forall i \in I \quad \forall t \in T \\
\text{COV}_P(\tilde{r}_{s\mid i}, \tilde{r}_{t\mid j}) = \rho_{(t-s)_T} \sigma_{i,j} \quad \forall i, j \in I \quad \forall s, t \in T
\end{array} \right\},
\]

where \( \mu_i = [\mu_i]_{i \in N} \in \mathbb{R}^N \) stands for the vector of expected asset returns and \( \Sigma = [\sigma_{i,j}]_{i,j \in N} \in S^N \) stands for the covariance matrix of asset returns. Both \( \mu \) and \( \Sigma \) are assumed to be stationary, i.e., they remain unchanged over time. This choice of ambiguity set \( P \) is nicely motivated in [10]. In contrast to [7] which assumes uncorrelatedness between asset returns at different trading periods \( s \) and \( t \), we allow them to be correlated with correlation \( \rho_{(t-s)_T} \). Under this assumption, we highlight that there are in total \( T \) autocorrelation
terms: $\rho_0, \ldots, \rho_{T-1}$. These correlations form a correlation matrix $\mathbf{P}$.

$$\mathbf{P} = \begin{bmatrix}
\rho_0 & \rho_1 & \cdots & \rho_{T-1} \\
\rho_{T-1} & \rho_0 & \cdots & \rho_{T-2} \\
\vdots & \vdots & \ddots & \vdots \\
\rho_1 & \rho_2 & \cdots & \rho_0
\end{bmatrix},$$

which need to have the following properties: $\rho_0 = 1$, $\rho_t = \rho_{T-t}$ for $t = 1, \ldots, T - 1$ to ensure that $\mathbf{P}$ is symmetric, and lastly we require that $\mathbf{P} \succ 0$. Besides, we also assume that $\Sigma \succ 0$ to eliminate degenerate cases. We highlight that these assumptions are non-restrictive and are almost always satisfied when there exists no risk-free asset in $\mathcal{N}$. We henceforth assume throughout the paper that they hold. We also note that $\mathcal{P}$ reduces to the ambiguity set considered in [7] when $\rho_t = 0$ for all $t = 1, \ldots, T - 1$.

Next, we consider a fixed-mix strategy (see [7]) generated by a portfolio $\mathbf{w} \in \mathbb{R}^N_+$. That is, we assume that portfolio weights revert to $\mathbf{w}$ at every rebalancing date $t \in \mathcal{T}$. In order to avoid clutter, we denote the portfolio return during the trading period $t$ by $\tilde{\eta}_t = \mathbf{w}^\top \tilde{\mathbf{r}}_t$. It is clear that, under the distribution $\mathbb{P}$ of asset returns, we have that

$$\mathbb{E}_{\mathbb{P}}(\tilde{\eta}_t) = \mathbf{w}^\top \mathbf{\mu} \quad \text{and} \quad \text{COV}_{\mathbb{P}}(\tilde{\eta}_s, \tilde{\eta}_t) = \rho_{(t-s)^2} \mathbf{w}^\top \Sigma \mathbf{w} \quad \forall s, t \in \mathcal{T}.$$

Equivalently put, the mapping $\tilde{\eta}_t = \mathbf{w}^\top \tilde{\mathbf{r}}_t$ projects $\mathcal{P}$ to an ambiguity set $\mathcal{P}(\mathbf{w})$ defined as

$$\mathcal{P}(\mathbf{w}) = \left\{ \mathbf{P} \in \mathcal{P}_0^+ : \begin{array}{c}
\mathbb{E}_{\mathbb{P}}(\tilde{\eta}_t) = \mathbf{w}^\top \mathbf{\mu} \quad \forall t \in \mathcal{T} \\
\text{COV}_{\mathbb{P}}(\tilde{\eta}_s, \tilde{\eta}_t) = \rho_{(t-s)^2} \mathbf{w}^\top \Sigma \mathbf{w} \quad \forall s, t \in \mathcal{T}
\end{array} \right\}.$$

The projection property of the ambiguity set (see, for example, [11, Theorem 1] and [7, Proposition 2]) further asserts the existence of the inverse mapping from $\mathcal{P}(\mathbf{w})$ to $\mathcal{P}$. Hence, from the next section onward, we will study the performance of an arbitrary portfolio $\mathbf{w}$ using the projected ambiguity set $\mathcal{P}(\mathbf{w})$ instead of the original ambiguity set $\mathcal{P}$, since maneuvering $\mathcal{P}(\mathbf{w})$ often leads to an optimization problem with smaller dimensions.

### 3. Portfolio performance measure: worst-case growth rate

In a friction-less market, a fixed portfolio $\mathbf{w}$ repeatedly invested over the investment horizon $\mathcal{T}$ leads to a total return of

$$\prod_{t \in \mathcal{T}} (1 + \mathbf{w}^\top \tilde{\mathbf{r}}_t) = \exp \left( \sum_{t \in \mathcal{T}} \log(1 + \mathbf{w}^\top \tilde{\mathbf{r}}_t) \right),$$
which is a random amount. An intuitive performance measure for this portfolio would thus be an expectation of its logarithmic terminal wealth $E\left(\sum_{t\in T} (\log(1 + w^{\top}\tilde{r}_t))\right)$. A portfolio that maximizes such utility function is referred to as a growth-optimal portfolio. This portfolio exhibits many intriguing asymptotic properties, and some of them are discussed in Section 1. Moreover, if the asset return distribution is serially independent and identically distributed, then the growth-optimal portfolio can be obtained by solving a static optimization problem $\max_{w \in W} E\left(\log(1 + w^{\top}\tilde{r}_1)\right)$. However for a finite $T$ (especially when $T$ is small), the expectation criterion becomes risky (as the central limit theorem fails) and accordingly [7] proposes to use a quantile criterion instead of the expectation criterion. Precisely speaking, [7] employs recent advances in distributionally robust optimization (see [12]) to solve the following optimization problem

$$
P_\epsilon(w) = \max_{\gamma} \left\{ \gamma : \mathbb{P}\left(\frac{1}{T} \sum_{t \in T} (w^{\top}\tilde{r}_t - \frac{1}{2}(w^{\top}\tilde{r}_t)^2) \geq \gamma\right) \geq 1 - \epsilon \quad \forall \mathbb{P} \in \mathcal{P}\right\}$$

where the ambiguity set in [7] is the restriction of ours where $\rho_t = 0$ for every $t = 1, \ldots, T - 1$. The uncorrelatedness assumption allows [7] to solve this distributionally robust program efficiently because of the inherent temporal symmetry. Our work relaxes this assumption in order to accommodate investors' beliefs and market seasonality. In particular, we show that, despite the fact that temporal symmetry breaks down, we can still derive an analytical expression of $P_\epsilon(w)$ by using knowledge from linear algebra of circulant matrices; see e.g. [13]. We highlight that even though the relaxation does not change the problem greatly, it still requires us to develop new mathematical techniques to accommodate these changes.

4. Derivation of worst-case growth rates

By using the semidefinite program reformulation for distributionally robust quadratic chance constraints provided in [12], we can rewrite $P_\epsilon(w)$ as

$$
P_\epsilon(w) = \max_{\gamma} \quad \text{s.t.} \quad M \in \mathbb{S}^{T+1}, \quad \beta \in \mathbb{R}, \quad \gamma \in \mathbb{R}

\beta + \frac{1}{2} \langle \Omega(w), M \rangle \leq 0, \quad M \succeq 0

M = \begin{bmatrix} \frac{1}{2}I & -\frac{1}{2}1^\top \\ -\frac{1}{2}1 & \gamma T - \beta \end{bmatrix} \succeq 0,

$$

1Note that $w^{\top}\tilde{r}_t - \frac{1}{2}(w^{\top}\tilde{r}_t)^2$ is a second-order Taylor approximation of $\log(1 + w^{\top}\tilde{r}_t)$ around $w^{\top}\tilde{r}_t = 0$. The approximation becomes more accurate as the rebalancing frequency increases.
where $\Omega(w)$ is the projected second-order moment matrix for a sequence of portfolio returns $[\tilde{\eta}_t]_{t \in T}$ generated by any distribution residing in $\mathcal{P}(w)$, i.e.,

$$
\Omega(w) = \begin{bmatrix}
    w^\top \Sigma w + (w^\top \mu)^2 \cdot 11^\top \\
    w^\top \mu \cdot 1^\top \\
    w^\top \mu \cdot 1^\top \\
    1
\end{bmatrix}.
$$

Observe that the dimension of $M$ scales with $T$. Therefore, directly solving this program for large $T$ is computationally prohibitive. Fortunately in our case, the upper left part of $\Omega(w)$ forms a circulant matrix.

**Definition 4.1 (circulant matrix).** For $c_0, c_1, \ldots, c_{T-1} \in \mathbb{R}$, a circulant matrix $C = \text{circ}(c_0, c_1, \ldots, c_{T-1}) \in \mathbb{R}^{T \times T}$ is defined as

$$
C = \begin{bmatrix}
    c_0 & c_1 & \cdots & c_{T-1} \\
    c_{T-1} & c_0 & \cdots & c_{T-2} \\
    \vdots & \vdots & \ddots & \vdots \\
    c_1 & c_2 & \cdots & c_0
\end{bmatrix}.
$$

We circumvent the complexity issue in solving formulation (2) by exploiting the circulant property of matrix $\Omega(w)$. We demonstrate this result in Lemma 4.1 below.

**Lemma 4.1 (circulant optimizer).** There exists an optimizer $(M^*, \beta^*, \gamma^*)$ of (2) where

$$
M^* = \begin{bmatrix}
    \text{circ}(m_0, \ldots, m_{T-1}) & m_T 1^\top \\
    m_T 1^\top \\
    m_{T+1}
\end{bmatrix}
$$

for some $m_0, \ldots, m_{T+1} \in \mathbb{R}$.

**Proof.** For any permutation $\pi$ of the integers $\{1, 2, \ldots, T+1\}$, denote by $P_\pi$ the permutation matrix which is defined through $[P_\pi]_{i,j} = 1$ if $\pi(i) = j$, = 0 otherwise. Denote by $\Pi$ the set of permutations with the following properties.

1. $\pi(T + 1) = T + 1$.
2. For $d \in \{+1, -1\}$, $\pi(T) - \pi(1) = \pi(i) - \pi(i + 1) = d$ for $i = 1, \ldots, T - 1$.

Note that $|\Pi| = 2T$ because $\pi(1)$ can be chosen freely from $1, \ldots, T$ and there are two possibilities for shifting direction $d$. Due to the circulant property of $\Omega(w)$, it can be observed that $P_\pi \Omega(w) P_\pi^\top = \Omega(w)$ for any $\pi \in \Pi$. The proposition now follows from an argument parallel to that of [7, Proposition 3].

Without any loss of generality, Lemma 4.1 allows us to restrict our attention to $M$ of a specific form consisting of a circulant matrix, an extra column, and an extra row. Note that $M$ is symmetric, implying
that \( m_t = m_{T-t} \) for \( t = 1, \ldots, T - 1 \). Lemma 4.2 below shows that eigenvalues of any symmetric circulant matrix can be analytically determined.

**Lemma 4.2** (eigenvalues of circulant matrices). All eigenvalues of a symmetric circulant matrix \( \mathbf{C} = \text{circ}(c_0, c_1, \ldots, c_{T-1}) \) are \( \sum_{t=0}^{T-1} c_t \cos \left( \frac{2\pi jt}{T} \right), \ j = 0, \ldots, T - 1 \).

**Proof.** The eigenvalues of \( \mathbf{C} = \text{circ}(c_0, c_1, \ldots, c_{T-1}) \) are \( \sum_{t=0}^{T-1} c_t \omega_j^t \) for \( j = 0, \ldots, T - 1 \) where \( \omega_j \) are \( j \)-th roots of unity (see, for example, [13, Chapter 3]). In addition, we know that all eigenvalues are real because \( \mathbf{C} \) is symmetric. Dropping the imaginary parts in the expression of the eigenvalues, the claim follows. \( \square \)

We are now ready to simplify (2) from a semidefinite program to a second-order cone program. To achieve this, we consider the first semidefinite constraint \( \mathbf{M} \succeq \mathbf{0} \). Using Lemma 4.1 and Lemma 4.2 together, we may rewrite this constraint as follows:\(^2\)

\[
\mathbf{M} \succeq \mathbf{0} \iff m_{T+1} \geq 0, \quad \text{circ}(m_0, \ldots, m_{T-1}) \succeq \frac{m_{T+1}^2}{m_{T+1}} \mathbf{11}^\top \\
\iff m_{T+1} \geq 0, \quad \text{circ}(m_0 - m_{T+1}^2/m_{T+1}, \ldots, m_{T-1} - m_{T+1}^2/m_{T+1}) \succeq \mathbf{0} \\
\iff m_{T+1} \geq 0, \quad \sum_{t=0}^{T-1} (mt - m_{T+1}^2/m_{T+1}) \cos \left( \frac{2\pi jt}{T} \right) \geq 0 \quad j = 0, \ldots, T - 1 \\
\iff m_{T+1} \geq 0, \quad m_{T+1} \sum_{t=0}^{T-1} m_t \geq T m_{T+1}^2, \quad \sum_{t=0}^{T-1} m_t \cos \left( \frac{2\pi jt}{T} \right) \geq 0 \quad j = 1, \ldots, T - 1,
\]

where the first equivalence holds due to Schur complement, the third equivalence follows from Lemma 4.2, and the last equivalence follows from

\[
\sum_{t=0}^{T-1} \cos \left( \frac{2\pi jt}{T} \right) = \sum_{t=0}^{T-1} \text{Re}(\omega_j^t) = \text{Re} \left( \frac{1 - \omega_j^T}{1 - \omega_j} \right) = 0 \quad \text{for} \ j = 1, \ldots, T - 1,
\]

where \( \omega_j \) represent the \( j \)-th roots of unity. The other semidefinite constraint in (2) can be reformulated in a similar manner, and thus we end up with the following reformulation of (2).

\[
\mathbb{P}_\epsilon(\mathbf{w}) = \max \gamma
\]

\[
\begin{align*}
s.t. \quad & (m_0, \ldots, m_{T+1})^\top \in \mathbb{R}^{T+2}, \quad \beta \in \mathbb{R}, \quad \gamma \in \mathbb{R} \quad (4a) \\
& m_{T+1} \geq 0, \quad m_{T+1} - \gamma T + \beta \geq 0, \quad \beta = m_{T-t} \quad t = 1, \ldots, T - 1 \quad (4b) \\
& m_{T+1} \sum_{t=0}^{T-1} m_t \geq T m_{T+1}^2, \quad (m_{T+1} - \gamma T + \beta) \left( m_0 - \frac{1}{2} + \sum_{t=1}^{T-1} m_t \right) \geq T(m_T + \frac{1}{2})^2 \quad (4c) \\
& m_0 - \frac{1}{2} + \sum_{t=1}^{T-1} m_t \cos \left( \frac{2\pi jt}{T} \right) \geq 0 \quad j = 1, \ldots, T - 1 \quad (4d) \\
& \epsilon \beta + T \sum_{t=0}^{T-1} (\rho_t \mathbf{w}^\top \Sigma \mathbf{w} + (\mathbf{w}^\top \mu)^2) m_t + 2T \mathbf{w}^\top \mu m_T + m_{T+1} \leq 0 \quad (4e)
\end{align*}
\]

\(^2\)The end result still holds when \( m_{T+1} = 0 \), which can be treated via case distinction. However, we omit this argument for the sake of brevity.
Note that all constraints in (4) are either linear or hyperbolic, i.e., second-order cone representable. Hence, we have reformulated formulation (2) as a second-order cone program. Below, we derive an analytical solution for $P_c(w)$. Suppose that $x=(m_0,\ldots,m_{T+1},\beta,\gamma)^T$ is an optimal solution to formulation (4). Construct a new solution

$$x' = \begin{pmatrix}
\left(\sum_{t=0}^{T-1} m_t - \frac{1}{2}\right)/T + \frac{1}{2} \sum_{t=0}^{T-1} m_t - \frac{1}{2}
\vdots
\sum_{t=0}^{T-1} m_t - \frac{1}{2}
\end{pmatrix}^T
\begin{pmatrix}
m_0 \\
m_1 \\
m_T \\
\sum_{t=0}^{T-1} m_t - \frac{1}{2}
\end{pmatrix}
$$

$x'$ satisfies all constraints of (4) except (4d)–(4e) because the transformation from $x$ to $x'$ preserves $\sum_{t=0}^{T-1} m_t$, i.e., $\sum_{t=0}^{T-1} m'_t = \sum_{t=0}^{T-1} m_t$. In the following, we argue that $x'$ is indeed feasible in the view of constraints (4d)–(4e) as well.

For constraint (4d), $x'$ is indeed feasible because $m'_0 - \frac{1}{2} = m'_1 = m'_2 = \ldots = m'_{T-1}$ and $\sum_{t=1}^{T-1} \cos(\frac{2\pi j t}{T}) = -1$, as previously pointed out in (3).

For constraint (4e), it is easier to look at the original version of this constraint in (2), i.e., $\beta + \frac{1}{T} (\Omega(w), M) \leq 0$. Note that, it is sufficient to show that

$$\text{circ}(m'_0, m'_1, \ldots, m'_{T-1}) \leq \text{circ}(m_0, m_1, \ldots, m_{T-1}).$$

We let $m'$ denote the value shared by $m'_1, \ldots, m'_{T-1}$. Since the difference between two circulant matrices remains circulant, the above positive semidefinite constraint holds iff

$$\text{circ}(m' + \frac{1}{2} - m_0, m' - m_1, \ldots, m' - m_{T-1}) \leq 0$$

$$\iff m' + \frac{1}{2} - m_0 + \sum_{t=1}^{T-1} (m' - m_t) \omega_j^t \leq 0 \quad j = 0, \ldots, T - 1$$

$$\iff m' + \frac{1}{2} - m_0 + \sum_{t=1}^{T-1} (m' - m_t) \omega_j^t \leq 0 \quad j = 1, \ldots, T - 1$$

$$\iff \frac{1}{2} + m' \sum_{t=0}^{T-1} \omega_j^t \leq \sum_{t=0}^{T-1} m_t \omega_j^t \quad j = 1, \ldots, T - 1$$

$$\iff \frac{1}{2} + m' \left(\frac{1-\omega_j^T}{1-\omega_j}\right) \leq \sum_{t=0}^{T-1} m_t \omega_j^t \quad j = 1, \ldots, T - 1$$

$$\iff \frac{1}{2} \leq \sum_{t=0}^{T-1} m_t \text{Re}(\omega_j^t) \quad j = 1, \ldots, T - 1$$

$$\iff m_0 - \frac{1}{2} + \sum_{t=1}^{T-1} m_t \cos\left(\frac{2\pi j t}{T}\right) \geq 0 \quad j = 1, \ldots, T - 1$$

$$\iff \text{Feasibility of } x,$$

where the first equivalence is a consequence of Lemma 4.2 and the second equivalence excludes the case where $\omega = 1$ which trivially holds because the definition of $m'$ implies $T m' + \frac{1}{2} = \sum_{t=0}^{T-1} m'_t = \sum_{t=0}^{T-1} m_t$.

Therefore, $x'$ is feasible to (4) and also optimal because it shares the same objective function value with
the original optimal solution \( x \). It follows that, without loss of optimality, we can assume that \( m_0 - \frac{1}{2} = m_1 = \cdots = m_{T-1} \) in (4). Finally, we obtain the analytical solution to (4) in Theorem 4.1 below.

**Theorem 4.1** (worst-case growth rate). If 
\[
1 - w^\top \mu > \sqrt{\frac{(1 + (T - 1)\bar{\rho})\epsilon}{(1 - \epsilon)^2}} \| \Sigma^{1/2} w \|, 
\]
then
\[
P_\epsilon(w) = \frac{1}{2} \left( 1 - \left( 1 - w^\top \mu + \sqrt{\frac{(1 - \epsilon)(1 + (T - 1)\bar{\rho})}{cT} \| \Sigma^{1/2} w \|} \right)^2 - \frac{T - 1 - (T - 1)\bar{\rho}}{cT} w^\top \Sigma w \right),
\]
where \( \bar{\rho} \) is a constant defined as \( \left( \sum_{t=1}^{T-1} \rho_t \right)/(T - 1) \).

**Proof.** The latest implication of the discussion prior the theorem suggests that there exists an optimal matrix \( M \) which is compound symmetric (see [7, Definition 5]). Therefore, (2) reduces to an optimization problem with two positive semidefinite constraints involving compound symmetric matrices. The claim thus follows by invoking [7, Lemma 1] through appropriate variable substitutions.

**Remark 4.1.** When \( \bar{\rho} = 0 \), we recover the result from [7, Theorem 2] which provides a solution for the special case where \( \rho_1 = \cdots = \rho_{T-1} = 0 \). However, Theorem 4.1 generalizes this result and implies that [7, Theorem 2] holds as long as \( \sum_{t=1}^{T-1} \rho_t = 0 \).

**Corollary 4.1** (maximizing worst-case growth rate). If 
\[
1 - w^\top \mu > \sqrt{\frac{(1 + (T - 1)\bar{\rho})\epsilon}{(1 - \epsilon)^2}} \| \Sigma^{1/2} w \|, 
\]
then an investor who seeks to identify a portfolio \( w \in \mathbb{R}^N_+ \) maximizing \( P_\epsilon(w) \) solves the following second-order cone program.

\[
\begin{align*}
\min & \quad \left\| \left( 1 - w^\top \mu + v \sqrt{\frac{(1 - \epsilon)(1 + (T - 1)\bar{\rho})}{cT}}, v \sqrt{\frac{T - 1 - (T - 1)\bar{\rho}}{cT}} \right) \right\| \\
\text{s.t.} & \quad w \in \mathbb{R}^N_+, \ v \in \mathbb{R}, \ v \geq \| \Sigma^{1/2} w \|
\end{align*}
\]

**Proof.** The claim immediately follows from Theorem 4.1 and so the proof is omitted.

5. Extension to a General Correlation Matrix

In this section, we make an observation that the result discussed in Section 4 can be used as a good approximation to the case with a general correlation matrix. Recall that the correlation matrix \( P \) defined in (1) is composed of at most \( \lfloor (T - 1)/2 \rfloor \) different correlation terms due to the assumption that \( \rho_t = \rho_{T-t} \). Indeed, one might argue that this assumption is restrictive. If we relax this assumption, then the correlations...
(of a weak-sense stochastic process $\tilde{\eta}$) are expressed as a matrix of the form

$$
\mathbf{P} = \begin{bmatrix}
\rho_0 & \rho_1 & \ldots & \rho_{T-1} \\
\rho_1 & \rho_0 & \ldots & \rho_{T-2} \\
\vdots & \vdots & \ddots & \vdots \\
\rho_{T-1} & \rho_{T-2} & \ldots & \rho_0
\end{bmatrix}
$$

because the correlation between $\tilde{\eta}_s$ and $\tilde{\eta}_t$ depends solely on the difference between $s$ and $t$; see e.g. [14].

**Remark 5.1.** For a general correlation matrix, we defined $\bar{\rho}$ as $\frac{2}{T(T-1)} \sum_{t=1}^{T-1} (T-t) \rho_t$. Then, we can apply Theorem 4.1 to approximate $\mathbb{P}_\epsilon(w)$ by using $\bar{\rho}$ as an input to the model, and we denote the approximation by $\mathbb{P}'_\epsilon(w)$. We remark that, in view of Theorem 4.1, the approximate worst-case growth rate $\mathbb{P}'_\epsilon(w)$ is obtained under a correlation matrix $\mathbf{P}'$ with $\rho_t = \bar{\rho}$ for all $t = 1, \ldots, T-1$.

We can then compare the approximate worst-case growth rate $\mathbb{P}'_\epsilon(w)$ with its exact value $\mathbb{P}_\epsilon(w)$ which is obtainable by solving the semidefinite program (2). The approximation errors defined by

$$
\text{error} = \frac{2(\mathbb{P}'_\epsilon(w) - \mathbb{P}_\epsilon(w))}{|\mathbb{P}'_\epsilon(w)| + |\mathbb{P}_\epsilon(w)|} \times 100\%
$$

are presented in Figure 1 below. In this experiment, we assume that the portfolio return and standard deviation are 15% and 20%, respectively, and we set $\epsilon$ equal to 15%. Note that these parameters are in line with their respective typical annual ranges (see [15]). Furthermore, we randomly generate the correlations $\rho_t$ from a uniform distribution on the interval $[0, 0.2]$. For each value of $T$, we repeat the experiment for 20 times to get a meaningful approximation error. From Figure 1, it can be observed that the approximation errors are very small. Furthermore, interestingly, the errors are all negative, i.e., $\mathbb{P}_\epsilon(w) \geq \mathbb{P}'_\epsilon(w)$. We ascertain this observation with Proposition 5.1 below.

![Figure 1: Approximation errors for $T = 4, 8, \ldots, 72$ (shown are 10%, 25%, 50%, 75%, 90% quantiles and outliers).](image-url)
Table 1: Means and standard deviations of the 10 Industry Portfolios data set.

<table>
<thead>
<tr>
<th>Asset universe N</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean (%)</td>
<td>0.85</td>
<td>0.75</td>
<td>0.98</td>
<td>1.25</td>
<td>0.87</td>
<td>0.76</td>
<td>0.89</td>
<td>0.65</td>
<td>0.98</td>
<td>0.45</td>
</tr>
<tr>
<td>Standard deviation (%)</td>
<td>3.44</td>
<td>8.53</td>
<td>5.41</td>
<td>6.19</td>
<td>5.52</td>
<td>4.66</td>
<td>4.24</td>
<td>3.66</td>
<td>3.79</td>
<td>5.62</td>
</tr>
</tbody>
</table>

Proposition 5.1. Let $\hat{\rho}$ denote $\frac{2}{T(T-1)} \sum_{t=1}^{T-1} (T-t) \rho_t$. If $1 - w^T \mu > \sqrt{\frac{(1+(T-1) \rho)}{(1-\epsilon)} \| \Sigma^{1/2} w \|}$, then $P_\epsilon(w) \geq P'_\epsilon(w)$.

Proof. For the proposition to hold, it suffices to prove that an optimal solution $(M, \beta, \gamma)$ in the view of $P'_\epsilon(w)$ is feasible in the problem determining $P_\epsilon(w)$; see (2). From the intermediate results in Section 4, we can assume without loss of generality that $M$ is a matrix of the following form

$$M = \begin{bmatrix} m11^T + \frac{1}{2} I & mT1 \\ mT1^T & mT+1 \end{bmatrix} \succeq 0.$$ 

The statement of the proposition immediately follows if one can show that $\langle M, \Omega'(w) - \Omega(w) \rangle = 0$, where $\Omega(w)$ is a second-order moment matrix corresponding to the general correlation matrix $P$ and $\Omega'(w)$ is that corresponding to the approximate correlation matrix $P' = (1 - \hat{\rho}) I + \hat{\rho} 11^T$ (see Remark 5.1). Note that since mean and variance are stationary,

$$\langle M, \Omega'(w) - \Omega(w) \rangle = 0 \iff \langle m11^T + \frac{1}{2} I, P - P' \rangle = 0 \iff \langle 11^T, P - P' \rangle = 0,$$

where the relation on the right follows from that $P$ and $P'$ share the same main diagonal $1$. The claim thus follows from the definition of $\hat{\rho}$ which ensures that the sum of all elements in $P$ is equal to the sum of all elements in $P'$ as $1^T P 1 = T + 2 \sum_{t=1}^{T-1} (T-t) \rho_t$ and $1^T P' 1 = T + (T-1) \hat{\rho}$. ■

6. Numerical Experiment

We perform an experiment to determine a worst-case growth rate of every mean-variance efficient portfolio under different values of $\hat{\rho}$ ranging from 0% to 20% with a step size of 5%. In this experiment, $\mu$ and $\Sigma$ are calculated from 10 Industry Portfolios data set (from January 2003 until December 2012) provided in Fama-French\(^3\) online data library. The means and the standard deviations of the monthly returns of these 10 assets are given in Table 1\(^4\). Figure 2 displays the worst-case growth rates of all efficient portfolios when $T$ and $\epsilon$ are set to 360 months and 20%, respectively.

\(^3\)http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html

\(^4\)We exclude the covariances from Table 1 due to the lack of space.
Figure 2: (Left) $P_{\epsilon}(w)$ calculated for every mean-variance efficient portfolio $w$ starting from the minimum-variance portfolio on the left to maximum-expectation portfolio on the right. (Right) Portfolio weights of the ones maximizing $P_{\epsilon}(w)$.

It can be seen that the optimal portfolio in view of Corollary 4.1 is shifted towards the minimum-variance portfolio as $\bar{\rho}$ increases. Since the minimum-variance portfolio is the most risk-averse portfolio on the efficient frontier, we may say that the risk of the considered market increases with $\bar{\rho}$. We relegate the discussion of this phenomenon to Section 7. In terms of the wealth distribution, we can see that assets with low variances (especially, assets #1, #7, #8, #9) are preferred.

7. Discussion & Conclusion

We observe that under the same first- and second-order moments of the asset return distribution, only aggregate autocorrelation $\bar{\rho}$ alters $P_{\epsilon}(w)$. That is, individual changes in $\rho_t$, $t = 1, \ldots, T - 1$ contribute to no risk in our model as long as the aggregate correlation $\bar{\rho}$ remains the same. Moreover, as a consequence from Theorem 4.1, we make the following observation which encapsulates the financial risk from autocorrelations in the covariance matrix $\Sigma$ of the asset return distribution.

To elaborate this finding, we consider another representation of the result from Theorem 4.1, where we consider $-P_{\epsilon}(w)$ as the total risk associated with portfolio $w$,

$$-P_{\epsilon}(w) = \frac{1}{2\epsilon}w^T\hat{\Sigma}w - \frac{1}{2}\left(1 - \left(1 - w^T\mu + \sqrt{\frac{1-\epsilon}{\epsilon T}}\|\hat{\Sigma}^{1/2}w\|\right)^2 + \frac{1}{\epsilon T}w^T\hat{\Sigma}w\right),$$

where $\hat{\Sigma}$ is a modified covariance matrix defined by $(1 + (T - 1)\bar{\rho})\Sigma$. From this reformulation of $-P_{\epsilon}(w)$, the term $\frac{1}{2\epsilon}w^T\Sigma w$ is independent of the autocorrelations. Hence, we refer to this term as a persistent risk and refer to the remaining part as a compounding risk.
The persistent risk is intuitive as it is proportional to portfolio variance $\mathbf{w}^\top\Sigma\mathbf{w}$ and inversely proportional to $\epsilon$. To understand the compounding risk better, assume that there are two investors sharing the same asset universe $\mathcal{N}$, the same investment horizon $T$, and the same probabilistic preference $\epsilon$. The first investor believes that the mean and covariance matrix of the asset return distribution are given by $\mu^{(1)}$ and $\Sigma^{(1)}$, respectively, and her aggregate autocorrelation is $\bar{\rho}^{(1)}$. The second investor believes that the market is serially uncorrelated (implying that her $\bar{\rho}^{(2)}$ is $0$). If we further assume that the both investors share the same mean information, i.e., $\mu^{(2)} = \mu^{(1)}$, but the covariance matrix of the second investor is $\Sigma^{(2)} = (1+(T-1)\bar{\rho}^{(1)})\Sigma^{(1)}$.

Compounding risk calculated under the view of the first investor is equivalent to that calculated under the view of the second investor. This allows us to transform a serially correlated market to a serially uncorrelated market by absorbing the autocorrelations in the covariance matrix.

Further to this observation, when $\bar{\rho} > 0$, the modified covariance matrix $\tilde{\Sigma} = (1+(T-1)\bar{\rho})\Sigma$ is larger (with respect to both non-negative and positive semidefinite cones) as $\bar{\rho}$ increases, implying that the investors are exposed to a higher compounding risk. Hence, they should exercise more caution as they are more exposed to potential losses. Indeed, when the autocorrelation is positive, then the market is inclined to move either upwards or downwards. By being robust, we take into account the possibility of the market moving downwards, putting more mass in the left tail of the distribution of the total profit under the worst case.
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