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With increasing penetration of renewable energy into the power grid and its intermittent nature, it is crucial and challenging for system operators to provide reliable and cost effective daily electricity generation scheduling. In this dissertation, we present our recently developed innovative modeling and solution approaches to address this challenging problem. We start with developing several optimization-under-uncertainty models, including both stochastic and robust optimization ones, to solve reliability unit commitment problems for Independent System Operators (ISOs) so as to ensure power system cost efficiency while maintaining a high utilization of renewable energy. Then, we extend our research to study data-driven risk-verse two-stage stochastic program, for which the distribution of the random variable is within a given confidence set. By introducing a new class of probability metrics, we construct the confidence set based on historical data, and provide a framework to solve the problem for both discrete and continuous distribution cases. Our approach is guaranteed to obtain an optimal solution and in addition, we prove that our risk-verse stochastic program converges to the risk-neutral case as the size of historical data increases to infinity. Moreover, we show the “value of data” by analyzing the convergence rate of our solution approach. Finally, we illustrate examples of using this framework and discuss its application on renewable energy integration.
CHAPTER 1
INTRODUCTION

The Unit Commitment (UC) problem is one of the most important problems in power systems, which evolves determining effective on/off daily scheduling of generation units, to satisfy the forecasted electricity consumption over a given time horizon, while adhering to the units’ physical and transmission constraints at minimum operation cost. The “unit commitment” decision is to determine the start-up and shut-down schedule of generation units of each hour over the planning time horizon while satisfying the start-up/shut-down and on/off status constraints. The “economic dispatch” decision is the one that can make the electricity supply meet the electricity load simultaneously, with consideration of generation and transmission constraints.

In the wholesale electricity markets, an Independent System Operator (ISO) accepts bids from both supply and load sides, and runs the unit commitment problem to obtain the generation schedule, to keep the power system balanced. However, the increasing integration of intermittent renewable energy into the power system brings a high degree of uncertainty to both the supply side and the load side, and consequently brings profound challenges to the ISO in order to maintain a stable and reliable power grid. On one hand, government policies encourage the large scale penetration of renewable energy, which leads to positive impacts on greenhouse gas reduction, water conservation, and energy security. For instance, the system operators in some regions, such as Germany, consider renewable energy as a higher priority over other conventional generation sources [23]. Besides, the California Public Utilities Commission enforces at least 33 percentages of the electricity retail sales from the renewable energy by 2020 [39]. On the other hand, due to the intermittent nature of renewable energy, it is very difficult to accurately predict its output. The inaccurate forecast of renewable energy output introduces considerable uncertainties into the system operator’s decision-making process. If the uncertainties cannot be
handled well, transmission violations, load blackouts and even cascading failures may occur in real time, which could cause high-priced remedy actions to correct potential system imbalance. Over the years, industry puts significant efforts on dealing with uncertainties in the power system and has developed many effective ways to handle the uncertainties. One way to prevent the system imbalance caused by the uncertain system environment is to reserve generation capacity, e.g., the operating reserves. For example, at MISO, the operating reserves include regulating reserve, spinning reserve, and supplemental reserve [15]. Although operating reserves are regarded as effective ways to accommodate uncertainties, they are not sufficient to cover larger uncertainties, such as renewable energy output uncertainties. Recently, two-stage stochastic and robust optimization approaches have been studied extensively to accommodate uncertainties.

For the two-stage stochastic optimization approach, the day-ahead unit commitment decision is made in the first stage before the uncertain problem parameter representing the real time information is realized and the economic dispatch amount is made in the second stage after the uncertain parameter is realized. The objective is to minimize the total expected cost and the uncertain problem parameter (e.g., wind power) is captured by a number of scenarios. In recent works, significant contribution has been made by using the stochastic optimization models to solve the unit commitment problem under uncertainties, in particular, under wind power output uncertainty. For instance, recently in [5], [64], and [63], a stochastic unit commitment model is introduced for short-term operations to integrate wind power in the Liberalised Electricity Markets. This model has been successfully implemented and used in several wind power integration studies. In addition, a stochastic formulation, which allows the explicit modeling of the sources of uncertainty in the unit commitment problem, is proposed in [55], a two-stage security-constrained unit commitment (SCUC) algorithm that considers the unit commitment decision in the first stage and takes into account the
intermittency and volatility of wind power generation in the second stage is introduced in [70], and a stochastic unit commitment model, considering various wind power forecasts and their impacts on unit commitment and dispatch decisions, is proposed in [69]. Significant research progress has also been made to solve security-constrained stochastic unit commitment models. For instance, security-constrained stochastic unit commitment formulations addressing market-clearing are described in [13] and the corresponding case studies are performed in [14]. In [75], a scenario-tree based stochastic security-constrained unit commitment is studied. Most recently, two-stage stochastic programming approaches have been studied to consider both slow-start and fast-start generators in [49], in which the slow-start generators are committed in the first stage and fast-start generators are committed in the second stage. These approaches have also been studied to estimate the contribution of demand flexibility in replacing operating reserves in [48] and ensure high utilization of wind power output by adding additional chance constraints in [71].

In practice, a significant amount of available data for ISOs/RTOs makes it possible to take samples and generate scenarios for the stochastic optimization approach. However, it is always challenging for the stochastic optimization approach to deal with large-sized instances when the scenario size increases significantly. Therefore, different scenario reduction approaches have been proposed to select important scenarios. In this way, the small sample size may lead to the feasibility issues. That is, the day-ahead unit commitment decision might not be feasible for some scenarios which are not selected. Recently, robust optimization approaches have been proposed to ensure the robustness and make the day-ahead unit commitment feasible for most outcomes of the real time uncertain input parameter. For the robust optimization approach, the uncertain parameter is described within a given deterministic uncertainty set and the objective is to minimize the worst-case cost that includes the first-stage unit commitment and the second-stage economic dispatch costs. Recent research works include two-stage
robust unit commitment model and Benders’ decomposition algorithm developments to ensure system robustness under load uncertainties introduced in \cite{32} and \cite{7}, two-stage robust optimization models with slightly different uncertainty sets to provide robust day-ahead unit commitment decisions under wind power output uncertainties presented in \cite{78} and \cite{30}, a robust bidding strategy in a pool-based market by solving a robust mixed-integer linear program and generating a bidding curve described in \cite{5}, a robust optimization model to integrate PHEVs into the electric grid to handle the most relevant planning uncertainties proposed in \cite{28}, and a robust optimization approach to solve contingency-constrained unit commitment with $N$-$k$ security criterion and decide reserve amounts to ensure system robustness introduced in \cite{59}.

The advantage of the robust optimization approach is that it requires minimal information of the input uncertain parameter (as long as the information is sufficient to generate the deterministic uncertainty set) and ensures the robustness of the obtained unit commitment decision, i.e., the day-ahead unit commitment decision is feasible for most outcomes of the real time uncertain problem parameter. However, this approach always faces the challenges on its over conservatism, due to its objective function of minimizing the worst-case cost, because the worst case happens rarely.

In this dissertation, we present our recently developed innovative modeling and solution approaches to address the unit commitment problem. We start with developing several optimization-under-uncertainty models, including both stochastic and robust optimization ones, to solve reliability unit commitment problems for ISOs so as to ensure power system cost efficiency while maintaining a high utilization of renewable energy. In addition, to address the shortages of stochastic optimization and robust optimization approaches, we propose an innovative unified stochastic and robust unit commitment model to take advantage of both stochastic and robust optimization approaches. Then, we extend our research to study the data-driven risk-averse two-stage stochastic program, in which the distribution of the random variable is within a given confidence
set. Finally, we apply the proposed data-driven risk-averse two-stage stochastic optimization framework to power system problems. In this dissertation, we unfold the discussion as follows.

In Chapter 2, we describe a multi-stage robust unit commitment problem considering wind and demand response (DR) uncertainties. In this chapter, DR programs are introduced as reserve resource to mitigate wind power output uncertainty. However, the price-elastic demand curve is not exactly known in advance, which provides another dimension of uncertainty. To accommodate the combined uncertainties from wind power and DR, we allow the wind power output to vary within a given interval with the price-elastic demand curve also varying in this dissertation. We develop a robust optimization approach to derive an optimal unit commitment decision for the reliability unit commitment runs by ISOs/RTOs, with the objective of maximizing total social welfare under the joint worst-case wind power output and demand response scenario. The problem is formulated as a multi-stage robust mixed-integer programming problem. An exact solution approach leveraging Benders’ decomposition is developed to obtain the optimal robust unit commitment schedule for the problem. Additional variables are introduced to parameterize the conservatism of our model and avoid over-protection. Finally, we test the performance of the proposed approach using a case study based on the IEEE 118-bus system. The results verify that our proposed approach can accommodate both wind power and demand response uncertainties, and demand response can help accommodate wind power output uncertainty by lowering the unit load cost.

In Chapter 3, we propose a novel unified stochastic and robust unit commitment model that takes advantage of both stochastic and robust optimization approaches, that is, this innovative model can achieve a low expected total cost while ensuring the system robustness. By introducing weights for the components for the stochastic and robust parts in the objective function, system operators can adjust the weights based
on their preferences. Finally, a Benders’ decomposition algorithm is developed to solve the model efficiently. The computational results indicate that this approach provides a more robust and computationally trackable framework as compared to the stochastic optimization approach and a more cost-effective unit commitment decision as compared to the robust optimization approach.

Chapter 4 presents a data-driven risk-averse two-stage stochastic optimization framework. In most practice, the actual distribution of a random parameter is unknown. Instead, only a series of historic data are available. In this chapter, we develop a data-driven stochastic optimization approach to provide a risk-averse decision making under uncertainty. In our approach, starting from a given set of historical data, we first construct a confidence set for the unknown probability distribution utilizing a class of $\zeta$-structure probability metrics. Then, we describe the reference distributions and solution approaches to solve the developed two-stage risk-averse stochastic program, corresponding to the given set of historical data, for the cases in which the true probability distributions are discrete and continuous, respectively. More specifically, for the case in which the true probability distribution is discrete, we reformulate the risk-averse problem to a traditional two-stage robust optimization problem. For the case in which the true probability distribution is continuous, we develop a sampling approach to obtain the upper and lower bounds for the risk-averse problem, and prove that these two bounds converge to the optimal objective value exponentially fast as the sample size increases. Furthermore, we prove that, for both cases, as more data samples are observed, the risk-averse problem converges to the risk-neutral one exponentially fast as well. Finally, the experimental results on newsvendor and facility location problems show how numerically the optimal objective value of the risk-averse stochastic program converges to the risk-neutral one, which indicates the value of data.

Chapter 5 utilizes the data-driven risk-averse two-stage stochastic optimization techniques to solve the unit commitment problem under renewable energy output
uncertainty. The traditional way to describe the renewable energy output uncertainty is to assume the output follows a certain distribution, e.g., Normal distribution and Weibull distribution. However, in practice, the information about the renewable energy output is usually incomplete, and the inaccurate distribution assumption may lead to biased UC and ED solutions. In this chapter, instead of assuming the distribution of renewable energy output is known, a series of historical data, which are drawn from the true distribution, are observed. We construct the confidence set of the renewable energy output distribution, and propose a risk-averse approach to address the unit commitment problem under renewable energy output uncertainty. That is, we consider the worst case distribution in the confidence set. We introduce the Wasserstein distribution metric and propose the solution approaches to tackle the data-driven risk-averse stochastic optimization framework. We prove that as the number of historical data goes to infinity, the risk-averse solution converges to the risk-neutral solution. Our case study on the IEEE 118-bus system verifies the effectiveness of our proposed solution approach.

Finally, Chapter 6 concludes the dissertation and provides general suggestions for future research.
CHAPTER 2
MULTI-STAGE ROBUST UNIT COMMITMENT CONSIDERING WIND AND DEMAND RESPONSE UNCERTAINTIES

2.1 Problem Description and Literature Review

In recent years, wind energy penetration has increased substantially and is expected to continue growing in the future. For example, the U.S. Department of Energy described a scenario that wind energy could generate 20% of nation’s electricity by 2030 [44]. However, due to its intermittent nature, wind power is inherently very difficult to predict. Moreover, the magnitude of wind power output variance is much larger than that of the traditional load variance. As a result, traditional power system operation methods are insufficient to maintain system reliability. Due to physical constraints of the power system (e.g., ramping limits of conventional generators and transmission line capacities), wind power curtailment occurs frequently, which consequently leads to low utilization of wind power and dampens the incentive of wind power investment in the long run. Therefore, the system operators in some regions, such as Germany, consider renewable energy a higher priority over the other conventional generation sources [23].

Recent studies have focused on developing stochastic optimization models with the objective of minimizing the total expected cost, including a short-term stochastic rolling unit commitment model [5, 63], a stochastic unit commitment model to calculate reserve requirements by simulating the wind power realizations and comparing its performance with the traditional pre-defined reserve requirements [12], and a study on the impacts of wind power on thermal generation unit commitment [65]. Related research can also be found in [55], [70], and [69]. All of this research indicates that wind power output uncertainty and wind power forecast errors have a significant impact on unit commitment.
and dispatch, and more advanced power system operation methods are required to make the system reliable.

More recently, to ensure high utilization of wind power, a chance constrained optimization model [71] and a robust optimization model [31] have been developed to solve the problem. In the former case, a chance constraint is developed to ensure that a portion of the wind power output (e.g., 90%) be utilized at a certain probability. In this way, the risk of a large amount of wind power being curtailed can be adjusted by the system operators. In the latter case, wind power output is assumed to lie within an interval defined by quantiles. All of the wind power output within this interval will be utilized. Unit commitment decisions are then made by considering the worst-case wind power output scenario. While these two approaches ensure high utilization of wind power output, both approaches tend to commit more conventional generators to accommodate the wind power output uncertainty. As an alternative, a pumped storage hydro unit is considered in [31]. Pumped storage hydro is flexible and easy to operate, and can reduce the total cost under the worst-case scenario significantly. However, due to locational and geographical limitations, pumped storage hydro units can not be widely adopted.

In comparison, demand response (DR) has been shown to be an efficient approach to reduce peak load [60] [35]. It also has potential to accommodate wind power output uncertainty. For instance, when the wind power output is higher than expected, DR programs can help absorb the extra wind power. On the other hand, DR programs can help decrease the load when the wind power output is low. More importantly, this approach can be widely applied, as compared to pumped storage hydro.

In general, DR aims to manage end-use consumers’ electricity consumption patterns via time-varying prices, or by offering financial incentives to reduce the consumption of electricity at times of high electricity prices or when system reliability is jeopardized [43]. DR can benefit load-serving entities, consumers, and Independent
In particular, for ISOs (the focus of this chapter), DR can help balance electricity consumption and generation, and can therefore ensure a more stable, reliable and controllable power grid.

The U.S. Department of Energy predicted that by 2019, the total U.S. peak demand could be reduced 20% by DR with full participation [41]. In order to “ensure that demand response is treated comparably to other resources,” the Federal Energy Regulatory Commission (FERC) requires that ISOs and Regional Transmission Organizations (RTOs) “accept bids from demand response resources in their markets for certain ancillary services, comparable to other resources” [40]. Several regional grid operators (e.g., NYISO, PJM, ISO-NE, and ERCOT) have provided opportunities for consumers to participate in DR programs in order to integrate DR resources into the wholesale energy market step by step.

In most research, the price-elastic demand curve is characterized by price elasticity, which represents the sensitivity of electricity demand ($Q$) with respect to the change of price ($P$) [2, 61]. For a small change in price ($\Delta P$), price elasticity is defined as

$$\alpha = \frac{\Delta Q/Q}{\Delta P/P}. \tag{2-1}$$

In [60], the elasticity value is simplified as $\alpha = \Delta Q/\Delta P$, resulting in a linearized price-elastic demand curve. In [34], the price-elastic demand curve is approximated as a stepwise linear curve. In [36], provided that the change in price of one commodity will not only affect its demand, but also may affect the demand of another commodity, the concept of “self-elasticity” and “cross-elasticity” is developed. The chapter also analyzes how these elasticities can model consumers’ behaviors and the set of spot prices.

In the above research, DR was mostly modeled as a fixed price-elastic demand curve. However, due to a variety of reasons including lack of attention, latency in communication, and change in consumption behavior, the actual price-elastic demand curve is uncertain in nature [47]. In other words, the actual response from
the consumers in real time could be different from the forecasted values. Therefore, the consumer behavior should be modeled by an uncertain price-elastic demand curve, which means consumers have different response patterns to the electricity prices under different scenarios. In this case, the price-elastic demand curve can vary within a certain range. Hence, we propose an efficient robust unit commitment approach that can consider wind power output uncertainty and inexact DR information in this chapter. We assume wind power output is within a given interval and the price-elastic demand curve is also varying within a given range. The objective is to maximize the social welfare (defined in Section 2.3) under the worst-case joint wind power output and price-elastic demand curve scenario. Our first stage variables are unit commitment decisions; the second stage considers economic dispatch for each thermal generator after the worst-case wind power output scenario is realized; in the third stage, we consider the worst-case price-elastic demand curve. By using this robust optimization approach, the reliability unit commitment run process (e.g., referred as reliability unit commitment at ERCOT and reliability assessment commitment at Midwest ISO) at each ISO can be strengthened. As compared to the recent works on robust optimization to solve power system optimization problems \([4, 28, 31, 59]\), the contributions of this chapter can be summarized as follows:

1. Both wind power output and demand response uncertainties are considered in the unit commitment problem.

2. A multi-stage robust optimization model is developed to formulate the problem, as compared to previously studied two-stage robust optimization models.

3. A tractable solution approach is proposed to solve the multi-stage robust optimization problem and the computational results verify the effectiveness of our proposed approach.

The remainder of the chapter is organized as follows. In Section 2.3, we describe how to formulate the uncertainty sets describing the uncertain wind power output and the uncertain region of the price-elastic demand curve. We then derive a multi-stage
robust optimization model to decide the optimal robust unit commitment schedule. In Section 2.4, we take advantage of the problem structure and transform the multi-stage robust optimization problem into a two-stage problem. Then, we develop a Benders’ decomposition algorithm to solve the problem. In Section 2.5, we provide case studies and examine associated computational results. We conclude with a summary of our contributions and discussions in Section 2.6.

2.2 Nomenclature

A. Sets and Parameters

$T$ Set of time periods.

$B$ Set of buses.

$K$ Set of steps introduced to approximate the price-elastic demand curve.

$G_b$ Set of generators at bus $b$.

$\Omega$ Set of transmission lines linking two buses.

$SU_i^b$ Start-up cost for generator $i$ at bus $b$.

$SD_i^b$ Shut-down cost for generator $i$ at bus $b$.

$MU_i^b$ Minimum up-time for generator $i$ at bus $b$.

$MD_i^b$ Minimum down-time for generator $i$ at bus $b$.

$L_i^b$ Lower bound of electricity generated by thermal generator $i$ at bus $b$.

$U_i^b$ Upper bound of electricity generated by thermal generator $i$ at bus $b$.

$RU_i^b$ Ramp-up rate limit for generator $i$ at bus $b$.

$RD_i^b$ Ramp-down rate limit for generator $i$ at bus $b$.

$C_{ij}$ Transmission capacity for the transmission line linking bus $i$ and bus $j$.

$K_{ij}^b$ Line flow distribution factor for the transmission line linking bus $i$ and bus $j$, due to the net injection at bus $b$, as described in [73].

$D_{tb}^0$ The inelastic part of demand at bus $b$ in time period $t$. 
\( D_{tb}^M \): The maximum demand at bus \( b \) in time period \( t \).

\( W_t^b \): The forecasted wind power output at bus \( b \) in time period \( t \).

\( W_t^{b+} \): The upper deviation of the confidence interval for the wind power output at bus \( b \) in time period \( t \).

\( W_t^{b-} \): The lower deviation of the confidence interval for the wind power output at bus \( b \) in time period \( t \).

\( \varpi_t^b \): The upper bound for the total deviations of the real price-elastic demand curve from the forecasted curve at bus \( b \) in time period \( t \).

\( \pi_t^b \): The cardinality budget to restrict the number of time periods in which the wind power output is far away from its forecasted value at bus \( b \).

\( l_t^{bk} \): The \( k \)th step length in the price-elastic demand curve at bus \( b \) in time period \( t \).

\( p_t^{bk} \): The price at step \( k \) in the price-elastic demand curve at bus \( b \) in time period \( t \).

\( \alpha_t^b \): The given price elasticity at bus \( b \) in time period \( t \).

**B. Decision Variables**

\( y_{it}^b \): Binary variable to indicate if generator \( i \) is on at bus \( b \) in time period \( t \).

\( u_{it}^b \): Binary variable to indicate if generator \( i \) is started up at bus \( b \) in time period \( t \).

\( v_{it}^b \): Binary variable to indicate if generator \( i \) is shut down at bus \( b \) in time period \( t \).

\( w_t^b \): Wind power output at bus \( b \) in time period \( t \).

\( d_t^b \): Actual electricity demand at bus \( b \) in time period \( t \).

\( x_{it}^b \): Amount of electricity produced by generator \( i \) at bus \( b \) in time period \( t \).

\( h_t^{bk} \): The auxiliary variable introduced for demand at step \( k \) in the price-elastic demand curve at bus \( b \) in time period \( t \).

\( r_t^{b}(\cdot) \): The integral of the price-elastic demand curve at bus \( b \) in time period \( t \).

\( f_t^{b}(\cdot) \): The fuel cost function of generator \( i \) at bus \( b \).

**C. Random Parameters**

\( p_t^b \): Electricity price at bus \( b \) in time period \( t \).
2.3 Mathematical Formulation

In this section, we first describe the deterministic model for ISOs/RTOs to determine unit commitment decisions with the objective of maximizing total social welfare. In this model, the wind power output $w_i^b$ is assumed deterministic and the price-elastic demand curve is also certain. In general, demand will decrease when electricity price increases. However, some electricity consumption will not be affected by electricity prices, such as critical loads like hospitals and airports. We define this part of demand as “inelastic demand”. Accordingly, the other part of demand varying with electricity prices is referred to as “elastic demand” [60].

Figure 2-1. An example of price-elastic demand curve

In this chapter, we assume load at each bus includes both inelastic and elastic components. We can model the demand curve and supply curve as shown in Fig. 2-1. The electricity supply and demand reach an equilibrium at the intersection point $(d_i^b, p_i^b)$, corresponding to the electricity demand $d_i^b$ leading to the maximum social welfare, which is defined as the summation of consumer surplus and supplier surplus as shown in Fig. 2-1. Since the inelastic demand part has an infinite marginal value, we assume that the consumer surplus for the inelastic demand part is a constant as defined in [60]. In addition, for our price-elastic demand curve, we assume the elastic load is a non-increasing function of the electricity price (cf. [60], [36], and [42]). Let $D_{tb}^o$ be...
the inelastic demand at bus $b$ in time period $t$. Because the demand has the inelastic component, we have $d^b_t \geq D^b_{tb}$. We further impose an upper limit $D^M_{tb}$ on $d^b_t$, yielding: $D^b_{tb} \leq d^b_t \leq D^M_{tb}$. Accordingly, the social welfare is equal to the difference between the integral of the demand curve from $D^b_{tb}$ to $d^b_t$ (denoted as $r^b_t(d^b_t)$ in our model) plus a constant (i.e., the integral of the demand curve from 0 to $D^b_{tb}$) and the integral of the supply curve from 0 to $d^b_t$. In our model, for the calculation convenience, we omit the constant part in our objective function, which will provide the same optimal solution.

Finally, we let $f^b_i(x^b_i)$ represent the fuel cost for generator $i$ at bus $b$ in time period $t$. The deterministic model can be described as follows (denoted as D-UC):

### 2.3.1 Deterministic Model

$$\max \sum_{t \in T} \sum_{b \in B} r^b_t(d^b_t) - \sum_{t \in T} \sum_{b \in B} \sum_{i \in G_b}(f^b_i(x^b_i) + SU^b_i u^b_i + SD^b_i v^b_i)$$  \hspace{1cm} (2-2)

$$\text{s.t.}$$

$$-y^b_{i(t-1)} + y^b_t - y^b_k \leq 0, \hspace{1cm} \forall k : 1 \leq k - (t - 1) \leq MU^b_i, \forall t \in T, \forall b \in B, \forall i \in G_b$$  \hspace{1cm} (2-3)

$$y^b_{i(t-1)} - y^b_t + y^b_k \leq 1, \hspace{1cm} \forall k : 1 \leq k - (t - 1) \leq MD^b_i, \forall t \in T, \forall b \in B, \forall i \in G_b$$  \hspace{1cm} (2-4)

$$-y^b_{i(t-1)} + y^b_t - u^b_k \leq 0, \hspace{1cm} \forall t \in T, \forall b \in B, \forall i \in G_b$$  \hspace{1cm} (2-5)

$$y^b_{i(t-1)} - y^b_t - y^b_k \leq 0, \hspace{1cm} \forall t \in T, \forall b \in B, \forall i \in G_b$$  \hspace{1cm} (2-6)

$$L^b_i y^b_k \leq x^b_k \leq U^b_i y^b_k, \hspace{1cm} \forall t \in T, \forall b \in B, \forall i \in G_b$$  \hspace{1cm} (2-7)

$$x^b_i - x^b_{i(t-1)} \leq y^b_{i(t-1)}RU^b_i + (1 - y^b_{i(t-1)})MA^b_i, \hspace{1cm} \forall t \in T, \forall b \in B, \forall i \in G_b$$  \hspace{1cm} (2-8)

$$x^b_i - x^b_{i(t-1)} \leq y^b_{i(t)}RD^b_i + (1 - y^b_{i(t)})MA^b_i, \hspace{1cm} \forall t \in T, \forall b \in B, \forall i \in G_b$$  \hspace{1cm} (2-9)
In the above formulation, the objective function in (2–2) is to maximize the social welfare (without the constant part). Constraints (2–3) and (2–4) represent the minimum up-time and the minimum down-time restrictions respectively. Constraints (2–5) and (2–6) compute the unit start-up and shut-down state variables. Constraints (2–7) enforce the upper and lower limits of power output of each unit. Constraints (2–8) and (2–9) enforce the ramping rate limits of each unit. Constraints (2–10) ensure load balance and require the supply to meet the demand. Constraints (2–11) are transmission line capacity limits. Finally, constraints (2–12) enforce the lower and upper limits for actual demand, due to the contribution of elastic demand [61].

In the following subsections, we describe how to linearize the objective function, generate the uncertainty sets for the wind power output and price-elastic demand curve, and obtain a final robust optimization formulation.

2.3.2 Linearizing the Objective Function

There are two nonlinear terms in the objective function for (D-UC): \( r_t^b(d_t^b) \) and \( f_t^b(x_t^b) \). Now we describe how to linearize these two nonlinear terms.

2.3.2.1 Linearizing \( r_t^b(d_t^b) \)

The elasticity value determines the flexibility of the demand. We model the consumer demand response of the “elastic demand” part as a price-elastic demand curve. If price elasticity is constant, we can represent the price-elastic demand curve as:

\[
d_t^b = A_t^b(p_t^b)^{\alpha_t},
\]  

(2–14)
where $\alpha_t^b$ is the given price elasticity at bus $b$ in time period $t$, and $A_t^b$ is a parameter that can be decided by a given reference point $(d_{t^*}^b, \rho_{t^*}^b)$ [61].

Finally, note here that our proposed solution method can be applied to other modeling approaches of demand elasticity without loss of generality. For instance, for some ISOs/RTOs (e.g., MISO), the price-elastic demand curve itself is a step-wise function. As shown in Fig. 2-2, for a general price-elastic demand curve represented as (2–14), a step-wise function can be applied to approximate this price-elastic demand curve. We can approximate $r_t^b(d_t^b)$ as:

\[
 r_t^b(d_t^b) = \sum_{k \in K} \rho_t^{bk} h_t^{bk},
\]

\[
 d_t^b = \sum_{k \in K} h_t^{bk},
\]

\[
 0 \leq h_t^{bk} \leq l_t^{bk}, \forall k \in K
\]

where $l_t^{bk}$ is the $k$th step length of the step-wise function, $\rho_t^{bk}$ is the corresponding price at step $k$, $h_t^k$ is the auxiliary variable introduced for demand at step $k$, and $K$ is the set of steps.

\[
 \text{Figure 2-2. Step-wise function approximation of the price-elastic demand curve}
\]

Notice that $\rho_t^{bk}$ is strictly decreasing with $k$. Since we are maximizing $r_t^b(d_t^b)$, according to equations (2–16) and (2–17), we have:
\[ h_t^{bs} = \begin{cases} 
    l_t^{bs}, & \text{if } s < s_0; \\
    d_t^b - \sum_{k=1}^{s_0-1} l_t^{bk}, & \text{if } s = s_0; \\
    0, & \text{if } s > s_0,
\end{cases} \]

when \( \sum_{k=1}^{s_0-1} l_t^{bk} < d_t^b \leq \sum_{k=1}^{s_0} l_t^{bk} \) for a certain \( s_0 \). In this case, we can prove that \( \sum_{k \in K} p_t^{bk} h_t^{bk} \) is the approximated integral of the price-elastic demand curve, i.e., equation \((2–15)\) is justified.

### 2.3.2.2 Linearizing \( f_t^b(x_t^b) \)

In practice, the fuel cost function \( f_t^b(x_t^b) \) can be expressed as a quadratic function, which we will use the following \( N \)-piece piecewise linear function to approximate \([31]\):

\[
\phi_t^b = \gamma_t^b y_t^b + \beta_t^b x_t^b, \quad \forall t \in T, \forall b \in B, \forall i \in G_b, \forall j = 1, \ldots, N
\]  

(2–18)

where \( \gamma_t^b \) and \( \beta_t^b \) are the intercept and the slope of the \( j \)th segment line and \( \phi_t^b \) is an auxiliary variable.

### 2.3.3 Uncertain Wind Power Output Formulation

Due to the intermittent nature of wind, it is difficult to precisely characterize the wind power output. As shown in \([31]\), we assume the wind power output is within an interval \([W_t^{b*} - W_t^{b-}, W_t^{b*} + W_t^{b+}]\) with \( W_t^{b*} \) representing the predicted value of the wind power output at bus \( b \) in time period \( t \), and \( W_t^{b+}, W_t^{b-} \) representing the allowed maximum deviations above and below \( W_t^{b*} \), respectively. This interval can usually be generated by using quantiles. For instance, we can set \( W_t^{b+} = W_t^{b*} + W_t^{b+} \) and \( W_t^{b*} - W_t^{b-} \) equal to the .95- and .05-quantiles of the uncertain wind power output, respectively. The actual wind power output \( w_t^b \) is allowed to be any value in the given range. We use the cardinality uncertainty set to adjust the conservatism of our proposed model as shown in \([8]\). For this approach, we introduce an integer \( \pi_t^b \) as the cardinality budget \([8]\) to restrict the number of time periods in which the wind power output is far away from its
forecasted value at bus $b$. The budget $\pi^b$ can be adjusted by the system operators. For example, if $\pi^b$ is set to be 0, the wind output fluctuation at each bus is assumed to be small and can be approximated by its forecasted value. If $\pi^b = 6$, significant fluctuations of wind power output are assumed to occur in no more than six time intervals. It can be observed that this “budget parameter” $\pi^b$ can be used to adjust the conservatism of the system. For instance, our proposed approach is more conservatism as $\pi^b$ increases. Meanwhile, it is proved in [8] that, for any given budget $\pi^b$ less than 24, the robust optimal unit commitment solution obtained based on this uncertainty set is still feasible for any possible wind power output between its given lower and upper bounds with a high probability (e.g., when $\pi \geq 8$, the robust optimal unit commitment solution will be feasible with a probability higher than 95% as shown in [31]). Under this setting, at each bus $b$, the worst-case wind power output scenario happens when wind power output reaches its lower bound, upper bound or forecasted value, and the total number of periods in which wind power output is not at its forecasted value should be no more than the budget $\pi^b$. Accordingly, the uncertainty set can be described as follows:

$$
\mathcal{W} := \left\{ w \in \mathbb{R}^{B \times |T|} : w_t^b = W_t^{b+} + z_t^{b+} \cdot W_t^{b+} - z_t^{b-} \cdot W_t^{b-}, \sum_{t \in T} (z_t^{b+} + z_t^{b-}) \leq \pi^b, \forall t \in T, \forall b \in B \right\},
$$

where $z_t^{b+}$ and $z_t^{b-}$ are binary variables. If $z_t^{b+} = 1$, the wind power output will reach its upper limit, and if $z_t^{b-} = 1$, the wind power output will reach its lower bound, and if both of them are 0, the forecasted value is achieved.

### 2.3.4 Uncertain Demand Response Curve Formulation

In Subsection 2.3.2.1, we provide a description of the price-elastic demand curve and how to use linear functions to approximate it. In practice, however, as described in Section 2.1, the actual price-elastic demand curve is uncertain. When ISOs/RTOs make unit commitment decisions, it is necessary to allow the price-elastic demand curve
to vary within a certain range. As shown in Fig. 2-3, for a given certain price \( p_0 \), the corresponding demand is uncertain (e.g., the range for \( d_0 \) as indicated in the figure). Similarly, for a given demand \( d_0 \), the corresponding price can vary within a certain range (e.g., the range for \( p_0 \) as indicated in the figure). Accordingly, we can formulate the
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Figure 2-3. The uncertainty of price-elastic demand curve

price-elastic demand curve as \( d_t^b = A_t^b(p_t^b)^{\alpha_t^b} + \epsilon_t^b \) or \( d_t^b = A_t^b(p_t^b + \epsilon_t^b)^{\alpha_t^b} \), where \( \epsilon_t^b \) represents a deviation used to describe the uncertainty of the price-elastic demand curve. In our model, we assume \( d_t^b = A_t^b(p_t^b + \epsilon_t^b)^{\alpha_t^b} \) for computational convenience. Following the previous steps on approximating the price-elastic demand curve as a step-wise curve, for each \( d_t^b \) in the price-elastic demand curve, the corresponding \( p_t^{bk} \) is allowed to vary within the range \( p_t^{bk} \in [p_t^{bk*} - \epsilon_t^{bk}, p_t^{bk*} + \epsilon_t^{bk}] \), where \( p_t^{bk*} \) represents the estimated value of \( p_t^{bk} \), \( \epsilon_t^{bk} \) is the deviation of \( p_t^{bk} \) and \( \epsilon_t^{bk} \) is the upper limit of \( \epsilon_t^{bk} \). To adjust the conservativeness, we introduce the parameter \( \omega_t^b \) to restrict the total amount of deviations, i.e., \( \sum_{k \in K} \epsilon_t^{bk} \). We can adjust the conservativeness of our proposed approach through changing the value of \( \omega_t^b \). The smaller the value \( \omega_t^b \) is, the less uncertainty the demand response curve has. The uncertainty set of the demand
response curve can be described as follows:

\[ \Pi = \left\{ \epsilon : -\hat{\epsilon}_t^{bk} \leq \epsilon_t^{bk} \leq \hat{\epsilon}_t^{bk}, \right. \]
\[ \left. -\varpi_t^b \leq \sum_{k \in K} \epsilon_t^{bk} \leq \varpi_t^b, \right. \]
\[ \forall t \in T, \forall b \in B, \forall k \in K \}. \]  

(2–19)

(2–20)

(2–21)

### 2.3.5 Robust Optimization Formulation

With the consideration of both wind and demand response uncertainties, we develop a three-stage robust optimization formulation to determine robust day-ahead reliability unit commitment decisions for ISOs/RTOs. In the first stage, we include the unit commitment decisions for each generation unit while considering all unit commitment constraints with unknown wind power output and demand response patterns. After realizing the worst-case wind power output, we decide in the second stage the dispatch level for each unit to maximize the total social welfare with the consideration of the worst-case price-elastic demand curve. Finally, in the third stage, we consider the uncertainty of the price-elastic demand curve that minimizes the expected total social welfare. The derived robust optimization formulation is shown as follows:

\[
\begin{align*}
\max_{y, u, v} & \left\{ -\sum_{t \in T} \sum_{b \in B} \sum_{i \in G_b} (S U_t^b u_t^b + S D_t^b v_t^b) + \\
& \min_{w \in W} \max_{x, h \in \chi} \left( \min_{\epsilon \in \Pi} \sum_{t \in T} \sum_{b \in B} \sum_{k \in K} (p_t^{bk} + \epsilon_t^{bk}) h_t^{bk} \\
& - \sum_{t \in T} \sum_{b \in B} \sum_{i \in G_b} \phi_i^b \right) \right\} \\
\text{s.t.} & \text{ Constraints (2–3) – (2–6)}, \\
& y_t^b, u_t^b, v_t^b \in \{0, 1\}, \forall t \in T, \forall b \in B, \forall i \in G_b
\end{align*}
\]  

(2–22)

(2–23)

where \( \chi = \{ \}

Constraints (2–7) – (2–9), (2–18),  


\[
\sum_{b \in B} \left( \sum_{t \in G_b} x_{it}^b + w_t^b \right) = \sum_{b \in B} \sum_{k \in K} h_{tk}^b, \forall t \in T \quad (2-24)
\]

\[
h_{tk}^b \leq l_{tk}^b, \forall t \in T, \forall b \in B, \forall k \in K \quad (2-25)
\]

\[
-C_{ij} \leq \sum_{b \in B} K_{ij}^b \left( \sum_{t \in G_b} x_{qt}^b + w_t^b - \sum_{k \in K} h_{tk}^b \right) \leq C_{ij}, \forall (i,j) \in \Omega, \forall t \in T \quad (2-26)
\]

\[
D_{tb}^0 \leq \sum_{k \in K} h_{tk}^b \leq D_{tb}^M, \forall t \in T, \forall b \in B \quad (2-27)
\]

\[
x_t^b \geq 0, h_{tk}^b \geq 0, \forall t \in T, \forall b \in B, \forall i \in G_b, \forall k \in K \quad (2-28)
\]

Note here that in the above formulation, constraints (2–24) are the reformulations of constraints (2–10), constraints (2–25) are derived from constraints (2–17), constraints (2–26) are derived from constraints (2–11), and constraints (2–27) are the reformulations of constraints (2–12).

### 2.4 Solution Methodology

For notation brevity, we use matrices and vectors to represent the constraints and variables. The above formulation can be represented as follows:

\[
\max_{y, u, v}(\hat{a}^T u + \hat{b}^T v) + \min_{w \in W, x, \phi} \max_{h, \epsilon \in \Pi} (\min_{\epsilon} \epsilon^T h + \hat{c}^T h - \hat{\epsilon}^T \phi) \quad (2-29)
\]

\[
s.t. \quad \hat{A} y + \hat{B} u + \hat{C} v \leq 0, \quad (2-30)
\]

\[
y, u, v \in \{0, 1\}, \quad (2-31)
\]

where

\[
\chi = \left\{ \hat{P} x \leq \hat{g} y, \quad (2-32) \right. \\
\left. \hat{P} x - \hat{J} \phi \leq \hat{K} y, \quad (2-33) \right. \\
\left. \hat{R} h \leq \hat{q}, \quad (2-34) \right. \\
\left. \hat{T} x + \hat{S} h \leq \hat{s} + \hat{O} w, \quad (2-35) \right. \\
\left. x, h \geq 0 \right\} 
\]

\[
\sum_{b \in B} \left( \sum_{t \in G_b} x_{it}^b + w_t^b \right) = \sum_{b \in B} \sum_{k \in K} h_{tk}^b, \forall t \in T \quad (2-24)
\]

\[
h_{tk}^b \leq l_{tk}^b, \forall t \in T, \forall b \in B, \forall k \in K \quad (2-25)
\]

\[
-C_{ij} \leq \sum_{b \in B} K_{ij}^b \left( \sum_{t \in G_b} x_{qt}^b + w_t^b - \sum_{k \in K} h_{tk}^b \right) \leq C_{ij}, \forall (i,j) \in \Omega, \forall t \in T \quad (2-26)
\]

\[
D_{tb}^0 \leq \sum_{k \in K} h_{tk}^b \leq D_{tb}^M, \forall t \in T, \forall b \in B \quad (2-27)
\]

\[
x_t^b \geq 0, h_{tk}^b \geq 0, \forall t \in T, \forall b \in B, \forall i \in G_b, \forall k \in K \quad (2-28)
\]

Note here that in the above formulation, constraints (2–24) are the reformulations of constraints (2–10), constraints (2–25) are derived from constraints (2–17), constraints (2–26) are derived from constraints (2–11), and constraints (2–27) are the reformulations of constraints (2–12).

### 2.4 Solution Methodology

For notation brevity, we use matrices and vectors to represent the constraints and variables. The above formulation can be represented as follows:

\[
\max_{y, u, v}(\hat{a}^T u + \hat{b}^T v) + \min_{w \in W, x, \phi} \max_{h, \epsilon \in \Pi} (\min_{\epsilon} \epsilon^T h + \hat{c}^T h - \hat{\epsilon}^T \phi) \quad (2-29)
\]

\[
s.t. \quad \hat{A} y + \hat{B} u + \hat{C} v \leq 0, \quad (2-30)
\]

\[
y, u, v \in \{0, 1\}, \quad (2-31)
\]

where

\[
\chi = \left\{ \hat{P} x \leq \hat{g} y, \quad (2-32) \right. \\
\left. \hat{P} x - \hat{J} \phi \leq \hat{K} y, \quad (2-33) \right. \\
\left. \hat{R} h \leq \hat{q}, \quad (2-34) \right. \\
\left. \hat{T} x + \hat{S} h \leq \hat{s} + \hat{O} w, \quad (2-35) \right. \\
\left. x, h \geq 0 \right\} 
\]
\[ \Pi = \left\{ \hat{U} \ell \geq \hat{m} \right\}. \] (2–37)

Constraint (2–30) represents constraints (2–3) - (2–6); constraint (2–32) represents constraints (2–7) - (2–9); constraint (2–33) represents constraints (2–18); constraint (2–34) represents constraints (2–25) and (2–27); constraint (2–35) represents constraints (2–24) and (2–26); constraint (2–36) represents constraints (2–28); constraint (2–37) represents constraints (2–19) and (2–20).

### 2.4.1 Problem Reformulation

To solve the above formulation, we first dualize the constraints in (2–37) and combine it with the second stage decision variables and constraints. We obtain the following two-stage formulation:

\[
\begin{align*}
\max_{y,u,v} & \quad (\hat{a}^T u + \hat{b}^T v) + \min_{w \in \mathbb{W}, x,h,\phi, \theta \in \mathbb{X}} \max_{\hat{m}, \hat{c}, \hat{d}} (\hat{m}^T \theta + \hat{c}^T h - \hat{d}^T \phi) \\
\text{s.t.} & \quad \hat{A} y + \hat{B} u + \hat{C} v \leq 0, \\
& \quad y, u, v \in \{0, 1\},
\end{align*}
\] (2–38)

\[
\begin{align*}
\bar{\chi} &= \chi \cap \left\{ \hat{U}^T \theta - h \leq 0, \\
& \qquad \theta \geq 0 \right\}. \\
\end{align*}
\] (2–41)

Due to the special problem structure (for instance, the third stage uncertainty is only involved in the objective function), taking the dual formulation does not generate nonlinear terms for the resulting two-stage robust optimization problem. Then, we can dualize the remaining constraints in \( \bar{\chi} \), and transform the second-stage problem as follows:

\[
\omega(y) = \min_{w \in \mathbb{W}, \gamma, \lambda, \tau, \mu, \eta} (\hat{F} y + \hat{g})^T \gamma + (\hat{K} y)^T \lambda + \hat{q}^T \tau \\
+ (\hat{s} + \hat{O} w)^T \mu
\] (2–43)
\[ s.t. \quad \hat{D}^T \gamma + \hat{P}^T \lambda + \hat{T}^T \mu \geq 0, \tag{2–44} \]
\[ \hat{R}^T \tau + \hat{S}^T \mu - \eta \geq \hat{\epsilon}, \tag{2–45} \]
\[ \hat{J}^T \lambda = \hat{\epsilon}, \tag{2–46} \]
\[ \hat{U} \eta \geq \hat{m}, \tag{2–47} \]
\[ \gamma, \lambda, \tau, \mu, \eta \geq 0. \tag{2–48} \]

where \( \gamma, \lambda, \tau, \mu, \eta \) are dual variables for constraints (2–32), (2–33), (2–34), (2–35), and (2–41) respectively.

In the above formulation, we have the bilinear term: \( w^T \hat{O}^T \mu \). Let \( \hat{O}^T \mu = \sigma \), and by using the uncertainty set \( \mathcal{W} \), we have

\[
w^T \sigma = \sum_{t \in T} \sum_{b \in B} \sigma_t^b w_t^b \tag{2–49}
\]
\[
= \sum_{t \in T} \sum_{b \in B} \sigma_t^b (W_t^{b^+} + z_t^{b^+} W_t^{b^+} - z_t^{b^-} W_t^{b^+}) \tag{2–50}
\]
\[
= \sum_{t \in T} \sum_{b \in B} (\sigma_t^b W_t^{b^+} + \sigma_t^{b^+} W_t^{b^+} + \sigma_t^{b^-} W_t^{b^+}) \tag{2–51}
\]

s.t. \( \sigma_t^b = (\hat{O}^T \mu)_t^b \), \( \forall t \in T, \forall b \in B \)
\[ \sigma_t^{b^+} \geq -M z_t^{b^+}, \quad \forall t \in T, \forall b \in B \tag{2–52} \]
\[ \sigma_t^{b^+} \geq \sigma_t^b - M(1 - z_t^{b^+}), \quad \forall t \in T, \forall b \in B \tag{2–53} \]
\[ \sigma_t^{b^-} \geq -M z_t^{b^-}, \quad \forall t \in T, \forall b \in B \tag{2–54} \]
\[ \sigma_t^{b^-} \geq -\sigma_t^b - M(1 - z_t^{b^-}), \quad \forall t \in T, \forall b \in B \tag{2–55} \]
\[ \sum_{t \in T} (z_t^{b^+} + z_t^{b^-}) \leq \pi_b, \quad \forall b \in B. \tag{2–56} \]

Now we can replace the bilinear term \( w^T \hat{O}^T \mu \) by (2–51) and add constraints (2–52) to (2–57) to remove the bilinear term.

**2.4.2 Benders’ Decomposition**

We can use the Benders’ decomposition algorithm to solve the above three-stage robust optimization problem. We denote \( \vartheta \) as the second-stage optimal objective value
and then consider the following master problem. By adding feasibility and optimality cuts, we can solve this problem iteratively:

\[
\begin{align*}
\max_{y,u,v} & \quad \hat{a}^T u + \hat{b}^T v + \vartheta \\
\text{s.t.} & \quad \text{Constraints (2–39) and (2–40),} \\
& \quad \text{Feasibility cuts,} \\
& \quad \text{Optimality cuts.}
\end{align*}
\]

### 2.4.2.1 Feasibility cuts

We use the L-shaped method to generate feasibility cuts. In this case, when we check the feasibility in \( \chi \), we do not need to consider constraints (2–33), (2–41) and (2–42) since they will not affect the feasibility. The feasibility check problem is shown as follows:

\[
\begin{align*}
\max_{x, h, \kappa_1, \kappa_2} & \quad -3 \sum_{i=1}^{3} \hat{e}^T \kappa_i^i - 3 \sum_{i=1}^{3} \hat{e}^T \kappa_i^j \\
\text{s.t.} & \quad \hat{D}x + \kappa_1^1 - \kappa_2^1 \leq \hat{F}y + \hat{g}, \\
& \quad \hat{R}h + \kappa_1^2 - \kappa_2^2 \leq \hat{q}, \\
& \quad \hat{T}x + \hat{S}h + \kappa_1^3 - \kappa_2^3 \leq \hat{s} + \hat{O}w, \\
& \quad \kappa_1 \geq 0, \kappa_2 \geq 0,
\end{align*}
\]

(2–58)

where \( \hat{e} \) represents the vector with all components 1. Now we take the dual of the above formulation and replace the nonlinear term \( w^T \hat{O}^T \mu \) by using the same scheme:

\[
\omega^L(y) = \min_{w \in W, \hat{q}, \hat{p}, \hat{\mu}} \left( \hat{F}y + \hat{g} \right)^T \hat{\gamma} + \hat{q}^T \hat{\mu} + \hat{s}^T \mu \\
+ (W^+)^T \hat{\sigma} + (W^+)^T \hat{\sigma}^+ + (W^-)^T \hat{\sigma}^-
\]

(2–63)

\[
\begin{align*}
\text{s.t.} & \quad \hat{D}^T \hat{\gamma} + \hat{T}^T \mu \geq 0, \\
& \quad \hat{R}^T \hat{\mu} + \hat{S}^T \hat{\mu} \geq 0,
\end{align*}
\]

(2–64)

(2–65)

Constraints (2–52) to (2–57),
where $\hat{\gamma}, \hat{\tau}, \hat{\mu}$ are dual variables for constraints (2–59), (2–60), and (2–61). Decision variables $\hat{\sigma}, \hat{\sigma}^+, \hat{\sigma}^-$ are defined as (2–52) to (2–56). Then we can perform the following steps to check feasibility:

1. If $\omega^i(y) = 0$, $y$ is feasible;
2. If $\omega^i(y) < 0$, generate a corresponding feasibility cut $\omega^i(y) \geq 0$.

### 2.4.2.2 Optimality cuts

Assuming in the $i$th iteration, we solve the master problem and obtain $\bar{\vartheta}^i$ and $y^i$. Since $\bar{\vartheta}$ is the second-stage optimal objective value, if we substitute $y^i$ into the subproblem and get $\omega(y^i)$, we should have $\omega(y^i) \geq \bar{\vartheta}^i$. If $\omega(y^i) < \bar{\vartheta}^i$, we can claim that $y^i$ is not an optimal solution and we can generate a corresponding optimality cut as follows:

$$\omega(y) \geq \vartheta.$$

### 2.5 Case Study

We evaluate the performance of our proposed approach by testing a revised IEEE 118-bus system available online at [http://motor.ece.iit.edu/data](http://motor.ece.iit.edu/data). The system contains 118 buses, 33 generators, and 186 transmission lines. Apart from the original IEEE 118-bus system, we create the 118SW system by adding a single wind farm at bus 10 and create the 118TW by adding three wind farms at three different buses. The operational time horizon is 24 hours, and each time period is set to be one hour. We use a five-piece piecewise linear function to approximate the generation cost function [31] and use ten-piece piece-wise segments [72] to approximate the price-elastic demand curve. The reference point for the demand response curve is $(80, 25)$ [61]. The pattern of the wind power output including its upper and lower bounds is illustrated in Fig. 2-4, based on the statistics from National Renewable Energy Laboratory (NREL).
Finally, all the experiments are implemented using CPLEX 12.1, at Intel Quad Core 2.40GHz with 8GB memory.

2.5.1 Different Demand Response Scenarios

We first consider the effects of different demand response scenarios. To show the effects, we assume the demand response curve is certain and elasticity $\alpha_b^t$ is the same for each $b$ and $t$ (denoted it as $\alpha$). We set the inelastic demand equal to 80% of the forecasted demand and the demand’s upper limit equal to 120% of the forecasted demand. In this case, we test three different elasticity values [72], e.g., $\alpha = -0.5$, $\alpha = -1$, and $\alpha = -2$. We test the 118SW system with four different cardinality budgets $\pi$, e.g., $\pi = 2$, $\pi = 4$, $\pi = 6$, and $\pi = 8$. To compare their performance, for each system, we compute the unit load cost (ULC), which is equal to the total cost (i.e., unit commitment cost plus fuel cost) divided by the total demand. We introduce a linear penalty cost function for the unsatisfied demand or transmission capacity/ramp rate limit violations, and the unit penalty cost is set to be 7947/MWh [31]. We report the results of ULC, the social welfare, and the CPU time in Table 2-1.

From Table 2-1 we can observe that ULC has a tendency to decrease as the elasticity value increases, and the social welfare has a tendency to increase as the elasticity value increases. This indicates that, for this case study, introducing demand response can help reduce the unit load cost and increase the social welfare.
Table 2-1. Different price-elastic demand curve scenarios

<table>
<thead>
<tr>
<th>$\pi$</th>
<th>$\alpha$</th>
<th>ULC</th>
<th>Social Welfare</th>
<th>Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>-0.5</td>
<td>12.205</td>
<td>1.169e+07</td>
<td>601</td>
</tr>
<tr>
<td></td>
<td>-1</td>
<td>12.239</td>
<td>7.032e+06</td>
<td>579</td>
</tr>
<tr>
<td></td>
<td>-2</td>
<td>12.270</td>
<td>3.276e+06</td>
<td>598</td>
</tr>
<tr>
<td></td>
<td>-0.5</td>
<td>12.339</td>
<td>1.167e+07</td>
<td>729</td>
</tr>
<tr>
<td>4</td>
<td>-1</td>
<td>12.368</td>
<td>7.018e+06</td>
<td>713</td>
</tr>
<tr>
<td></td>
<td>-2</td>
<td>12.409</td>
<td>3.261e+06</td>
<td>706</td>
</tr>
<tr>
<td></td>
<td>-0.5</td>
<td>12.416</td>
<td>1.166e+07</td>
<td>991</td>
</tr>
<tr>
<td>6</td>
<td>-1</td>
<td>12.445</td>
<td>7.010e+06</td>
<td>1005</td>
</tr>
<tr>
<td></td>
<td>-2</td>
<td>12.485</td>
<td>3.253e+06</td>
<td>985</td>
</tr>
<tr>
<td></td>
<td>-0.5</td>
<td>12.535</td>
<td>1.165e+07</td>
<td>1373</td>
</tr>
<tr>
<td>8</td>
<td>-1</td>
<td>12.553</td>
<td>6.998e+06</td>
<td>1318</td>
</tr>
<tr>
<td></td>
<td>-2</td>
<td>12.603</td>
<td>3.239e+06</td>
<td>1296</td>
</tr>
</tbody>
</table>

2.5.2 Wind Power Output Uncertainty

In this subsection, we test the 118SW system under various wind cardinality budgets (e.g., different $\pi$ values). We test the system under two different settings. Under the first setting (denoted as CD), we derive robust unit commitment decisions with the consideration of wind power output uncertainty, but without demand response. We set the demand to be the forecasted demand. Under the second setting (denoted as DR), we derive robust unit commitment decisions with the consideration of wind power output uncertainty and deterministic demand response. That is, to show the effectiveness of the demand response, we consider the case in which only wind power output uncertainty is considered and the demand response curve is assumed to be certain. For the demand response curve, we set the elasticity value $\alpha = -1$. We report the results of ULC, the CPU time, and the total number of Benders’ cuts (also referred to the number of iterations) in Table 2-2.

From the results reported in Table 2-2 we can observe that, under the worst-case wind power output scenario, the case with demand response has less unit load cost than the case without demand response given the same wind cardinality budget $\pi$. 
Table 2-2. The comparison of two settings

<table>
<thead>
<tr>
<th>π</th>
<th>System</th>
<th>ULC</th>
<th>Time(s)</th>
<th>Cuts</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>CD</td>
<td>12.518</td>
<td>320</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>DR</td>
<td>12.239</td>
<td>579</td>
<td>10</td>
</tr>
<tr>
<td>4</td>
<td>CD</td>
<td>12.624</td>
<td>413</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>DR</td>
<td>12.368</td>
<td>713</td>
<td>11</td>
</tr>
<tr>
<td>6</td>
<td>CD</td>
<td>12.722</td>
<td>893</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>DR</td>
<td>12.455</td>
<td>1005</td>
<td>13</td>
</tr>
<tr>
<td>8</td>
<td>CD</td>
<td>12.814</td>
<td>1126</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>DR</td>
<td>12.553</td>
<td>1318</td>
<td>14</td>
</tr>
</tbody>
</table>

2.5.3 Wind Power Output and Demand Response Uncertainties

In this subsection, we analyze the case, denoted as UDR, considering both wind power output and demand response uncertainties. Besides the uncertainty settings for the wind power output described in Subsection 2.5.2, we test two different deviation values for the price-elastic demand curve, e.g., \( \epsilon^b_{t} \in [5, 10] \), \( \forall t \in T, \forall b \in B, \forall k \in K \). In addition, we set \( \omega^b_t = 0.5 \sum_{k \in K} \epsilon^b_{t,k} \), \( \forall t \in T, \forall b \in B \). We also compare these settings with the case in which \( \epsilon^b_{t} = 0 \), \( \forall t \in T, \forall b \in B, \forall k \in K \), i.e., the deterministic DR case. The results of ULC, the social welfare (denoted as S.W.), and the consumer and supplier surplus as defined in Section 2.3 are shown in Table 2-3.

From Table 2-3, we can observe the following:

1. Given a deviation \( \epsilon \) but different wind cardinality budgets \( \pi \), under the worst-case scenario when we increase the value of \( \pi \), ULC increases and the social welfare, both consumer surplus and supplier surplus, decreases. This is due to the need to provide more generation to guarantee that the supply meets the demand.

2. For a fixed wind cardinality budget \( \pi \) but with different deviations \( \epsilon \), the social welfare decreases when the system has more demand response uncertainty. This is because we consider the social welfare under the worst-case scenario. When we have more demand response uncertainty, the algorithm gives us a more conservative solution. We also observe that ULC and the supplier surplus decreases when the deviation value increases. But the consumer surplus doesn’t change too much as the deviation value increases. The reason for this is that when the demand response curve has more uncertainty, the curve shifts to achieve a
Table 2-3. The uncertain demand response case

<table>
<thead>
<tr>
<th>π</th>
<th>ε</th>
<th>ULC</th>
<th>S.W.(e+6)</th>
<th>Consumer (e+6)</th>
<th>Supplier(e+6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>5</td>
<td>12.368</td>
<td>7.01773</td>
<td>4.08626</td>
<td>2.93147</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>12.445</td>
<td>7.00967</td>
<td>4.07826</td>
<td>2.93141</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>12.553</td>
<td>6.99754</td>
<td>4.06665</td>
<td>2.93089</td>
</tr>
<tr>
<td>8</td>
<td>5</td>
<td>12.649</td>
<td>6.99244</td>
<td>4.05545</td>
<td>2.93045</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>12.741</td>
<td>6.98133</td>
<td>4.04445</td>
<td>2.93005</td>
</tr>
<tr>
<td>0</td>
<td>10</td>
<td>12.239</td>
<td>7.03246</td>
<td>4.09943</td>
<td>2.93303</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>12.205</td>
<td>6.51834</td>
<td>4.10654</td>
<td>2.4118</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>12.142</td>
<td>6.01348</td>
<td>4.11373</td>
<td>1.89975</td>
</tr>
<tr>
<td>0</td>
<td>5</td>
<td>12.339</td>
<td>6.50367</td>
<td>4.09272</td>
<td>2.41095</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>12.221</td>
<td>5.99897</td>
<td>4.10004</td>
<td>1.89893</td>
</tr>
<tr>
<td>0</td>
<td>5</td>
<td>12.416</td>
<td>6.49478</td>
<td>4.08475</td>
<td>2.41003</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>12.221</td>
<td>5.99113</td>
<td>4.09229</td>
<td>1.89884</td>
</tr>
<tr>
<td>0</td>
<td>5</td>
<td>12.535</td>
<td>6.4824</td>
<td>4.0725</td>
<td>2.4099</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>12.349</td>
<td>5.97854</td>
<td>4.07975</td>
<td>1.89879</td>
</tr>
</tbody>
</table>

smaller demand equilibrium point, which corresponds to smaller total system cost and ULC.

2.5.4 118 TW System

We report the experiment results for the 118 TW system in this subsection and analyze the impact of the demand response on distributed wind resources. In total, there are three wind farms at three different buses: buses 10, 26, and 32. The output of each wind farm follows the distribution given by Fig. 2-4. We test system CD and system DR as defined in Section IV-B under different wind cardinality budget π, and report ULC, the CPU time, and the total number of Benders’ cuts in Table 2-4:

Table 2-4. The comparison of two systems with multiple wind sources

<table>
<thead>
<tr>
<th>π</th>
<th>System</th>
<th>ULC</th>
<th>Time(s)</th>
<th>Cuts</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CD</td>
<td>12.9906</td>
<td>993</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>DR</td>
<td>12.8021</td>
<td>1272</td>
<td>9</td>
</tr>
<tr>
<td>2</td>
<td>CD</td>
<td>13.0588</td>
<td>1533</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>DR</td>
<td>12.8335</td>
<td>2086</td>
<td>9</td>
</tr>
<tr>
<td>4</td>
<td>CD</td>
<td>13.1336</td>
<td>2875</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>DR</td>
<td>12.9045</td>
<td>3408</td>
<td>7</td>
</tr>
</tbody>
</table>
From the results in Table 2-4, we can observe that, under the worst-case wind power output scenario, with multiple wind resources, the case with demand response still has smaller unit load cost than the case without demand response given the same wind cardinality budget $\pi$. However, the CPU time increases dramatically as the number of wind farms increases.

2.6 Summary

In this chapter, we developed a robust optimization approach for unit commitment to maximize social welfare under worst-case wind power output and demand response scenarios. An uncertain price-elastic demand curve is used to model consumers’ response to price signals. Benders’ decomposition is applied to solve the problem. Our final computational results on an IEEE 118-bus system verify that our proposed approach can accommodate both wind power and demand response uncertainties, and demand response can help accommodate wind power output uncertainty by lowering the unit load cost.

Note here that in this chapter, we only consider the wind power output and demand response uncertainties. However, our approach can be applied to other system uncertainties. For instance, in our model setting, we assume the inelastic demand is certain. In practice, the inelastic demand can be uncertain. For this case, we can regard this part of inelastic demand as negative supply and combine it with wind power output uncertainty to construct our uncertainty set. We can also separate it from wind power output uncertainty and build a separate uncertainty set as we did for the wind power output uncertainty case in Section 2.3. The same decomposition approach described in this chapter can be applied to solve the problem. Meanwhile, for the current electricity markets, ancillary service (regulation-up, regulation-down, spin and non-spin) is regarded as a more common way to accommodate wind uncertainty, as compared to demand response.
3.1 Problem Description and Literature Review

As mentioned in Section 1, there are broadly two branches of two-stage optimization approaches to deal with the unit commitment problem under uncertainties, namely two-stage stochastic optimization approach and two-stage robust optimization approach. For the two-stage stochastic optimization approach, the uncertain parameter is generally captured by a series of scenarios, and the objective is to minimize the expected total cost or maximize the expected total social welfare over all the scenarios. Recently, significant work has been done by using the stochastic optimization models to solve the unit commitment problem under uncertainties, from both load side and supply side \[70–72\]. Although the two-stage stochastic optimization approach is an effective approach to solve the UC problem, it has some practical limitations. First, since the uncertain parameter is often assumed to follow a probability distribution, which is estimated by the historical realizations of the uncertain parameter, the accuracy of probability distribution estimation is critical to determine the optimal UC decisions. However, in practice, it is usually difficult to estimate the distribution of the uncertain parameter precisely. Second, to guarantee a reliability unit commitment run, a large number of scenarios should be generated, which always brings challenges for the stochastic optimization approach to deal with large-scaled instances. However, if the number of selected scenarios is reduced, the feasibility issues may occur. That is, the day-ahead unit commitment decision might not be feasible for some scenarios which are not considered. Therefore, on the other hand, robust optimization approaches have drawn more attention recently for system operators to ensure the system robustness.
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and make the day-ahead unit commitment feasible for most outcomes of the real time uncertain parameter.

For the robust optimization approach, the uncertain parameter is described within a given deterministic uncertainty set and the objective is to minimize the total cost under the worst-case scenario. The first-stage decision is the unit commitment decision that is made before the realization of the worst-case scenario, and the second-stage decision is the economic dispatch decision which is made after the worst-case scenario is realized. The advantage of the robust optimization approach is that it does not require the distribution information of the input uncertain parameter, as the stochastic optimization approaches do. Instead, as long as the information is sufficient to generate the deterministic uncertainty set, the day-ahead unit commitment decision can be obtained to be feasible for most outcomes of the real time uncertain problem parameter. Recently, two-stage robust unit commitment models are proposed and Benders’ decomposition algorithm is utilized to ensure system robustness under uncertainties [7, 32, 78]. Since robust optimization achieves the optimal solution with the consideration of worst-case scenario, this approach always faces the challenges on its over conservatism, due to its objective function of minimizing the worst-case cost, because the worst case happens rarely.

To address the shortages of stochastic optimization approach and robust optimization approach, in this chapter, we propose an innovative unified stochastic and robust unit commitment model to take advantage of both stochastic and robust optimization approaches. In our model, we put the weights for the expected total cost and the worst-case cost respectively in the objective function. This approach allows the system operators to decide the weight for each objective based on their preferences. In addition, if the weight in the objective function for the robust optimization part is zero, then our model turns out to be a two-stage stochastic optimization problem with additional
constraints generated based on the robust optimization approach. The main contribution of our proposed innovative approach can be summarized as follows:

(1) Our proposed approach takes the advantages of both the stochastic and robust optimization approaches. Our approach can provide a day-ahead unit commitment decision that can lead to a minimum expected total cost while ensuring the system robustness.

(2) Our proposed approach can generate a less conservative solution as compared to the two-stage robust optimization approach, and a more robust solution as compared to the two-stage stochastic optimization approach.

(3) Our proposed approach can be implemented in a single Benders’ decomposition framework. The computational time can be controlled by the system operators. Meanwhile, the system operators can also adjust the weights in the objective function, based on their preferences on stochastic and/or robust optimization approaches.

The remainder of this chapter is organized as follows. Section 3.3 describes our unified stochastic and robust unit commitment model. In Section 3.4, we develop a Benders’ decomposition algorithm to solve the problem. In the proposed algorithm, we apply both feasibility and optimality cuts for the stochastic and robust optimization parts respectively. All these cuts are added into the master problem, which provides the day-ahead unit commitment decision. Section 3.5 provides and analyzes the computational experiments through several case studies. Finally, Section 3.6 summarizes our research.

3.2 Nomenclature

A. Sets and Parameters

- **$B$** Index set of all buses.
- **$\Omega$** Index set of transmission lines linking two buses.
- **$G_b$** Set of thermal generators at bus $b$.
- **$T$** Time horizon (e.g., 24 hours).
- **$SU_i^b$** Start-up cost of thermal generator $i$ at bus $b$. 
$SD_i^b$ Shuttle-down cost of thermal generator $i$ at bus $b$.

$F_i(.)$ Fuel cost of thermal generator $i$.

$MU_i^b$ Minimum up-time for thermal generator $i$ at bus $b$.

$MD_i^b$ Minimum down-time for thermal generator $i$ at bus $b$.

$RU_i^b$ Ramp-up rate limit for thermal generator $i$ at bus $b$.

$RD_i^b$ Ramp-down rate limit for thermal generator $i$ at bus $b$.

$L_i^b$ Lower bound of electricity generated by thermal generator $i$ at bus $b$.

$U_i^b$ Upper bound of electricity generated by thermal generator $i$ at bus $b$.

$C_{ij}$ Capacity for the transmission line linking bus $i$ and bus $j$.

$K_{ij}^b$ Line flow distribution factor for the transmission line linking bus $i$ and bus $j$, due to the net injection at bus $b$.

$\pi_i^b$ The weight of the load at bus $b$ in time $t$.

$\pi^t$ The budget parameter to describe the uncertainty set for the total load in time $t$.

$\bar{\pi}$ The budget parameter to describe the uncertainty set for the total load for the whole operational horizon.

$\alpha$ The weight for the expected total generation cost in the objective function.

$D_i^{b+}$ The upper bound of the load at bus $b$ in time $t$.

$D_i^{b-}$ The lower bound of the load at bus $b$ in time $t$.

$D_i^{b*}$ The forecasted load at bus $b$ in time $t$.

$d_i^b$ A random parameter representing the load at bus $b$ in time $t$ for the robust optimization part.

$d_i^b(\xi)$ The load at bus $b$ in time $t$ corresponding to scenario $\xi$ for the stochastic optimization part.

$\gamma_{it}^b$ The intercept of the $j$th segment line for the generation cost for generator $i$ at bus $b$ in time $t$.

$\beta_{it}^b$ The slope of the $j$th segment line for the generation cost for generator $i$ at bus $b$ in time $t$. 

45
B. First-stage Variables

\( y_{it}^b \) Binary decision variable: “1” if thermal generator \( i \) at bus \( b \) is on in time \( t \); “0” otherwise.

\( u_{it}^b \) Binary decision variable: “1” if thermal generator \( i \) at bus \( b \) is started up in time \( t \); “0” otherwise.

\( v_{it}^b \) Binary decision variable: “1” if thermal generator \( i \) at bus \( b \) is shut down in time \( t \); “0” otherwise.

C. Second-stage Variables

\( q_{it}^b(\xi) \) Electricity generation amount by thermal generator \( i \) at bus \( b \) in time \( t \) corresponding to scenario \( \xi \) for the stochastic optimization part.

\( x_{it}^b \) Electricity generation amount by thermal generator \( i \) at bus \( b \) in time \( t \) for the robust optimization part.

\( \phi_{it}^b(\xi) \) Auxiliary variable for the stochastic optimization part representing the fuel cost of thermal generator \( i \) at bus \( b \) in time \( t \) corresponding to scenario \( \xi \).

\( \phi_{it}^b \) Auxiliary variable for the robust optimization part representing the fuel cost of thermal generator \( i \) at bus \( b \) in time \( t \).

3.3 Mathematical Formulation

In this section, we develop a two-stage unit commitment formulation considering both the expected total generation cost and the worst-case scenario generation cost. The first stage is to determine the day-ahead unit commitment decision that includes turn-on/turn-off decisions of thermal generators by satisfying unit commitment physical constraints. The second stage contains the decisions on the economic dispatch for the thermal generators under each scenario for the stochastic optimization part and the worst-case scenario for the robust optimization part. In our model, a parameter \( \alpha \in [0, 1] \) is introduced to represent the weight of the expected total generation cost and accordingly \( 1 - \alpha \) represents the weight of the worst-case generation cost. Especially, for the case \( \alpha = 1 \), only the expected total generation cost is considered in the objective function and for the case \( \alpha = 0 \), only the worst-case generation cost is considered. The
detailed formulation is described as follows:

\[
\min \sum_{t=1}^{T} \sum_{b \in B} \sum_{i \in G_b} (SU_i^b u_{it}^b + SD_i^b v_{it}^b) + \alpha E[Q(y, u, v, \xi)] +
\]

\[
(1 - \alpha) \max_{d \in D} \min_{x \in \{x(y, u, v, d)\}} \sum_{t=1}^{T} \sum_{b \in B} \sum_{i \in G_b} F_i(x_{it}^b) \tag{3-1}
\]

s.t.

\[-y_{it-1}^b + y_{it}^b - y_{ik}^b \leq 0, \quad \forall k : 1 \leq k - (t - 1) \leq MU_i^b, \forall i \in G_b, \forall b \in B, \forall t \tag{3-2}\]

\[y_{it-1}^b - y_{it}^b + y_{ik}^b \leq 1, \quad \forall k : 1 \leq k - (t - 1) \leq MD_i^b, \forall i \in G_b, \forall b \in B, \forall t \tag{3-3}\]

\[-y_{it-1}^b + y_{it}^b - u_{it}^b \leq 0, \quad \forall i \in G_b, \forall b \in B, \forall t \tag{3-4}\]

\[y_{it-1}^b - y_{it}^b - v_{it}^b \leq 0, \quad \forall i \in G_b, \forall b \in B, \forall t \tag{3-5}\]

\[y_{it}^b, u_{it}^b, v_{it}^b \in \{0, 1\}, \quad \forall i \in G_b, \forall b \in B, \forall t, \tag{3-6}\]

where \(Q(y, u, v, \xi)\) is equal to

\[
\min \sum_{t=1}^{T} \sum_{b \in B} \sum_{i \in G_b} F_i(q_{it}^b(\xi)) \tag{3-7}
\]

s.t.

\[L_i^b y_{it}^b \leq q_{it}^b(\xi) \leq U_i^b y_{it}^b, \quad \forall i \in G_b, \forall b \in B, \forall t \tag{3-8}\]

\[q_{it}^b(\xi) - q_{it-1}^b(\xi) \leq (2 - y_{it-1}^b - y_{it}^b)L_i^b +
\]

\[(1 + y_{it}^b - y_{it-1}^b)UR_i^b, \quad \forall i \in G_b, \forall b \in B, \forall t \tag{3-9}\]

\[q_{it-1}^b(\xi) - q_{it}^b(\xi) \leq (2 - y_{it-1}^b - y_{it}^b)L_i^b +
\]

\[(1 - y_{it}^b + y_{it-1}^b)DR_i^b, \quad \forall i \in G_b, \forall b \in B, \forall t \tag{3-10}\]

\[\sum_{b \in B} \sum_{i \in G_b} q_{it}^b(\xi) = \sum_{b \in B} d_{it}(\xi), \forall t \tag{3-11}\]

\[-C_y \leq \sum_{b \in B} K_{ij}^b(\sum_{r \in G_b} q_{ir}^b(\xi) - d_{it}(\xi)) \leq C_y, \quad \forall (i, j) \in \Omega, \forall t \tag{3-12}\]
and

\[
\chi(y, u, v, d) = \{x : \\
L_i^b y_i^b \leq x_i^b \leq U_i^{y, b}, \forall i \in G_b, \forall b \in B, \forall t \text{ (3–13)}
\]

\[
x_i^b - x_{i(t-1)}^b \leq (2 - y_{i(t-1)}^b - y_i^b)L_i^b + (1 + y_{i(t-1)}^b - y_i^b)UR_i^b, \forall i \in G_b, \forall b \in B, \forall t \text{ (3–14)}
\]

\[
x_i^b(t-1) - x_i^b \leq (2 - y_i^b(t-1) - y_i^b)L_i^b + (1 - y_{i(t-1)}^b + y_i^b)DR_i^b, \forall i \in G_b, \forall b \in B, \forall t \text{ (3–15)}
\]

\[
\sum_{b \in B} \sum_{i \in G_b} x_i^b = \sum_{b \in B} d_{bt}, \forall t \text{ (3–16)}
\]

\[
-C_y \leq \sum_{b \in B} K_y^b (\sum_{r \in G_b} x_i^b - d_{bt}) \leq C_y, \forall (i, j) \in \Omega, \forall t \text{ (3–17)}
\]

In the above formulation, we denote \( F_i(.) \) as the generation cost function of generator \( i \).

The objective function (3–1) is composed of the unit commitment cost in the first stage, and both the expected economic dispatch cost and the worst-case economic dispatch cost in the second stage. Constraints (3–2) and (3–3) represent each unit’s minimum up-time and minimum down-time restrictions respectively. Constraints (3–4) and (3–5) indicate the start-up and shut-down operations for each unit. Constraints (3–8) and (3–13) enforce the upper and lower limits of the power generation amount of each unit. The ramping up constraints (3–9) and (3–14) require the first-hour minimum generation restriction (e.g., \( L_i^b \)) as described in [27] and limit the maximum increment of the power generation amount of each unit between two adjacent periods when the generator is on. Similarly, ramping down constraints (3–10) and (3–15) require the last-hour minimum generation restriction (e.g., \( L_i^b \)) and enforce the maximum decrement of the power generation amount of each unit between two adjacent periods when the generator is on. Constraints (3–11) and (3–16) ensure load balance and constraints (3–12) and (3–17) represent the transmission capacity constraints.
3.4 Decomposition Algorithms and Solution Framework

3.4.1 Scenario Generation

We use Monte Carlo simulation to generate scenarios for the uncertain load. We assume that the load follows a multivariate normal distribution \( N(D, \Sigma) \) with its predicted value \( D \) and volatility matrix \( \Sigma \). We can run Monte Carlo simulation to generate \( N \) scenarios each with the same probability \( 1/N \). After generating scenarios, we can replace the second-stage expected total cost objective term by:

\[
\frac{1}{N} \sum_{n=1}^{N} \sum_{t=1}^{T} \sum_{b \in B} \sum_{i \in G_b} F_i(q^b_i(\xi^n)).
\] (3–18)

3.4.2 Linearizing \( F_i(\cdot) \)

The generation cost \( F_i(\cdot) \) is usually expressed as a quadratic function, for which we use a \( J \)-piece piecewise linear function to approximate. For instance, we have

\[
\phi^b_{it}(\xi^n) \geq \gamma^b_{it} y^b_{it} + \beta^b_{it} q^b_i(\xi^n),
\] (3–19)

\[\forall t \in T, \forall b \in B, \forall i \in G_b, \forall j = 1, \cdots, J, \forall n = 1, \cdots, N\]

for the stochastic optimization part, and similarly, we have

\[
\phi^b_{it} \geq \gamma^b_{it} y^b_{it} + \beta^b_{it} x^b_{it},
\] (3–20)

\[\forall t \in T, \forall b \in B, \forall i \in G_b, \forall j = 1, \cdots, J\]

for the robust optimization part.

3.4.3 The Uncertainty Set of the Load

To generate the uncertainty set for the robust optimization part, we assume the load for each time period \( t \) at each bus \( b \) is between a lower bound \( D_t^{b-} \) and an upper bound \( D_t^{b+} \), which can be decided by the 5th and 95th percentiles of the random load output. In addition, we assume for each given time period \( t \), the summation of the weighted loads at all buses is bounded above by \( \bar{\pi}_t \), and the summation of the weighted loads within the
whole operational horizon is bounded above by $\bar{\pi}$. Accordingly, the uncertainty set can be described as follows:

$$D := \left\{ d \in \mathcal{R}^{|\mathcal{B}| \times |\mathcal{T}|} : D_{t}^{b-} \leq d_{t}^{b} \leq D_{t}^{b+}, \forall t, \forall b \right\}$$  \hspace{1em} (3-21)

$$\sum_{b \in \mathcal{B}} \pi_{t}^{b} d_{t}^{b} \leq \bar{\pi}_{t}, \forall t$$  \hspace{1em} (3-22)

$$\sum_{t=1}^{T} \sum_{b \in \mathcal{B}} \pi_{t}^{b} d_{t}^{b} \leq \bar{\pi}$$  \hspace{1em} (3-23)

### 3.4.4 Abstract Formulation

For notation brevity, we use matrices and vectors to represent the constraints and variables. For example, we use $e$ to represent the vector with all components equal to 1. The mathematical model can be abstracted as follows:

$$\min_{y, u, v} (a^{T} u + b^{T} v) + \alpha \frac{1}{N} \sum_{n=1}^{N} e^{T} \phi(n) + (1 - \alpha) \max_{d \in D} e^{T} \phi$$

s.t. $Ay + Bu + Cv \geq r,$  \hspace{1em} (3-24)

$$Fy - Dq(x_{n}) \leq g, \ n = 1, \cdots, N$$  \hspace{1em} (3-25)

$$Ky - Pq(x_{n}) - J\phi(x_{n}) \leq 0, \ n = 1, \cdots, N$$  \hspace{1em} (3-26)

$$Tq(x_{n}) \geq Sd(x_{n}) + s, \ n = 1, \cdots, N$$  \hspace{1em} (3-27)

$$Fy - Dx(d) \leq g.$$  \hspace{1em} (3-28)

$$Ky - Px(d) - J\phi(d) \leq 0,$$  \hspace{1em} (3-29)

$$Tx(d) \geq Sd + s,$$  \hspace{1em} (3-30)

$$y, u, v \in \{0, 1\}, x(d), q(x_{n}) \geq 0, \phi(d), \phi(x_{n}) \text{ free}, \forall n$$  \hspace{1em} (3-31)

where

$$D = \left\{ d \in \mathcal{R}^{|\mathcal{B}| \times |\mathcal{T}|} : d^{-} \leq d \leq d^{+}, U^{T} d \leq z \right\}.$$  \hspace{1em} (3-32)

Constraint (3-24) represents constraints (3-2) - (3-5); constraint (3-25) represents constraints (3-8) - (3-10); constraint (3-26) represents constraint (3-19); constraint
(3–27) represents constraints (3–11) and (3–12). Constraint (3–28) represents constraints (3–13) - (3–15); constraint (3–29) represents constraint (3–20); constraint (3–30) represents constraints (3–16) and (3–17).

3.4.5 Benders’ Decomposition Algorithm

We can use the Benders’ decomposition algorithm to solve the above problem. First, for each scenario \( \xi \), we dualize the constraints (3–25) to (3–27) and obtain the following dual formulation for the second-stage economic dispatch for the stochastic part:

\[
\psi^n(y) = \max_{\gamma^n, \lambda^n, \mu^n} (Fy - g)^T \gamma^n + (Ky)^T \lambda^n + (s + Sd(\xi^n))^T \mu^n \\
\text{s.t.} \quad D^T \gamma^n + P^T \lambda^n + T^T \mu^n \leq 0, \tag{3–33}
\]

\[
J^T \lambda^n = e, \tag{3–34}
\]

\[
\gamma^n, \lambda^n, \mu^n \geq 0, \tag{3–35}
\]

where \( \gamma^n, \lambda^n, \mu^n \) are dual variables corresponding to the scenario \( n \) for constraints (3–25), (3–26) and (3–27) respectively.

Similarly, we dualize the constraints (3–28) to (3–30) and obtain the following dual formulation for the second-stage economic dispatch for the robust part:

\[
\psi^R(y) = \max_{d \in D, \gamma, \lambda, \mu} (Fy - g)^T \gamma + (Ky)^T \lambda + (s + Sd)^T \mu \\
\text{s.t.} \quad D^T \gamma + P^T \lambda + T^T \mu \leq 0, \tag{3–36}
\]

\[
J^T \lambda = e, \tag{3–37}
\]

\[
\gamma, \lambda, \mu \geq 0, \tag{3–38}
\]

where \( \gamma, \lambda, \mu \) are dual variables for constraints (3–28), (3–29) and (3–30) respectively.

We denote \( \theta^n \) as the second-stage optimal economic dispatch cost corresponding to scenario \( n, n = 1, \cdots, N \) and \( \tilde{\theta} \) as the second-stage optimal economic dispatch cost under the worst-case scenario. Then the master problem can be described as follows,
and the problem can be solved by adding feasibility and optimality cuts iteratively:

\[
\min_{y, u, v \in \{0, 1\}} (a^T u + b^T v) + \alpha \frac{1}{N} \sum_{n=1}^{N} \theta^n + (1 - \alpha)\bar{\theta}
\]

\[s.t. \quad Ay + Bu + Cv \geq r,\]

Feasibility cuts,

Optimality cuts.

### 3.4.6 Benders’ Cuts for the Stochastic Optimization Part

#### 3.4.6.1 Feasibility cuts

We use the L-shaped method to generate feasibility cuts. In this case, we don’t need to consider constraints (3–26) since we can always choose \(\phi(\xi^n)\) to make these constraints satisfied. Thus, they will not affect the feasibility. For constraints (3–25) and (3–27) in scenario \(\xi^n, n = 1, \cdots, N\), the feasibility check problem is shown as follows:

\[
\min_{q(\xi^n)\mu, \kappa} \sum_{j=1}^{4} e^T \kappa^j
\]

\[s.t. \quad Dq(\xi^n) + \kappa^1 - \kappa^2 \geq Fy - g, \quad (3–40)\]

\[Tq(\xi^n) + \kappa^3 - \kappa^4 \geq Sd(\xi^n) + s, \quad (3–41)\]

\[q(\xi^n) \geq 0, \kappa^j \geq 0, j = 1, \cdots, 4. \quad (3–42)\]

The dual of the above formulation can be described as follows:

\[
\omega_{\tilde{n}}(y) = \max_{\hat{\gamma}^n, \hat{\mu}^n} (Fy - g)^T \hat{\gamma}^n + (Sd(\xi^n) + s)^T \hat{\mu}^n
\]

\[s.t. \quad D^T \hat{\gamma}^n + T^T \hat{\mu}^n \leq 0, \quad (3–44)\]

\[\hat{\gamma}^n, \hat{\mu}^n \in [0, 1], \quad (3–45)\]

where \(\hat{\gamma}^n\) and \(\hat{\mu}^n\) are dual variables corresponding to the \(n\)th scenario for constraints (3–40) and (3–41) respectively. Then we can perform the following steps to check feasibility:

1. If \(\omega_{\tilde{n}}(y) = 0\), \(y\) is feasible for the \(n\)th scenario;
If \( \omega^\infty(y) > 0 \), generate a corresponding feasibility cut \( \omega^\infty(y) \leq 0 \).

### 3.4.6.2 Optimality cuts

At each iteration, after solving the master problem, we obtain \( \theta^n, n = 1, \cdots, N \), and \( y \). If we substitute \( y \) into the subproblem and get \( \psi^\infty(y) \), we should have \( \psi^\infty(y) \leq \theta^n \). If \( \psi^\infty(y) > \theta^n \), we can claim that \( y \) is not an optimal solution and we can generate a corresponding optimality cut as follows:

\[
\psi^\infty(y) \leq \theta^n.
\]

### 3.4.7 Benders’ Cuts for the Robust Optimization Part

After solving the master problem, we apply the bilinear approach to get \( \psi^R(y) \). The bilinear approach is proved to converge to optimality with a small gap (less than 0.05\%) in a reasonable and much shorter time than the exact separation algorithm does [32].

We solve the following two linear programs iteratively:

\[
\psi^{R1}(y, d) = \max_{\gamma, \lambda, \mu} (Fy - g)^T \gamma + (Ky)^T \lambda + (s + Sd)^T \mu \\
\text{(SUB1)} \quad \text{s.t. } D^T \gamma + P^T \lambda + T^T \mu \leq 0, \\
\quad J^T \lambda = e, \\
\quad \gamma, \lambda, \mu \geq 0;
\]

\[
\psi^{R2}(y, \gamma, \lambda, \mu) = \max_{d} \mu^T Sd + (Fy - g)^T \gamma + (Ky)^T \lambda + s^T \mu \\
\text{(SUB2)} \quad \text{s.t. } d^- \leq d \leq d^+, \\
\quad U^T d \leq z.
\]

Next, we discuss the feasibility and optimality cuts based on the proposed approach.
3.4.7.1 Feasibility cuts

If the first-stage solution $y$ is infeasible then we should have $\psi^R(y)$ infeasible or unbounded. Note that $\psi^R_2(y, \gamma, \lambda, \mu)$ is feasible and bounded from above because the feasible region of $d$ is a polyhedra (e.g., bounded), and the objective function is continuous. Therefore, we only need to check the feasibility of (SUB1). The feasibility check for a given $d$ is the same as that for the stochastic case:

$$
\omega^R_1(y, d) = \max_{\gamma, \mu} (Fy - g)^T \hat{\gamma} + (s + sd)^T \hat{\mu}
$$

(1) \quad \text{(FEA1)} \quad s.t. \quad D^T \hat{\gamma} + T^T \hat{\mu} \leq 0, \quad \hat{\gamma}, \hat{\mu} \in [0, 1].

Note here that in order to check the feasibility under the worst-case scenario, we need to solve (FEA1) and the following (FEA2) iteratively to find the worst-case load $d$.

$$
\omega^R_2(y, \hat{\gamma}, \hat{\mu}) = \max_d \hat{\mu}^T Sd + (Fy - g)^T \hat{\gamma} + s^T \hat{\mu}
$$

(2) \quad \text{(FEA2)} \quad s.t. \quad \text{Constraints (3–49) and (3–50)}.

This procedure stops when we have $\omega^R_2(y, \hat{\gamma}, \hat{\mu}) \leq \omega^R_1(y, d)$. The detailed algorithm is shown as follows:

1. Pick an extreme point $d$ in $D$;
2. Solve (FEA1), and store the optimal objective value $\omega^R_1(y, d)$ and the optimal solution $\hat{\gamma}$ and $\hat{\mu}$;
3. Solve (FEA2), and store the optimal objective value $\omega^R_2(y, \hat{\gamma}, \hat{\mu})$ and the optimal solution $d^*$;
4. If $\omega^R_2(y, \hat{\gamma}, \hat{\mu}) > \omega^R_1(y, d)$, let $d = d^*$ and go to Step (2). Otherwise go to Step (5);
5. If $\omega^R_1(y, d) = 0$, terminate the feasibility check for the robust part, and go to the feasibility check for the stochastic part. Otherwise, add the feasibility cut $\omega^R_1(y, d) \leq 0$ to the master problem.
3.4.7.2 Optimality cuts

At each iteration, we solve the master problem and obtain $\bar{\theta}$ and $y$. Similarly, if $\psi^R(y) > \bar{\theta}$, we can generate a corresponding optimality cut as follows:

$$\psi^R(y) \leq \bar{\theta}.$$ 

The detailed algorithm to obtain optimality cuts is as follows:

1. Pick an extreme point $d$ in $\mathcal{D}$;
2. Solve (SUB1), and store the optimal objective value $\psi^{R1}(y, d)$ and the optimal solution $\gamma$ and $\mu$;
3. Solve (SUB2), and store the optimal objective value $\psi^{R2}(y, \gamma, \lambda, \mu)$ and the optimal solution $d^*$;
4. If $\psi^{R2}(y, \gamma, \lambda, \mu) > \psi^{R1}(y, d)$, let $d = d^*$ and go to Step (2). Otherwise go to Step (5);
5. If $\psi^{R2}(y, \gamma, \lambda, \mu) > \bar{\theta}$, generate the corresponding optimality cut $\psi^{R2}(y, \gamma, \lambda, \mu) \leq \bar{\theta}$ to the master problem. Otherwise, terminate the optimality check for the robust part and go to the optimality check for the stochastic part.

Finally, the flow chart of our proposed algorithm is shown in Fig. 3-1.

3.4.8 Special Cases and Discussions

The robust optimization approach helps ensure the robustness of the first-stage unit commitment decision. We can consider a special case in which we only use the constraints provided by the robust optimization approach to guarantee the solution robustness without considering the worst-case economic dispatch cost in the objective function (i.e., $\alpha = 1$). In addition, if we only take a small number of scenarios, then we don’t need to use the Benders’ decomposition approach to generate cuts for the stochastic part. Instead, we can put the stochastic part in the master problem, and add feasibility cuts by considering the constraints in the robust part. Therefore, the special case can be reformulated as follows:

$$\min_{y, u, v}(a^T u + b^T v) + \frac{1}{N} \sum_{n=1}^{N} e^T \phi(\xi^n).$$
Pick an extreme point $d$ in $D$.

$n - 1$, solve the master problem and get $y, u, v, \tilde{v}, \tilde{p}^n, n = 1, \ldots, N$.

Get $\omega^{R1}(y, d), \tilde{\gamma}$ and $\tilde{\mu}$.

Get $\omega^{R2}(y, \tilde{\gamma}, \tilde{\mu})$ and $d^*$.

Generate a feasibility cut $\omega^{R1}(y, d) \leq 0$.

$n - n + 1$.

Generate a feasibility cut $\omega^{R2}(y, \tilde{\gamma}, \tilde{\mu})$.

Generate an optimality cut $\psi^{R2}(y, \gamma, \lambda, \mu) \leq \tilde{\theta}$.

$n - n + 1$.

Stop and output the solution.

Figure 3-1. Flow chart of the proposed algorithm.
\[ s.t. \text{ Constraints (3–24) - (3–27)}, \]
\[ Fy - Dx(d) \leq g, Tx(d) \geq Sd + s, \forall d \in \mathcal{D} \]
\[ y, u, v \in \{0, 1\}, x(d) \geq 0, \phi(\xi^n) \text{ free.} \]

For the above formulation, the decision variable \( x(d) \) is the auxiliary variable representing the generation amount corresponding to the case in which the load is \( d \). Constraints (3–24) - (3–27) are put in the master problem. We apply the robust feasibility check described in Section 4–2 to find the worst-case load \( d^* \). Then we can add the Benders’ feasibility cuts in the form \( \omega^{\mathcal{R}}(y, d^*) \leq 0 \) to the master problem.

Note here that in this section, we provide a general framework to solve the unified stochastic and robust unit commitment problem. There are several deviations we can explore for each part in the algorithm. For instance, for the stochastic part, we can choose the Benders’ decomposition approach or solve the deterministic equivalent formulation (as above for the special case); for the robust optimality part, we can consider including or not including the worst-case cost in the objective function; for the robust feasibility part, once the worst-case load \( d^* \) is detected, we can add the dual cut in the form \( \omega^{\mathcal{R}}(y, d^*) \leq 0 \), or a group of primal cuts in the form \( Fy - Dx(d^*) \leq g, Tx(d^*) \geq Sd^* + s \), similar to the one described in [78].

### 3.5 Computational Results

In this section, we report experimental results for a modified IEEE 118-bus system, based on the one given online at [http://motor.ece.iit.edu/data](http://motor.ece.iit.edu/data), to show the effectiveness of the proposed approach. The system contains 118 buses, 33 generators, and 186 transmission lines. The operational time interval is 24 hours. In our experiments, we set the feasibility tolerance gap to be \( 10^{-6} \) and the optimality tolerance gap \( (\psi^{\mathcal{R}}) / \bar{\theta} \) to be \( 10^{-4} \). The MIP gap tolerance for the master problem is the CPLEX default gap. We use C++ with CPLEX 12.1 to implement the proposed formulations and algorithms. All experiments are executed on a computer workstation with 4 Intel Cores and 8GB RAM.
In our experiment, we first perform sensitivity analysis of our proposed approach in terms of the effects of the uncertainty set and the objective weight $\alpha$. Then, we compare the performances of our proposed approach with the stochastic and robust optimization approaches.

3.5.1 Sensitivity Analysis

3.5.1.1 Effect of uncertainty set

For convenience, we normalize the weight parameter $\pi^b = 1$. We first let $D^b_+ = (1 + \text{Ratio}\%) D^b_*$ and $D^b_- = (1 - \text{Ratio}\%) D^b_*$, $\forall t, \forall b$. Then, for each time $t$, we let the budget $\pi^t = (1 + \text{Budget}\%) \sum_{b \in B} D^b_*$. Finally, we let the overall budget $\pi = 0.9 \sum_{t=1}^{T} \sum_{b \in B} D^b_*$. In our experiment, we allow the sensitivity analysis parameters Ratio% and Budget% to vary from 0 to 25%. In addition, we use a five-piece piecewise linear function to approximate the generation cost function.

We test the performance of our proposed approach under various Ratio% and Budget% settings. Note here that when Budget% > Ratio%, constraint (3–22) is redundant and accordingly the computational results for these cases are the same as the one in which Budget% = Ratio%. In this experiment, we set the sample size $N$ to be 5, and report the optimal objective value, the number of start-ups, and the computational time for each setting in Table 3-1.

Table 3-1. Results under different Ratio% and Budget% settings

<table>
<thead>
<tr>
<th>Ratio%</th>
<th>Budget%</th>
<th>5%</th>
<th>15%</th>
<th>25%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Obj. Val.($)</td>
<td>737,134</td>
<td>737,134</td>
<td>737,134</td>
</tr>
<tr>
<td></td>
<td># of Start-ups</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Time(sec)</td>
<td>48</td>
<td>48</td>
<td>48</td>
</tr>
<tr>
<td>5%</td>
<td>Obj. Val.($)</td>
<td>737,439</td>
<td>738,372</td>
<td>738,272</td>
</tr>
<tr>
<td></td>
<td># of Start-ups</td>
<td>10</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>Time(sec)</td>
<td>61</td>
<td>163</td>
<td>163</td>
</tr>
<tr>
<td>15%</td>
<td>Obj. Val.($)</td>
<td>738,561</td>
<td>739,374</td>
<td>740,175</td>
</tr>
<tr>
<td></td>
<td># of Start-ups</td>
<td>12</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>Time(sec)</td>
<td>106</td>
<td>392</td>
<td>1193</td>
</tr>
</tbody>
</table>
From results shown in Table 3-1, we can observe that

(1) given an identical Budget%, the objective value and the number of start-ups increase as Ratio% increases, because the problem becomes more conservative, and similarly,

(2) given an identical Ratio%, the objective value and the number of start-ups increase as Budget% increases, because the system allows more load fluctuations.

3.5.1.2 Sensitivity analysis of objective weight $\alpha$

In this subsection, we test the performance of our proposed approach under various objective weight $\alpha$ settings. Note here that if $\alpha = 0$, only the worst-case total cost is considered and if $\alpha = 1$, only the expected total cost is included. For this experiment, we set Ratio% = 10% and Budget% = 10%. The computational results are shown in Fig. 4-2.

![Figure 3-2. The relationship between the objective value and the objective weight](image)

From Fig. 4-2 we can observe that, as $\alpha$ increases, the optimal objective value decreases, because the problem becomes less conservative as the worst-case cost component has a smaller weight.

3.5.2 Proposed Approach vs Stochastic Optimization Approach

In this subsection, we set Ratio% = Budget% and compare the performances of our proposed approach with the traditional two-stage stochastic optimization approach under different Budget% and scenario-size settings. In this experiment, we do not
include the worst-case generation cost in the objective function (i.e., \( \alpha = 1 \)). The total costs corresponding to the traditional two-stage stochastic optimization approach (SO) and our proposed unified stochastic and robust optimization approach (SR) are obtained by the following two steps:

(1) Solve the problem by using the SO and SR approaches respectively, and obtain the corresponding first-stage unit commitment solutions.

(2) Fix the unit commitment solutions obtained in (1) and solve the second-stage problem repeatedly for 50 randomly generated instances to obtain the total cost for each approach.

To compare the performances between these two approaches, we introduce a penalty cost at the rate of $5,000/MWh [7], for any power imbalance or transmission capacity/ramp-rate limit violation.

We first test the performances of the SO and SR approaches under various Budget settings. We set the scenario size to be 5 and report the computational results in Table 3-2. The Budget scenarios are given in the first column. The total costs (T.C.) obtained by each approach are reported in the third column. The UC costs (UC.C.) for each approach are given in the fourth column and the numbers of start-ups are given in the fifth column. Finally, the CPU times are recorded in the sixth column.

From Table 3-2, we have the following observations:

(1) First, we observe that when Budget \( \leq 5 \), the unit commitment decisions obtained from the SO and SR approaches are the same. This is because the uncertainty set is so small that the unit commitment decisions obtained from the SO approach are robust enough to accommodate the uncertainty, and there is no need to generate feasibility cuts in the SR approach. However, when Budget \( \geq 10 \), the UC decisions obtained from the SO approach are not feasible to some simulated load scenarios. But the UC decisions obtained from the SR approach are always feasible under different budget levels. Therefore, due to the penalty cost for the violation in the power balance or transmission capacity constraints, the SR approach incurs a smaller total cost than the SO approach when Budget \( \geq 10 \). Moreover, when Budget increases, the total cost gap between these two approaches increases. This result verifies that the proposed approach can provide a more robust solution as compared to the SO approach, especially when the system has more uncertainties.
Table 3-2. Comparison between SO and SR approaches

<table>
<thead>
<tr>
<th>Budget%</th>
<th>Model</th>
<th>T.C.($)</th>
<th>UC.C.($)</th>
<th># of Start-ups</th>
<th>Time(sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3%</td>
<td>SO</td>
<td>737,799</td>
<td>49,500</td>
<td>10</td>
<td>62</td>
</tr>
<tr>
<td></td>
<td>SR</td>
<td>737,799</td>
<td>49,500</td>
<td>10</td>
<td>50</td>
</tr>
<tr>
<td>5%</td>
<td>SO</td>
<td>738,112</td>
<td>49,500</td>
<td>10</td>
<td>59</td>
</tr>
<tr>
<td></td>
<td>SR</td>
<td>738,112</td>
<td>49,500</td>
<td>10</td>
<td>47</td>
</tr>
<tr>
<td>10%</td>
<td>SO</td>
<td>740,878</td>
<td>49,500</td>
<td>10</td>
<td>62</td>
</tr>
<tr>
<td></td>
<td>SR</td>
<td>739,911</td>
<td>52,500</td>
<td>11</td>
<td>126</td>
</tr>
<tr>
<td>15%</td>
<td>SO</td>
<td>752,575</td>
<td>49,500</td>
<td>10</td>
<td>63</td>
</tr>
<tr>
<td></td>
<td>SR</td>
<td>741,170</td>
<td>51,000</td>
<td>11</td>
<td>167</td>
</tr>
<tr>
<td>20%</td>
<td>SO</td>
<td>782,361</td>
<td>49,500</td>
<td>10</td>
<td>63</td>
</tr>
<tr>
<td></td>
<td>SR</td>
<td>742,866</td>
<td>54,000</td>
<td>12</td>
<td>222</td>
</tr>
</tbody>
</table>

(2) Second, we observe that, as compared to the SO approach, the SR approach requires more generators committed to provide sufficient generation capacity to guarantee the supply meeting the load. As a result, the SR approach has a larger UC cost than the SO approach. This result also verifies that the proposed SR approach can provide a more robust solution as compared to the SO approach.

Next, we test the system performances of the SO and SR approaches under various scenario-size settings. We set Budget% = 20% and test the scenario size $N = 1, 5, 10,$ and 20, respectively. First, we observe that for the SO approach, the number of start-ups increases when the number of scenarios increases (e.g., the number of start-ups is 10 when $N = 1$ and this number increases to 11 when $N = 20$). On the other hand, in our proposed SR approach, the number of start-ups remains the same. Therefore, the proposed SR approach is more robust than the traditional SO approach. Second, we observe that as the scenario size increases, the total cost of the SO approach and the total cost gap between the SO and SR approaches decrease (e.g., the total cost of SO is $782,361$ and the total cost of SR is $742,866$ when $N = 1$; the total cost of SO is $758,496$ and the total cost of SR is $742,866$ when $N = 20$). This is because as the scenario size increases, the first-stage unit commitment solution obtained by the SO approach becomes more robust so that the system incurs less penalty cost.
in the second stage. However, there is still a big gap between the two when $N = 20$, which verifies that it is necessary to add the robust uncertainty set to ensure system robustness of the day-ahead unit commitment decision.

### 3.5.3 Proposed Approach vs Robust Optimization Approach

We also compare the performances of our proposed SR approach with the traditional two-stage robust optimization (RO) approach under various Budget% settings. We set the scenario size for the SR approach to be 5 and summarize the computational results in Table 3-3. The Budget% settings, the total costs, the UC costs, the numbers of start-ups, and the CPU times are reported in the first, third, fourth, fifth and sixth columns respectively.

First, from our computational results, we observe that there are no penalty costs incurred for both the SR and RO approaches, which means that the unit commitment decisions for each approach are feasible for all generated scenarios. Second, from Table 3-3 we observe that our proposed SR approach commits less number of units in the first stage than the RO approach. That is, as compared to the RO approach, SR leads to smaller unit commitment and total costs. This result indicates that our proposed SR approach can generate a less conservative solution as compared to the RO approach while maintaining system robustness. Finally, we observe that, the CPU times for the RO approach are larger than our proposed SR approach for each tested instance, because the initial solution for the RO approach is worse than that of our proposed SR approach, and more optimality cuts are generated to make the algorithm converge.

### 3.6 Summary

In this chapter, we developed a unified stochastic and robust unit commitment model for ISOs/RTOs to perform reliability unit commitment runs, so as to achieve a robust and cost-effective unit commitment solution. Our proposed approach takes the advantages of both the stochastic and robust optimization approaches. The uncertainty set provided by the robust optimization approach ensures the robustness of the unit
Table 3-3. Comparison between RO and SR approaches

<table>
<thead>
<tr>
<th>Budget%</th>
<th>Model</th>
<th>T.C.($)</th>
<th>UC.C.($)</th>
<th># of Start-ups</th>
<th>Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3%</td>
<td>RO</td>
<td>737,294</td>
<td>49,500</td>
<td>10</td>
<td>375</td>
</tr>
<tr>
<td></td>
<td>SR</td>
<td>737,275</td>
<td>49,500</td>
<td>10</td>
<td>49</td>
</tr>
<tr>
<td>5%</td>
<td>RO</td>
<td>738,514</td>
<td>51,000</td>
<td>11</td>
<td>292</td>
</tr>
<tr>
<td></td>
<td>SR</td>
<td>737,275</td>
<td>49,500</td>
<td>10</td>
<td>48</td>
</tr>
<tr>
<td>10%</td>
<td>RO</td>
<td>739,515</td>
<td>54,000</td>
<td>12</td>
<td>375</td>
</tr>
<tr>
<td></td>
<td>SR</td>
<td>738,190</td>
<td>52,500</td>
<td>11</td>
<td>127</td>
</tr>
<tr>
<td>15%</td>
<td>RO</td>
<td>739,868</td>
<td>54,000</td>
<td>12</td>
<td>339</td>
</tr>
<tr>
<td></td>
<td>SR</td>
<td>738,506</td>
<td>51,000</td>
<td>11</td>
<td>168</td>
</tr>
<tr>
<td>20%</td>
<td>RO</td>
<td>749,064</td>
<td>63,300</td>
<td>15</td>
<td>303</td>
</tr>
<tr>
<td></td>
<td>SR</td>
<td>739,320</td>
<td>54,000</td>
<td>12</td>
<td>223</td>
</tr>
</tbody>
</table>

commitment decision. Meanwhile, the expected total cost in the objective function provides system operators flexibility to adjust the cost-effectiveness of the proposed approach. The proposed model can be solved efficiently by our proposed Benders’ decomposition framework, which includes both feasibility and optimality cuts. Finally, computational experiments show the effectiveness of our proposed approach.
4.1 Problem Description and Literature Review

Stochastic programming can effectively help decision making in an uncertain environment. Particularly, a specific class of stochastic programming has been studied extensively, which is called two-stage stochastic program. Typically, a two-stage stochastic program (denoted as SP) can be formulated as follows:

$$\min_x c^T x + E[Q(x, \xi)]$$

(SP) \quad s.t. \ x \in X,$$

where $x$ is the first-stage decision variable, in a convex set $X$, and $Q(x, \xi) = \min_{y(\xi) \in Y}$

$$\{ H(y(\xi)) : G(x, y(\xi)) \leq 0, \xi \in \Omega \}$$

representing the second-stage problem in which the random variable $\xi$ is on a probability space $(\Omega, \sigma(\Omega), \mathbb{P})$, where $\Omega$ is the sample space for $\xi$, $\sigma(\Omega)$ is the $\sigma$-algebra of $\Omega$, and $\mathbb{P}$ is the associate probability distribution. In this formulation, the probability distribution is assumed known and significant research progress has been made in the theoretical analysis and developing efficient algorithms [9]. However, in practice, due to limited available information on the random parameters, it is generally difficult to precisely estimate the probability distribution $\mathbb{P}$. To address this issue, distributionally robust stochastic program has been proposed. In this approach, by defining an uncertainty set $\mathcal{D}$ of the true probability distribution $\mathbb{P}$, a distributionally robust two-stage stochastic program can be reformulated as follows (denoted as RA-SP), with the objective of minimizing the expected cost under the worst-case distribution in $\mathcal{D}$:

$$\min_x c^T x + \max_{\mathbb{P} \in \mathcal{D}} E_{\mathbb{P}}[Q(x, \xi)]$$

(RA-SP) \quad s.t. \ x \in X.$$
One important factor for solving the distributionally robust stochastic program is the construction of $\mathcal{D}$. Several approaches have been proposed in the literature. For instance, in [25], the conic sets for the mean vector of observed data are considered; in [58], by restricting the density function $f$ with $l_\infty$ norm, the distributionally robust stochastic program can be reformulated as a CVaR problem and solved by a sample average approximation approach.

More recently, the data driven approach has been applied to construct the confidence set $\mathcal{D}$. That is, instead of knowing the true probability distribution $\mathbb{P}$, a series of historical data that are taken from $\mathbb{P}$ can be observed. With a reference distribution $\mathbb{P}_0$ determined by the historical data and a predefined metric $d(\mathbb{P}_0, \mathbb{P})$ to measure the distance between $\mathbb{P}_0$ and $\mathbb{P}$, the confidence set $\mathcal{D}$ can be represented as

$$\mathcal{D} = \{ \mathbb{P} : d(\mathbb{P}, \mathbb{P}_0) \leq \theta \} \quad (4-3)$$

where the tolerance $\theta$ is dependent on the number of historical data observed. Intuitively, $\mathcal{D}$ gets tighter around the true distribution $\mathbb{P}$ with more historical data observed. That is, $\theta$ becomes smaller, and accordingly RA-SP becomes less conservative.

There has been research progress made by using the data driven approach to construct the distribution confidence uncertainty set $\mathcal{D}$. For instance, in [18], $\mathcal{D}$ is constructed based on the mean and covariance matrices of the random variables learned from the historical data. In addition, $\mathcal{D}$ can be constructed differently by defining different metrics. For example, $\phi$-divergences, which are defined in the form $d_\phi(\mathbb{P} \, | \, \mathbb{P}_0) := \int_{\Omega} \phi(\frac{f(\xi)}{f_0(\xi)})f_0(\xi)d\xi$ with reference density function $f_0$ corresponding to $\mathbb{P}_0$ and true density function $f$ corresponding to $\mathbb{P}$, are usually used for measuring the distance between the reference distribution and the true distribution. In [6], $\phi$-divergences are used for the metric $d$ and the single-stage robust counterpart problem can be reformulated as a tractable problem. This approach has been extended to the two-stage stochastic program case in [38] and the chance constrained case in [29]. Besides, it is also well-known that
\( \phi \)-divergences, especially KL-divergence \( d_{KL}(P|P_0) := \int_\Omega \log \left( \frac{f(x)}{g(x)} \right) f_0(x) \, dx \), has been commonly applied in both machine learning and information theory, e.g., [46] and [62]. However, \( \phi \)-divergences are in general not metrics since most \( \phi \)-divergences do not satisfy the triangle inequality and even the symmetric property \( d_{\phi}(P|P_0) = d_{\phi}(P_0|P) \).

Also, as indicated in [21] and the metrics' relationships in [24], there are no convergence results for general \( \phi \)-divergences with empirical probability distribution as \( P_0 \), for the case in which the true density function \( f \) is continuous.

In this chapter, we introduce a new class of metrics, which is called \( \zeta \)-structure probability metrics class. Given two probability distributions \( P \) and \( Q \), the \( \zeta \)-structure probability metrics are defined as follows:

\[
d_{\zeta}(P, Q) = \sup_{h \in \mathcal{H}} \left| \int_\Omega h dP - \int_\Omega h dQ \right|
\]

where \( \mathcal{H} \) is a class of real-valued bounded measurable functions on \( \Omega \). \( \zeta \)-structure probability metrics class is first introduced in [79], and it has been applied in information theory [26], mathematical statistics [57], mass transportation problems [52], and several areas in computer science, including probabilistic concurrency, image retrieval, data mining, and bioinformatics [20]. The members in \( \zeta \)-structure probability metrics class are Kantorovich metric, Fortet-Mourier metric, Total Variation metric, Bounded Lipschitz metric, and Kolmogorov/Uniform metric. We will introduce these metrics in details in Section 4.2. In our chapter, we utilize \( \zeta \)-structure probability metrics to help construct the confidence uncertainty set for the probability distribution in RA-SP (i.e., Problem (4–2)). Then, we develop algorithms to solve RA-SP for both discrete and continuous true distribution cases. Finally, we show that RA-SP converges to SP (i.e., Problem (4–1)) as the number of historical data increases to infinity and further explore the value of data by investigating the convergence rate and showing numerical experiment results. Our contributions can be summarized as follows:
1. We apply a new class of metrics, \(\zeta\)-structure probability metrics, to construct the confidence set \(\mathcal{D}\) for the ambiguous distributions and explore the relationships among the members in the \(\zeta\)-structure probability metrics class.

2. We provide frameworks to solve RA-SP for both discrete and continuous distribution cases. For the case in which the true distribution \(P\) is discrete, we can reformulate RA-SP as a traditional two-stage robust optimization problem. For the case in which \(P\) is continuous, we propose a sampling approach and obtain the lower and upper bounds of the optimal objective value of RA-SP. We further prove that both lower and upper bounds converge to the optimal objective value of RA-SP as the sample size goes to infinity.

3. We explore the convergence rates for both outer and inner loops. That is, for the outer loop, we prove that as the number of historical data goes to infinity, the risk-averse problem RA-SP converges to SP exponentially fast. In addition, for the inner loop for which the true distribution is continuous, as the sample size goes to infinity, we prove that both lower and upper bounds converge to the optimal objective value of RA-SP exponentially fast.

The remaining part of this chapter is organized as follows: In Section 4.2, we introduce the \(\zeta\)-structure probability metrics class and study the relationships among the members in this class. In Section 4.3, we describe the solution approaches to solve RA-SP for both discrete and continuous true distribution cases, and explore the convergence rate for each case. In Section 4.4, we perform numerical studies on data-driven risk-averse newsvendor and facility location problems. Finally, in Section 4.5, we conclude our research.

### 4.2 \(\zeta\)-Structure Probability Metrics

In this section, we introduce a new class of metrics: \(\zeta\)-structure probability metrics. We first introduce the definitions of the metric members of that class, e.g., Kantorovich metric, Fortet-Mourier metric, Total Variation metric, Bounded Lipschitz metric, and Kolmogorov/Uniform metric. Then, we investigate the relationships among these metrics. We show that if the supporting space \(\Omega\) is bounded, the Total Variation metric is a dominating metric in the class, i.e., the convergence with the Total Variation metric can guarantee the convergence with other metrics in the class.
### 4.2.1 Definition

As described in Section 4.1, for any two probability distributions $\mathbb{P}$ and $\mathbb{Q}$, the $\zeta$-structure probability metrics are defined by $d_\zeta(\mathbb{P}, \mathbb{Q}) = \sup_{h \in \mathcal{H}} |\int_\Omega h \mathbb{P} - \int_\Omega h \mathbb{Q}|$, where $\mathcal{H}$ is a class of real-valued bounded measurable functions on $\Omega$. In general, the $\zeta$-structure metrics satisfy the properties of metrics, i.e., $d_\zeta(\mathbb{P}, \mathbb{Q}) = 0$ if and only if $\mathbb{P} = \mathbb{Q}$, $d_\zeta(\mathbb{P}, \mathbb{Q}) = d_\zeta(\mathbb{Q}, \mathbb{P})$ (symmetric property) and $d_\zeta(\mathbb{P}, \mathbb{Q}) \leq d_\zeta(\mathbb{P}, \mathbb{O}) + d_\zeta(\mathbb{O}, \mathbb{Q})$ for any probability distribution $\mathbb{O}$ (triangle inequality). In the following, we define $\rho(x, y)$ as the distance between random variables $x$ and $y$ and define $d$ as the dimension of $\Omega$. If random variable $x$ follows distribution $\mathbb{P}$, we denote it as $\mathbb{P} = \mathcal{L}(x)$. Then, we derive different types of metrics based on different definitions of $\mathcal{H}$.

- **Kantorovich metric**: For Kantorovich metric (denoted as $d_K(\mathbb{P}, \mathbb{Q})$), $\mathcal{H} = \{ h : \|h\|_L \leq 1 \}$, where $\|h\|_L := \sup \{ \frac{h(x) - h(y)}{\rho(x, y)} : x \neq y \in \Omega \}$. Many metrics known in statistics, measure theory, ergodic theory, and functional analysis, are special cases of the Kantorovich metric [67]. Kantorovich metric also has many applications in transportation theory [52], and in computer science including probabilistic concurrency, image retrieval, data mining, and bioinformatics [20].

- **Fortet-Mourier metric**: For Fortet-Mourier metric (denoted as $d_{FM}(\mathbb{P}, \mathbb{Q})$), $\mathcal{H} = \{ h : \|h\|_C \leq 1 \}$, where $\|h\|_C := \sup \{ \frac{h(x) - h(y)}{c(x, y)} : x \neq y \in \Omega \}$ and $c(x, y) = \rho(x, y) \max\{ 1, \rho(x, a)^{p-1}, \rho(y, a)^{p-1} \}$ for some $p \geq 1$ and $a \in \Omega$. Note here that when $p = 1$, Fortet-Mourier metric is the same as Kantorovich metric. Therefore, Fortet-mourier metric is usually used as a generalization of Kantorovich metric, with the applications on mass transportation problems [52].

- **Total Variation metric**: For Total Variation metric (denoted as $d_{TV}(\mathbb{P}, \mathbb{Q})$), $\mathcal{H} = \{ h : \|h\|_\infty \leq 1 \}$, where $\|h\|_\infty := \sup_{x \in \Omega} |h(x)|$. Another definition of the Total Variation metric is $d_{TV}(\mathbb{P}, \mathbb{Q}) := 2 \sup_{B \in \mathcal{G}(\Omega)} |\mathbb{P}(B) - \mathbb{Q}(B)|$. The total variation metric has a coupling characterization (detailed proofs are shown in [37]):

$$d_{TV}(\mathbb{P}, \mathbb{Q}) = 2 \inf \{ \Pr(X \neq Y) : \mathbb{P} = \mathcal{L}(X), \mathbb{Q} = \mathcal{L}(Y) \}. \quad (4-5)$$

The total variance metric can be applied in information theory [16] and in studying the ergodicity of Markov Chains [45]. Later on, we will prove that the convergence with respect to the Total Variation metric implies the convergence with respect to other metrics in the general $\zeta$-structure probability metrics class when $\Omega$ is bounded.
• **Bounded Lipschitz metric**: For Bounded Lipschitz metric (denoted as $d_{BL}(\mathbb{P}, \mathbb{Q})$), $\mathcal{H} = \{h : \|h\|_{BL} \leq 1\}$, where $\|h\|_{BL} := \|h\|_L + \|h\|_\infty$. Bounded Lipschitz metric is usually used to prove the convergence of probability measures in the weak topology [22].

• **Uniform/Kolmogorov metric**: For Uniform metric (also called Kolmogorov metric, denoted as $d_U(\mathbb{P}, \mathbb{Q})$), $\mathcal{H} = \{h_{(-\infty,t]} : t \in \mathbb{R}^d\}$. The Uniform metric is often used in proving the classical central limit theorem, and commonly utilized in the Kolmogorov-Smirnov statistic for hypothesis testing [56]. According to the definition, we have $d_U(\mathbb{P}, \mathbb{Q}) = \sup_t |\mathbb{P}(x \leq t) - \mathbb{Q}(x \leq t)|$.

• **Wasserstein metric**: Wasserstein metric is defined as $d_W(\mathbb{P}, \mathbb{Q}) := \inf_\pi \{E_\pi[\rho(X, Y)] : \mathbb{P} = \mathcal{L}(X), \mathbb{Q} = \mathcal{L}(Y)\}$, where the infimum is taken over all joint distributions $\pi$ with marginals $\mathbb{P}$ and $\mathbb{Q}$. Although Wasserstein metric is not a member in the general $\zeta$-structure probability metrics class, by the Kantorovich-Rubinstein theorem [33], the Kantorovich metric is equivalent to the Wasserstein metric. In particular, when $\Omega = \mathbb{R}$,

$$d_W(\mathbb{P}, \mathbb{Q}) = \int_{-\infty}^{+\infty} |F(x) - G(x)| \, dx,$$

where $F(x)$ and $G(x)$ are the distribution functions derived from $\mathbb{P}$ and $\mathbb{Q}$ respectively. This conclusion holds following the argument that $\inf_\pi \{E_\pi[\rho(X, Y)] : \mathbb{P} = \mathcal{L}(X), \mathbb{Q} = \mathcal{L}(Y)\} = \int_0^1 |F^{-1}(t) - G^{-1}(t)| \, dt$, as stated in Theorem 6.0.2 in [3] and $\int_0^1 |F^{-1}(t) - G^{-1}(t)| \, dt = \int_{-\infty}^{+\infty} |F(x) - G(x)| \, dx$. Wasserstein metric also has wide applications on transportation problems [52].

### 4.2.2 Relationships among Metrics

In this subsection, we explore the relationships among the members of $\zeta$-structure probability metrics. Based on the relationships, we demonstrate that the Total Variation metric is the dominating metric if the supporting space $\Omega$ is bounded. By proving that the Total Variation metric is equal to the $L_1$ metric when the probability density exists, we can also claim that the $L_1$ metric is the dominating metric of the $\zeta$-structure probability metrics class.

First, we explore the relationships between the Total Variation metric and the Wasserstein metric. We denote $B$ as the diameter of $\Omega$, and we have the following lemma.
Lemma 1. The relationships between the Total Variation metric and the Wasserstein metric are as follows:

- If $\Omega$ is bounded, $2d_W(\mathbb{P}, \mathbb{Q}) \leq B \cdot d_{TV}(\mathbb{P}, \mathbb{Q})$;
- If $\Omega$ is a finite set, $d_{min} \cdot d_{TV}(\mathbb{P}, \mathbb{Q}) \leq 2d_W(\mathbb{P}, \mathbb{Q})$, where $d_{min} = \min_{x \neq y} \rho(x, y)$.

Proof. See the detailed proof in Theorem 4 in [24].

Next, we study the relationships among the Bounded Lipschitz metric, the Wasserstein metric and the Total Variation metric. Since $\|h\|_{BL} := \|h\|_L + \|h\|_\infty$, the feasible region of $h$ for the Bounded Lipschitz metric is more restrictive than the one for the Kantorovich metric and the one for the Total Variation metric. Therefore we have the following lemma:

Lemma 2. The relationships among the Bounded Lipschitz, Wasserstein, and Total Variation metrics are as follows:

- $d_{BL}(\mathbb{P}, \mathbb{Q}) \leq d_W(\mathbb{P}, \mathbb{Q})$,
- $d_{BL}(\mathbb{P}, \mathbb{Q}) \leq d_{TV}(\mathbb{P}, \mathbb{Q})$.

Moreover, the relationship between the Total Variation metric and the Uniform metric can be obtained by the definitions of each metric. The Total Variation metric is to find a set $B$ among all the Borel set of $\sigma(\Omega)$, to minimize the value of $2|\mathbb{P}(B) - \mathbb{Q}(B)|$. But the Uniform metric is to find a set $B$ among all the sets in the form $(-\infty, x]$, to minimize the value of $|\mathbb{P}(B) - \mathbb{Q}(B)|$. Since set $(-\infty, x]$ is a borel set, we have:

Lemma 3. The relationship between the Total Variation metric and the Uniform metric is: $2d_U(\mathbb{P}, \mathbb{Q}) \leq d_{TV}(\mathbb{P}, \mathbb{Q})$.

Finally, we explore the relationships between the Wasserstein metric and the Fortet-Mourier metric. For notation brevity, we let $L = \max\{1, B^{p-1}\}$. We have the following lemma:

Lemma 4. The relationships between the Wasserstein metric and the Fortet-Mourier metric are as follows:
\[ d_W(P, Q) \leq d_{FM}(P, Q), \]
\[ d_{FM}(P, Q) \leq Ld_W(P, Q). \]

**Proof.** The first inequality is obvious by following the definitions of the Wasserstein metric and the Fortet-Mourier metric. For the second inequality, for the Fortet-Mourier metric, we have

\[ |h(x) - h(y)| \leq c(x, y) = \rho(x, y) \max \{1, \rho(x, a)^{p-1}, \rho(y, a)^{p-1}\} \leq \rho(x, y)L, \]

where the equation holds following the definition of \( c(x, y) \). Now we can observe

\[
\begin{align*}
d_{FM}(P, Q) &\leq \sup_{h:|h(x) - h(y)| \leq L \cdot \rho(x, y)} \left| \int_{\Omega} hdP - \int_{\Omega} hdQ \right| \\
&= L \cdot \sup_{k:|h(x) - h(y)| \leq L \cdot \rho(x, y)} \left| \int_{\Omega} h dP - \int_{\Omega} h dQ \right| \\
&= L \cdot \sup_{g:|g(x) - g(y)| \leq \rho(x, y)} \left| \int_{\Omega} g dP - \int_{\Omega} g dQ \right| \\
&= L \cdot d_W(P, Q).
\end{align*}
\]

Then the second inequality holds. \( \square \)

To summarize, the relationships among the members of \( \zeta \)-structure probability metrics class are shown in Figure 4-1.

![Figure 4-1. Relationships among members of \( \zeta \)-structure probability metrics class](image)

Based on Lemmas 1 to 4, we conclude the following proposition without proof.
Proposition 4.1. If the support $\Omega$ is bounded, the Kantorovich metric, Fortet-Mourier metric, Bounded Lipschitz metric and Kolmogorov metric are dominated by the Total Variation metric.

Moreover, if the density functions corresponding to $P$ and $Q$ exist (denote as $f(x)$ and $g(x)$), then we can define the $L_1$ metric of the densities $f, g$ as $d_{L_1}(f, g) := \int_{\mathbb{R}^d} |f(x) - g(x)|dx$. In the following lemma, we show the relationship between the $L_1$ metric and the Total Variation metric.

Lemma 5. $d_{L_1}(f, g) = d_{TV}(P, Q)$.

Proof. First, let $A := \{x \in \Omega : f(x) > g(x)\}$, we have

$$\int_{\mathbb{R}^d} |f(x) - g(x)|dx = \int_A |f(x) - g(x)|dx + \int_{A^c} |f(x) - g(x)|dx$$

$$= \int_A (f(x) - g(x))dx + \int_{A^c} (g(x) - f(x))dx$$

$$= 2 \int_A (f(x) - g(x))dx = 2(P(A) - Q(A)).$$

The last step is because of $\int_{\mathbb{R}^d}(f(x) - g(x))dx = 0$. Second, for any $B \in \sigma(\Omega)$,

$$|P(B) - Q(B)| = |\int_B f(x)dx - \int_B g(x)dx|$$

$$= |\int_{B \cap A} (f(x) - g(x))dx + \int_{B \cap A^c} (f(x) - g(x))dx|$$

$$\leq \max\{\int_{B \cap A} (f(x) - g(x))dx, \int_{B \cap A^c} (g(x) - f(x))dx\}$$

$$\leq \max\{\int_A (f(x) - g(x))dx, \int_{A^c} (g(x) - f(x))dx\}$$

$$= \frac{1}{2} \int |f(x) - g(x)|dx.$$

Therefore, we have $d_{TV}(P, Q) = d_{L_1}(f, g)$. \hfill $\square$

With the above lemmas and proposition, we explore the methodologies to solve RA-SP (i.e., Problem (4–2)) and study the convergence rates in the next section.
4.3 Solution Methodology

In this section, we investigate the solution methodologies to solve the data-driven risk-averse two-stage stochastic program (i.e., RA-SP as described in (4–2)). For theoretical convenience, we assume the supporting space \( \Omega \) is bounded, which is not a restrictive assumption in practice. The section is organized by answering the following important questions:

1. How to determine the reference distribution \( P_0 \)?

2. How to represent the value of \( \theta \) depending on the amount of historical data, i.e., the convergence rate?

3. How to solve the problem with respect to different \( \zeta \)-structure probability metrics?

We answer these questions by considering two cases: (i) the true probability distribution is discrete and (ii) the true probability distribution is continuous.

4.3.1 Discrete Case

For the case in which the true distribution is discrete, we first consider the case that the supporting space \( \Omega \) is finite, e.g., \( \{\xi^1, \xi^2, \ldots, \xi^N\} \). For the case that the supporting space \( \Omega \) is infinite, we can use the framework of continuous probability distribution case, which we will discuss later. Given \( M \) historical data \( \xi^1_0, \xi^2_0, \ldots, \xi^M_0 \), to estimate the reference distribution \( P_0 \), we consider the empirical distribution of historical data, i.e., the cumulative distribution function (CDF) that puts mass \( 1/M \) at each data point \( \xi^i_0, i = 1 \cdots M \). Formally, the empirical distribution is defined as

\[
\mathbb{P}_0(x) = \frac{1}{M} \sum_{i=1}^{M} \delta_{\xi^i_0}(x), \tag{4–7}
\]

where \( \delta_{\xi^i_0}(x) \) is an indicator variable equal to 1 if \( \xi^i_0 \leq x \) and 0 otherwise. In this case, since the supporting space is discrete, the reference distribution \( P_0 \) can be represented by its mass probability \( p^1_0, p^2_0, \ldots, p^M_0 \), where \( p^i_0 \) is equal to the number of historical data matching \( \xi^i \) divided by \( M \).
After identifying the reference distribution \( P_0 \), we discuss the value of \( \theta \), i.e., the convergence rate of the empirical distribution to the true distribution of the discrete case. We first study the convergence rate of the Total Variation metric for the discrete distribution, and then we explore the convergence rates of other metrics in the class for a more general case, i.e., the true distribution is not limited to be discrete (these results will be used for later on continuous case convergence rate analysis).

For the Total Variation metric, if the true distribution is discrete, Pinsker’s inequality [17] shows
\[
\sqrt{d_{KL}(P \| P_0)} \leq \sqrt{d_{KL}(P \| P_0)} \leq \sqrt{\chi^2}.
\]
Since [50] shows that \( d_{KL}(P \| P_0) \) converges in measure to a \( \chi^2 \)-distributed random variable as number of historical data \( M \) goes to infinity, we can claim that the convergence rate of \( d_{TV}(P_0, P) \) is bounded by that of a \( \chi^2 \) distributed random variable as \( M \) goes to infinity. Meanwhile, note here that for the case in which the true distribution is continuous, the total variation metric does not converge as described in [21], which is also the reason that the KL divergence does not converge as indicated in Section 1.

Next, we explore the convergence rate of the Kolmogorov metric for the general distribution case (either discrete or continuous). The convergence property and the convergence rate can be obtained by utilizing the following Dvoretzky-Kiefer-Wolfowitz inequality.

**Proposition 4.2** (Dvoretzky-Kiefer-Wolfowitz). For the \( d = 1 \) case, \( \Pr(d_u(P_0, P) \leq \epsilon) \geq 1 - 2e^{-2Mc^2} \). For the \( d > 1 \) case, for any \( \alpha > 0 \), there exists a constant number \( C_\alpha \) such that \( \Pr(d_u(P_0, P) \leq \epsilon) \geq 1 - C_\alpha e^{-(2-\alpha)m^2} \).

Remark: A tighter rate has been obtained in [1] for the \( d > 1 \) case in which \( \Pr(d_u(P_0, P) \leq \epsilon) \geq 1 - Ce^{2(d-1)m-2M^2}, \) for some \( C \geq 0 \).

Finally, we explore the convergence rate of the Wasserstein metric (note here the rate also applies to the Kantorovich metric) for the general distribution case, and
therefore we can obtain the convergence rates of the Fortet-Mourier and Bounded Lipschitz metrics accordingly.

**Proposition 4.3.** If \( d = 1 \), then \( \Pr(d_W(\mathbb{P}_0, \mathbb{P}) \leq \epsilon) \geq 1 - 2e^{-2M\epsilon^2} \).

**Proof.** For \( d = 1 \), based on the definition of the Wasserstein metric, \( d_W(\mathbb{P}_0, \mathbb{P}) = \int_{-\infty}^{+\infty} |F(x) - G(x)|\,dx \), where \( F \) and \( G \) are distribution functions derived from \( \mathbb{P}_0 \) and \( \mathbb{P} \) respectively. According to the H"older's inequality \( \|fg\|_1 \leq \|f\|_p\|g\|_q \) with \( 1/p + 1/q = 1 \), letting \( f = F(x) - G(x) \), \( g = 1 \), \( p = \infty \), and \( q = 1 \), we have

\[
\int_{-\infty}^{+\infty} |F(x) - G(x)|\,dx \leq \sup_x |F(x) - G(x)|.
\]

Moreover, according to the Dvoretzky-Kiefer-Wolfowitz inequality described in Proposition 4.2, we have \( \Pr(\sup_x |F(x) - G(x)| \leq \epsilon) \geq 1 - 2e^{-2M\epsilon^2} \). Therefore, \( \Pr(d_W(\mathbb{P}_0, \mathbb{P}) \leq \epsilon) \geq 1 - 2e^{-2M\epsilon^2} \). \( \square \)

We then can immediately obtain the convergence rates for the Fortet-Mourier and Bounded Lipschitz metrics for the \( d = 1 \) case, following the relationships among the \( \zeta \)-structure probability metrics as described in Subsection 4.2.2.

**Corollary 1.** If \( d = 1 \), then \( \Pr(d_{FM}(\mathbb{P}_0, \mathbb{P}) \leq \epsilon) \geq 1 - 2e^{-2M\epsilon^2} \) and \( \Pr(d_{BL}(\mathbb{P}_0, \mathbb{P}) \leq \epsilon) \geq 1 - 2e^{-2M\epsilon^2} \).

Next, we prove that for a general dimension \( d \), \( \mathbb{P}_0 \) also converges to \( \mathbb{P} \) exponentially fast with respect to the Wasserstein metric. In [10], it has shown for \( \Omega = R^K \), the convergence rate of the empirical distribution to the true distribution is

\[
\mathbb{P}(d_W(\mathbb{P}_0, \mathbb{P}) \leq \epsilon) \geq 1 - \exp\left(-\frac{\lambda}{2}M^2\epsilon^2\right),
\]

for some \( \lambda \geq 0 \). Motivated by this, we now explore an exact convergence rate for a bounded space \( \Omega \). It is shown in “Particular case 5” in [11] that

\[
d_W(\mu, \mathbb{P}_0) \leq \text{diam}(\Omega)\sqrt{2d_{KL}(\mu|\mathbb{P}_0)} \tag{4-8}
\]
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holds for $\forall \mu \in P(\Omega)$, where $P(\Omega)$ is the set of all probability measures defined on $\Omega$.

With inequality (4–8), we have the following proposition.

**Proposition 4.4.** For a general $d \geq 1$, we have

$$P(d_{W}(P_0, P) \leq \epsilon) \geq 1 - \exp\left(-\frac{\epsilon^2}{2B^2}M\right).$$

**Proof.** Let set

$$B := \{\mu \in P(\Omega) : d_{W}(\mu, P) \geq \epsilon\} \quad (4–9)$$

and $C(\Omega)$ be the collection of all bounded continuous functions $\phi : \Omega \to R$, with the supremum norm, i.e., $\|\phi\|_{\infty} = \sup_{x} |\phi(x)|$. Therefore, we have

$$\Pr(d_{W}(P, P_0) \geq \epsilon) = \Pr(P_0 \in B) \leq \Pr\left(\int_{\Omega} \phi dP_0 \geq \inf_{\mu \in B} \int_{\Omega} \phi d\mu\right) \leq \exp\left(-M \inf_{\mu \in B} \int_{\Omega} \phi d\mu - M \log E\left(e^{M \int_{\Omega} \phi dP_0}\right)\right) \quad (4–10)$$

$$= \exp\left(-M \inf_{\mu \in B} \left\{ \int_{\Omega} \phi d\mu - \frac{1}{M} \log E\left(e^{M \int_{\Omega} \phi dP_0}\right) \right\} \right)$$

$$= \exp\left(-M \inf_{\mu \in B} \left\{ \int_{\Omega} \phi d\mu - \log \int_{\Omega} e^{\phi dP_0}\right\} \right) \quad (4–11)$$

$$= \exp\left(-M \inf_{\mu \in B} \left\{ \int_{\Omega} \phi d\mu - \log \int_{\Omega} e^{\phi dP_0}\right\} \right), \quad (4–12)$$

for $\forall \phi \in C(\Omega)$, where inequality (4–10) follows from the Chebyshev’s exponential inequality, equation (4–11) follows from the definition of $P_0$, and equation (4–12) follows from the assumption that the historical data are i.i.d. drawn. Considering $\Delta(\mu) := \sup_{\phi \in C(\Omega)} \int_{\Omega} \phi d\mu - \log \int_{\Omega} e^{\phi dP_0}$, following the continuity and boundedness from the definition of $C(\Omega)$, there exist a series $\phi_n$ such that $\lim_{n \to \infty} \int_{\Omega} \phi_n d\mu - \log \int_{\Omega} e^{\phi_n dP_0} = \Delta(\mu)$. Therefore, for any small positive number $\epsilon' > 0$, there exists an $N_0$ such that $\Delta(\mu) - \int_{\Omega} \phi_n d\mu - \log \int_{\Omega} e^{\phi_n dP_0} \leq \epsilon'$ for any $n \geq N_0$. Therefore, according to (4–12) by substituting $\phi$ with $\phi_n$, we have

$$\Pr(P_0 \in B) \leq \exp\left(-M \inf_{\mu \in B} \left\{ \int_{\Omega} \phi_n d\mu - \log \int_{\Omega} e^{\phi_n dP_0}\right\} \right)$$
\[ \leq \exp \left( -M \inf_{\mu \in B} \left( \Delta(\mu) - \epsilon' \right) \right). \]

According to Lemma 6.2.13 in [19], we know that \( \Delta(\mu) = d_{KL}(\mu|\mathbb{P}_0) \). For the case \( \mu \in B \), following the definition of set \( B \) in (4–9), we have \( d_{KL}(\mu, \mathbb{P}_0) \geq \epsilon \). In addition, following (4–8) we have \( d_{KL}(\mu|\mathbb{P}_0) \geq \epsilon^2/(2B^2) \). Therefore,

\[ Pr(\mathbb{P}_0 \in B) \leq \exp \left( -M \left( \frac{\epsilon^2}{2B^2} - \epsilon' \right) \right). \]

Let \( \epsilon' = \delta/M \) for any arbitrary small positive \( \delta \), then

\[ Pr(d_{KL}(\mathbb{P}_0, \mathbb{P}) \geq \epsilon) = Pr(\mathbb{P}_0 \in B) \leq \exp \left( -\frac{\epsilon^2}{2B^2} M + \delta \right). \]

Since \( \delta \) is arbitrarily small, we have \( P(d_{KL}(\mathbb{P}_0, \mathbb{P}) \leq \epsilon) \geq 1 - \exp(-\frac{\epsilon^2}{2B^2} M) \). \qed

Similarly, the convergence rate also applies for the Kantorovich metric, and moreover, we can obtain the convergence rates for the Fortet-Mourier and Bounded Lipschitz metrics for the general dimension case as follows.

**Corollary 2.** For a general \( d \geq 1 \), we have \( P(d_{FM}(\mathbb{P}_0, \mathbb{P}) \leq \epsilon) \geq 1 - \exp(-\frac{\epsilon^2}{2B^2} M) \) and

\[ Pr(d_{BL}(\mathbb{P}_0, \mathbb{P}) \leq \epsilon) \geq 1 - \exp(-\frac{\epsilon^2}{2B^2} M). \]

With the convergence rates, we can calculate the value of \( \theta \) accordingly. Take the convergence rate for the Wasserstein metric obtained by Proposition 4.4 for example. Assuming the confidence level is set to be \( \eta \), that is, \( P(d_{KL}(\mathbb{P}_0, \mathbb{P}) \leq \theta) \geq 1 - \exp(-\frac{\epsilon^2}{2B^2} M) = \eta \), then we can obtain \( \theta = \sqrt{2B \log(\frac{1}{1-\eta})}/M \). Similarly, we can calculate the value of \( \theta \) for different metrics based on Corollary 2.

Next, we explore the methodology to solve the problem. Assuming \( \Omega = \{\xi^1, \xi^2, \ldots, \xi^N\} \), RA-SP (i.e., Problem (4–2)) can be reformulated as:

\[
\begin{align*}
\min_x & \ c^T x + \max_{\mathbb{P}} \sum_{i=1}^{N} p_i Q(x, \xi^i) \\
\text{s.t.} & \ \sum_i p_i = 1, \\
\end{align*}
\]

(4–13)
\[
\max_{h_i} \sum_{i=1}^{N} h_i p_i^0 - \sum_{i=1}^{N} h_i p_i \leq \theta, \quad \forall h_i : \|h\| \leq 1. \tag{4–14}
\]

For \(\|h\| \leq 1\), accordingly, we have

- **Kantorovich:** \(\|h_i - h_j\| \leq \rho(\xi^i, \xi^j), \quad \forall i, j\).
- **Fortet-Mourier:** \(\|h_i - h_j\| \leq \rho(\xi^i, \xi^j) \max\{1, \rho(\xi^i, a)^{p-1}, \rho(\xi^i, a)^{p-1}\}, \quad \forall i, j\).
- **Bounded-Lipschitz:** \(\|h_i - h_j\| \leq \rho(\xi^i, \xi^j), \quad |f| \leq 1, \quad \forall i, j\).
- **Total Variation:** \(h_i \leq 1, \quad \forall i\).

For the above four metrics, the constraints can be summarized as \(\sum_i a_i h_i \leq b_j, \quad j = 1, \cdots, J\). First, we develop the reformulation of constraint (4–14). Considering the problem

\[
\max_{h_i} \sum_{i=1}^{N} h_i p_i^0 - \sum_{i=1}^{N} h_i p_i \\
\text{s.t.} \quad \sum_{i} a_{ij} h_i \leq b_j, \quad j = 1, \cdots, J,
\]

we can get its dual formulation as follows:

\[
\min_{u_j} \sum_{j=1}^{J} b_j u_j \\
\text{s.t.} \quad \sum_{j=1}^{J} a_{ij} u_j \geq p_i^0 - p_i, \quad \forall i = 1, \cdots, N,
\]

where \(u\) is the dual variable. Therefore, for the discrete distribution case, RA-SP can be reformulated as follows (denoted by FR-M):

\[
\min_{x} c^T x + \max_{p_i} \sum_{i=1}^{N} p_i G(x, \xi^i) \\
\text{s.t.} \quad \sum_{i=1}^{N} p_i = 1, \\
\sum_{j=1}^{J} b_j u_j \leq \theta,
\]
\[ \sum_{j=1}^{J} a_{ij} u_j \geq p_i^0 - p_i, \forall i = 1, \cdots, N. \]

For the uniform metric, we can obtain the reformulation directly from the definition of Uniform metric (denoted by FR-U):

\[
\begin{align*}
\min c^T x & + \max_{\rho_i} \sum_{i=1}^{N} \rho_i G(x, \xi^i) \\
\text{s.t.} \quad & \sum_{i} \rho_i = 1, \\
& \left| \sum_{i=1}^{j} \rho_i^0 - \rho_i \right| \leq \theta, \forall j = 1, \cdots, J.
\end{align*}
\]

Next, we summarize the algorithm to solve the case in which the true distribution is discrete.

**Algorithm 1** Algorithm for the discrete case

**Input:** Historical data \( \xi^1, \xi^2, \cdots, \xi^N \) drawn i.i.d. from the true distribution and confidence level \( \eta \).

**Output:** The objective value of the risk-averse problem RA-SP.

**Step 1:** Obtain the reference distribution \( P_0(x) = \frac{1}{N} \sum_{i=1}^{N} \delta_{\xi^i}(x) \) and the value of \( \theta \) based on the historical data.

**Step 2:** Use the reformulation FR-M or FR-U to solve the problem.

**Step 3:** Output the solution.

### 4.3.2 Continuous Case

In this section, we discuss the case in which the true distribution is continuous.

Similarly, we develop the methodologies to solve the continuous case by answering the above three questions respectively. For the continuous case, we consider the reference probability density function (pdf) instead of the reference cumulative distribution function (cdf), and we use Kernel Density Estimation to construct the reference pdf. Assuming we observe \( n \) samples \( \xi^1, \xi^2, \cdots, \xi^n \), which are drawn from the true distribution, the kernel density function is defined as

\[
f_n(x) = \frac{1}{nh_n^n} \sum_{i=1}^{n} K\left( \frac{x - \xi^i}{h_n} \right), \tag{4-15}
\]
where \( K(x) = \prod_{k=1}^{d} k(x_k) \), in which \( k \) is a Borel measurable function (kernel) with dimension 1, satisfying \( k \geq 0, \int_{\mathbb{R}} k(x) \, dx = 1 \). Note here that \( K(x) \) also satisfies \( K \geq 0, \int_{\mathbb{R}^d} K(x) \, dx = 1 \). By using the kernel density estimation, we can see that the reference probability distribution \( P_0 \) derived from the density function \( f_n(x) \) is a continuous distribution.

Next, we analyze the convergence properties and the convergence rates of the reference distribution to the true distribution, corresponding to different metrics in \( \zeta \)-structure probability metrics class, by using kernel density estimation. Under mild assumptions, we can prove that the reference density distribution \( P_0 \) derived from \( f_n \) converges to the true probability distribution exponentially fast, under different metrics.

**Proposition 4.5.** If \( \lim_{n \to \infty} h_n = 0 \) and \( \lim_{n \to \infty} nh_n^2 = \infty \), then for all \( \epsilon > 0 \), \( \Pr(|f_n(x) - E[f_n(x)]|_{\infty} > \epsilon) \leq 2 \exp\left\{-nh_n^2 \epsilon^2/(2V^2)\right\} \) for every \( x \), where \( V = \sup_y K(y) \).

**Proof.** We let \( Z_i = K\left(\frac{x - \xi^i}{h_n}\right)/h_n^d \), then based on the definition of kernel density function (4–15), we have \( E[f_n(x)] = E[\frac{1}{n} \sum_{i=1}^{n} Z_i] = E[Z_i] \) since that \( \xi^i, i = 1, \ldots, N \) are drawn i.i.d.. Besides, it is easy to observe that

\[
|Z_i| = |K\left(\frac{x - \xi^i}{h_n}\right)/h_n^d| \leq \frac{V}{h_n^d}. \tag{4–16}
\]

According to the Hoeffding’s inequality, we have

\[
\Pr(|f_n(x) - E[f_n(x)]| > \epsilon) = \Pr\left(\left|\frac{1}{n} \sum_{i=1}^{n} Z_i - E[Z_i]\right| > \epsilon\right) \\
\leq 2 \exp\left\{-2n\epsilon^2/(2V^2)^2\right\} \\
= 2 \exp\left\{-nh_n^2 \epsilon^2/(2V^2)\right\}.
\]

Thus we conclude the proof. \( \square \)

**Proposition 4.6.** If the true density function \( f(x) \) is bounded and continuous almost everywhere, then \( \lim_{n \to \infty} |E[f_n(x)] - f(x)|_{\infty} = 0 \).
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Proof. On one hand, we have $E(f_n(x)) = \int_{\mathbb{R}^d} h^{-d}K(\frac{x-y}{h})f(y)dy = \int_{\mathbb{R}^d} K(u)f(x-uh)du$. On the other hand, based on the definition of $K(u)$, we have $\int_{\mathbb{R}^d} K(u)du = 1$, and therefore $f(x) = \int_{\mathbb{R}^d} K(u)f(x)du$. Then,

$$|E[f_n(x)] - f(x)| = \left| \int_{\mathbb{R}^d} K(u)(f(x-uh) - f(x))du \right| \leq \left| \int_{\|u\| \leq A} K(u)(f(x-uh) - f(x))du \right| + \left| \int_{\|u\| \geq A} K(u)(f(x-uh) - f(x))du \right|, \quad (4-17)$$

for any value $A \geq 0$. For the second item in (4–17), we can observe that

$$\left| \int_{\|u\| \geq A} K(u)(f(x-uh) - f(x))du \right| \leq 2 \sup_{x \in \mathbb{R}^d} f(x) \int_{\|u\| \geq A} K(u)du.$$ 

In addition, since $K(u) \geq 0$ and $\int_{\mathbb{R}^d} K(u)du = 1$, we can always choose $A$ large enough to make $\sup_{x \in \mathbb{R}^d} f(x) \int_{\|u\| \geq A} K(u)du$ less than any arbitrary $\epsilon$. For the first item of (4–17), we have

$$\left| \int_{\|u\| \leq A} K(u)(f(x-uh) - f(x))du \right| \leq \sup_{x \in \mathbb{R}^d} |K(x)| \left| \int_{\|u\| \leq A} (f(x-uh) - f(x))du \right|.$$ 

Since $f$ is bounded and continuous almost everywhere, there exists a constant $C$ such that $|f(x-uh) - f(x)| \leq C\|uh\|$ almost everywhere. Without considering the set with measure 0, we have $\left| \int_{\|u\| \leq A} K(u)(f(x-uh) - f(x))du \right| \leq CAh \sup_{x \in \mathbb{R}^d} |K(x)|$. Similarly, for a given $A$, $CAh \sup_{x \in \mathbb{R}^d} |K(x)|$ can be less than any arbitrary $\epsilon$ when $h$ is very small. So $|E[f_n(x)] - f(x)|_\infty \to 0$ when $h$ goes to zero, so as $n$ goes to infinity.

With the above two propositions, we can estimate the convergence rate for the Total Variation metric as follows:

**Theorem 4.1.** If the true density function $f(x)$ is bounded and continuous almost everywhere, $\lim_{n \to \infty} h_n = 0$, and $\lim_{n \to \infty} nh_n^d = \infty$, then for all $\epsilon > 0$, there exists $n_0$ such that

$$\Pr(d_{TV}(P_0, P) > \epsilon) \leq 2 \exp\{-nh_n^d \epsilon^2 / (2V^2)\} \quad (4-18)$$
for \( n \geq n_0 \), where \( V = \sup_y K(y) \) and \( \mathbb{P}_0, \mathbb{P} \) are probability distributions derived from \( f_n \) and \( f \) respectively.

**Proof.** According to the Hölder’s inequality, we have \( d_{L_1}(f_n, f) \leq \sup_x |f_n(x) - f(x)| \).

According to Lemma 5, we have \( d_{L_1}(f_n, f) = d_{TV}(\mathbb{P}_0, \mathbb{P}) \). Based on Propositions 4.5 and 4.6, we prove the theorem. \( \square \)

With Theorem 4.1, it is easy to derive the convergence rates for other metrics based on Lemmas 1 to 4.

**Corollary 3.** If the true density function \( f(x) \) is bounded and continuous almost everywhere, \( \lim_{n \to \infty} h_n = 0 \), and \( \lim_{n \to \infty} nh_n^d = \infty \), then for all \( \epsilon > 0 \), there exists an \( n_0 \) such that

\[
\Pr\left( d_\infty(\mathbb{P}_0, \mathbb{P}) > \epsilon \right) \leq 2 \exp\left\{ -nh_n^2 \epsilon^2 / (2V^2) \right\},
\]

\[
\Pr\left( d_W(\mathbb{P}_0, \mathbb{P}) > \epsilon \right) \leq 2 \exp\left\{ -nh_n^2 \epsilon^2 / (2V^2) \right\},
\]

\[
\Pr\left( d_{FM}(\mathbb{P}_0, \mathbb{P}) > \epsilon \right) \leq 2 \exp\left\{ -nh_n^2 \epsilon^2 / (2(BL)^2) \right\},
\]

\[
\Pr\left( d_U(\mathbb{P}_0, \mathbb{P}) > \epsilon \right) \leq 2 \exp\left\{ -2nh_n^2 \epsilon^2 / V^2 \right\},
\]

for \( n \geq n_0 \), where \( V = \sup_y K(y) \) and \( \mathbb{P}_0, \mathbb{P} \) are probability distributions derived from \( f_n \) and \( f \) respectively.

Given that the reference distribution converges to the true distribution exponentially fast, next, we explore the convergence property of the optimal solution and the optimal objective value of RA-SP to the optimal solution and the optimal objective value of SP, i.e., Problem (4–1). We have the following theorem.

**Theorem 4.2.** The optimal solution and the optimal objective value of RA-SP, i.e., Problem (4–2), converge to the optimal solution and the optimal objective value of SP, i.e., Problem (4–1), respectively.

**Proof.** According to Proposition 4.4 and Corollary 2, we know as the historical data size \( M \) goes to infinity, the true distribution \( \mathbb{P}^* \) converges to \( \mathbb{P}_0 \) in probability. Since as
$M$ goes to infinity, $\theta$ goes to zero, so the worst-case probability distribution, denoted as $\mathbb{P}$, converges to $\mathbb{P}_0$. Therefore, the worst-case distribution $\mathbb{P}$ converges to the true distribution $\mathbb{P}^*$ in probability. Since $\Omega$ is bounded, then for any given $x \in X$, the function $Q(x, \xi)$ is bounded and continuous with $\xi$. According to the Helly-Bray theorem, we can claim that for any given $x \in X$,

$$
\lim_{M \to \infty} \sup_{\mathbb{P} : d(\mathbb{P}, \mathbb{P}_0) \leq \theta} E_{\mathbb{P}}[Q(x, \xi)] = \lim_{M \to \infty} E_{\mathbb{P}}[Q(x, \xi)] = E_{\mathbb{P}^*}[Q(x, \xi)].
$$

With equation (4–23), we first explore the convergence property of optimal values. We represent $\hat{v}$ as the optimal value and $\hat{x}$ as the optimal solution of the following problem:

$$
\min_x c^T x + \lim_{M \to \infty} \sup_{\mathbb{P} : d(\mathbb{P}, \mathbb{P}_0) \leq \theta} E_{\mathbb{P}}[Q(x, \xi)]
$$

s.t. $x \in X$.

Besides, we represent $\bar{v}$ as the optimal value and $\bar{x}$ as the optimal solution of problem SP (i.e., problem as described in (4–1)). Then we need to prove that $\hat{v} = \bar{v}$. Due to the fact that $\hat{v} \geq \bar{v}$, if the equation $\hat{v} = \bar{v}$ does not hold, we have $\hat{v} > \bar{v}$. According to Equation (4–23), we can observe that

$$
c^T \bar{x} + \lim_{M \to \infty} \sup_{\mathbb{P} : d(\mathbb{P}, \mathbb{P}_0) \leq \theta} E_{\mathbb{P}}[Q(\bar{x}, \xi)] = c^T \bar{x} + E_{\mathbb{P}^*}[Q(\bar{x}, \xi)].
$$

Therefore,

$$
c^T \hat{x} + \lim_{M \to \infty} \sup_{\mathbb{P} : d(\mathbb{P}, \mathbb{P}_0) \leq \theta} E_{\mathbb{P}}[Q(\hat{x}, \xi)]
$$

$= \hat{v}$

$> \bar{v}$

$= c^T \bar{x} + E_{\mathbb{P}^*}[Q(\bar{x}, \xi)]$

$= c^T \bar{x} + \lim_{M \to \infty} \sup_{\mathbb{P} : d(\mathbb{P}, \mathbb{P}_0) \leq \theta} E_{\mathbb{P}}[Q(\bar{x}, \xi)],
$$

(4–26)
which violates that \( \hat{x} \) is the optimal solution to problem (4–24). Consequently, we have \( \hat{\nu} = \bar{\nu} \), which indicates the convergence property of optimal values. Besides, since the optimal solution of problem (4–2) converges to \( \hat{x} \), and \( \hat{x} \) is also an optimal solution of problem (4–1) due to \( \hat{\nu} = \bar{\nu} \), we can claim that the optimal solution of problem (4–2) converges to the optimal solution of problem (4–1).

Next, we derive a sampling approach to solve RA-SP (i.e., Problem (4–2)) for the case in which the true probability distribution is continuous, with any metric \( \mathcal{F} \) in \( \zeta \)-structure probability metrics class. We denote

\[
f(x) = c^T x + \sup_{P: d_{\mathcal{F}}(P, P_0) \leq \theta} E_P[Q(x, \xi)] ,
\]

where \( P_0 \) is the probability distribution derived from \( f_o \) as indicated in (4–15), and \( \theta \) can be calculated by using Theorem 4.1 and Corollary 3. We consider the following two problems:

\[
H^+(x, \epsilon) = c^T x + \sup_{F_N: d_{\mathcal{F}}(F_N, F_N^0) \leq \theta + \epsilon} E_{F_N}[Q(x, \xi)], \tag{4–28}
\]

\[
H^-(x, \epsilon) = c^T x + \sup_{F_N: d_{\mathcal{F}}(F_N, F_N^0) \leq \theta - \epsilon} E_{F_N}[Q(x, \xi)]. \tag{4–29}
\]

where \( F_N^0 \) is the empirical distribution of \( N \) samples \( \xi_0^1, \xi_0^2, \cdots, \xi_0^N \) drawn from the reference distribution \( P_0 \), and \( F_N \) is any discrete distribution of \( \xi_0^1, \xi_0^2, \cdots, \xi_0^N \). For notation brevity, let \( \beta_{\mathcal{F}}(\epsilon, N) \) represent the convergence rate corresponds to different metric \( \mathcal{F} \) obtained by Proposition 4.4 and Corollary 2. We have the following theorem:

**Proposition 4.7.** For a given first stage decision \( \overline{x} \), \( H^-(\overline{x}, \epsilon) \) is a lower bound of \( f(\overline{x}) \) with probability \( 1 - \beta_{\mathcal{F}}(\epsilon, N) \) and \( H^+(\overline{x}, \epsilon) \) is an upper bound of \( f(\overline{x}) \) with probability \( 1 - \beta_{\mathcal{F}}(\epsilon, N) \).

**Proof.** For the lower bound part, we first assume that \( F_N^* \) is the worst-case distribution of Problem (4–29). Then \( F_N^* \) should satisfy the constraint \( d_{\mathcal{F}}(F_N^*, F_N^0) \leq \theta - \epsilon \). Also, based on Proposition 4.4 and Corollary 2, we have \( d_{\mathcal{F}}(F_N^0, P_0) \leq \epsilon \) with probability
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$1 - \beta_{\mathcal{F}}(\epsilon, N)$. Since $d_{\mathcal{F}}$ is a metric, it satisfies the triangle inequality, i.e., $d_{\mathcal{F}}(F_N^*, P_0) \leq d_{\mathcal{F}}(F_N^*, F_N^0) + d_{\mathcal{F}}(F_N^0, P_0)$. Thus we have $d_{\mathcal{F}}(F_N^*, P_0) \leq \theta$ with probability $1 - \beta_{\mathcal{F}}(\epsilon, N)$.

Therefore,

$$
\Pr\{H^-(\bar{x}, \epsilon) \leq f(\bar{x})\} = \Pr\{c^T \bar{x} + E_{F_N^*}[Q(\bar{x}, \xi)] \leq c^T \bar{x} + \sup_{P : d_{\mathcal{F}}(P, P_0) \leq \theta} E_P[Q(\bar{x}, \xi)]\} = \Pr\{E_{F_N^*}[Q(\bar{x}, \xi)] \leq \sup_{P : d_{\mathcal{F}}(P, P_0) \leq \theta} E_P[Q(\bar{x}, \xi)]\} \geq \Pr\{F_N^* \in \{P : d_{\mathcal{F}}(P, P_0) \leq \theta\}\} \geq 1 - \beta_{\mathcal{F}}(\epsilon, N).
$$

By using the same logic, we can prove the upper bound part. The detailed proof is omitted here.

From the proposition we can see, on one hand, as $\epsilon$ decreases, the lower bound tends to increase, and the upper bound tends to decrease, and the upper bound and lower bound converge as $\epsilon$ goes to 0. But notice here when $\epsilon$ is very small, we need to find a large $N$ to guarantee a high probability. On the other hand, consider the problem

$$
H(x) = c^T x + \sup_{F_N : d_{\mathcal{F}}(F_N, F_N^0) \leq \theta} E_{F_N}[Q(x, \xi)]
$$

and we know $H^+(x, \epsilon) \geq H(x) \geq H^-(x, \epsilon)$. Therefore, $H(x)$ also converges to the objective of RA-SP exponentially fast. Then we can also solve RA-SP by solving the minimization problem of (4–30).

Now we analyze the upper bound and lower bound of problem RA-SP. We let

$$
\nu^+_\epsilon = \min_{x \in \mathcal{X}} H^+(x, \epsilon),
$$

$$
\nu^-_\epsilon = \min_{x \in \mathcal{X}} H^-(x, \epsilon),
$$

and let $\nu^*$ as the optimal value of RA-SP. We have the following theorem:
Theorem 4.3.

\[ \Pr \{ v^- \leq v^* \} \geq 1 - \beta_f(\epsilon, N), \]  
(4–33)

\[ \Pr \{ v^* \leq v^+ \} \geq 1 - \beta_f(\epsilon, N). \]  
(4–34)

Proof. We just verify the statement (4–33), and then the statement (4–34) holds following the same logic. Denote \( x^* \) and \( x^- \) are the optimal solutions to the problem RA-SP and problem (4–32), respectively.

\[ \Pr \{ v^- \leq v^* \} \]
\[ = \Pr \{ H^-(x^-, \epsilon) \leq f(x^*) \} \]
\[ \geq \Pr \{ H^-(x^*, \epsilon) \leq f(x^*) \} \]  
(4–35)

\[ \geq 1 - \beta_f(\epsilon, N), \]  
(4–36)

where inequality (4–35) holds since \( x^- \) is the optimal solution to the problem (4–32) so that \( H^-(x^-, \epsilon) \leq H^-(x^*, \epsilon) \). The inequality (4–36) is derived by using Proposition 4.7.

Now we discuss the calculations of \( \theta \) values for the continuous case. We can follow the similar logic as discussed in Subsection 4.3.1 and represent \( \theta \) as a function of confidence level \( \eta \) and the number of historical data \( M \), based on Theorem 4.1 and Corollary 3. In addition, if the probabilities for (4–28) to be the upper bound of (4–27) and (4–29) to be the lower bound of (4–27) are given, we can also calculate the number of \( \epsilon \), based on Proposition 4.4 and Corollary 2.

Next, we conclude the algorithm to solve the case in which the true distribution is continuous in Algorithm 2.

Note here that for the case that the true distribution is discrete but the supporting space \( \Omega \) is infinite, we can employ the same algorithm, except using the empirical distribution as the reference distribution. In that case, the convergence rate (i.e., the value of \( \theta \)) can be obtained by using Proposition 4.4 and Corollary 2.
Algorithm 2 Algorithm for the continuous case

**Input**: Historical data $\xi^1, \xi^2, \cdots, \xi^M$ drawn i.i.d. from the true distribution and confidence level $\eta$ and $\tau$.

**Output**: The estimated objective value of the risk-averse problem.

**Step 1**: Obtain the kernel density function $f_M(x)$ as shown in (4–15) and $\theta$ based on the historical data.

**Step 2**: Set gap = $1000$, $N = 0$.

**Step 3**: While gap > $\sigma$, do

1) $N = N + \Delta N$.

2) Simulate $N$ samples from $f_M(x)$, and obtain $\epsilon$ based on Proposition 4.4 and Corollary 2.

3) Obtain the upper bound by solving (4–31).

4) Obtain the lower bound by solving (4–32).

5) Obtain the optimality gap between the lower and upper bounds.

**Step 4**: Output the solution.

4.4 Numerical Experiments

In this section, by using the $\zeta$-structure probability metrics to construct the confidence set, we explore the performances for both discrete and continuous cases. We show the system performance by two examples: Newsvendor problem and Facility Location problem.

4.4.1 Newsvendor Problem

In this subsection, we use a two-stage Newsvendor problem as an example to conduct our numerical experiments. A news vendor places an order $y$ of newspapers one day ahead at a unit cost of $c_1$. On the second day, she observes the real demand $d$ and places a supplemental order $x$ at a unit cost of $c_2$. If $c_1 \geq c_2$, then the news vendor can put all her purchase orders on the second day, based on the known information of demand. For this case, the two-stage newsvendor problem can be reduced to be a single-stage problem. If $c_2 \geq p$, then the news vendor will not put any order on the second day to avoid loss of money, and similarly, the two-stage newsvendor problem can be reduced to be a single-stage problem. Therefore, without loss of generalization, we assume $c_1 < c_2 < p$. Accordingly, the data-driven risk-averse two-stage newsvendor
problem can be formulated as follows:

\[
\max_{y \geq 0} -c_1 y + \min_{\mathbb{P}, d_\zeta (\mathbb{P}, \mathbb{P}_0) \leq \theta} \mathbb{E}_\mathbb{P} \max_{x \geq 0} [ \rho \min \{ x + y, d(\xi) \} - c_2 x ],
\]  

(4-37)

where \( \zeta \) can be any metric in the \( \zeta \)-structure probability metrics class, and \( \theta \) can be calculated based on Proposition 4.1 and Corollary 2 if the true distribution is discrete and Theorem 4.4 and Corollary 3 if the true distribution is continuous.

In the following, by using the newsvendor problem as an example, we explore the performance of our approach for the discrete case. We set \( c_1 = 3, c_2 = 4, \) and \( \rho = 5 \). We assume the demand follows a discrete distribution with two scenarios: 10 and 20 each with probabilities 0.4 and 0.6 respectively. We first study the effects of the number of observed historical data, by setting the confidence level to be 0.99 and varying the number of historical data from 10 to 10,000.

![Figure 4-2. Effects of historical data](image)

The results are shown in Figure 4-2. From the figure, we can observe that, no matter what kind of metrics we use, as the number of historical data increases, the objective value of problem RA-SP tends to increase. This result conforms to the
intuition, because the value of $\theta$ decreases as the number of historical data increases. Therefore, accordingly, the risk-averse problem RA-SP becomes less conservative. We can also observe that, when the number of historical data exceeds 2,000, the gaps between the risk-averse problem RA-SP and risk-neutral problem SP are very small (less than 0.2) under the Wasserstein and Fortet-Mourier metrics. Furthermore, when the number of historical data exceeds 5,000, the gaps between the risk-averse problem RA-SP and the risk-neutral problem SP are small under all metrics.

Next, we explore the effects of confidence level on the objective value of RA-SP. We set the number of historical data to be 5,000 and test five different confidence levels: 0.7, 0.8, 0.9, 0.95, and 0.99. We report the results in Figure 4-3.

![Figure 4-3. Effects of confidence level](image)

From the figure, we can observe that as the confidence level increases, the gaps between the risk-averse problem RA-SP and risk-neutral problem SP also increase. This is due to the fact that, as the confidence level increases, the value of $\theta$ increases. Thus, the problem becomes more conservative and the true probability distribution is more likely to be in the confidence set $D$. 
4.4.2 Facility Location Problem

In this subsection, to show the system performance for the continuous distribution case, we use the facility location problem as an example, e.g., a company that supplies independent grocery stores decides what facilities, among locations \( i = 1, \cdots, M \), to open. Each facility \( i \) associates with a fixed cost \( F_i \) and a capacity \( C_i \) if it is open. Assume that the company has a stable set of demand sites \( j = 1, \cdots, N \), whose demands are independently distributed. There is a shipment cost to bring a unit product from facility \( i \) to demand site \( j \). At the first stage, the company needs to decide which facilities to open, and at the second stage, after realizing the demand \( d_j \) at site \( j \), the company needs to decide the amount of products to be shipped from facility \( i \) to site \( j \). Accordingly, the data-driven risk-averse two-stage stochastic facility location problem can be formulated as follows:

\[
\min_y \sum_{i=1}^{M} F_i y_i + \max_{P \in \mathcal{D}} \mathbb{E}_{P} \left[ \sum_{i=1}^{M} \sum_{j=1}^{N} T_{ij} x_{ij}(\xi) \right]
\]

s.t.  
\[
\sum_{j=1}^{N} x_{ij} \leq C_i y_i, \; i = 1, \cdots, M,
\]
\[
\sum_{i=1}^{M} x_{ij} = d_j(\xi), \; j = 1, \cdots, N,
\]
\[
y_i \in \{0, 1\}, \; x_{ij} \geq 0, \; i = 1, \cdots, M, \; j = 1, \cdots, N.
\]

We assume there are 10 facility locations and 10 demand sites. For each location \( i \), the capacity is \( 15 + i \) and the fixed cost is \( 100 + i \). Meanwhile, the unit shipping cost from location \( i \) to demand site \( j \) is \( 5 + 0.008i \). In this experiment, we test the cases in which the random variable follows a Uniform distribution, Normal distribution, Gamma distribution and Weibull distribution, respectively.

Similar to the discrete case, we study the effect of historical data first. We set the number of samples we take from the reference distribution as 100, and compute the
estimated value of the risk averse problem (4–2) described as (4–30). We report the objective values corresponding to various numbers of historical data in Figure 4-5.

![Graphs showing the effect of historical data on objective values for different distributions](image)

**Figure 4-4. Effects of historical data**

From Figure 4-4 we can observe that, for a fixed number of samples, as the number of historical data increases, the objective values tend to decrease. That is because as the number of historical data increases, the value of $\theta$ decreases and the problem becomes less conservative. In addition, we report the facilities that are not open in the first stage in Table 4.4.2 for the Weibull metric for comparison. From the table we can observe that, for different metrics and different number of historical data, we have different first-stage decisions.

Next, we set the number of historical data to be 5000, and test the effects of the number of samples for the proposed sampling approach. We obtain the upper and
Table 4-1. Facilities that are not open

<table>
<thead>
<tr>
<th>Metrics</th>
<th>10</th>
<th>100</th>
<th>500</th>
<th>1000</th>
<th>2000</th>
<th>4000</th>
<th>6000</th>
<th>8000</th>
</tr>
</thead>
<tbody>
<tr>
<td>K</td>
<td>4,10</td>
<td>1,10</td>
<td>3,10</td>
<td>3,10</td>
<td>3,10</td>
<td>6,10</td>
<td>3,10</td>
<td>6,10</td>
</tr>
<tr>
<td>BL</td>
<td>4,10</td>
<td>1,10</td>
<td>3,10</td>
<td>3,10</td>
<td>3,10</td>
<td>7,9</td>
<td>3,10</td>
<td>6,10</td>
</tr>
<tr>
<td>FM</td>
<td>4,10</td>
<td>1,10</td>
<td>3,10</td>
<td>3,10</td>
<td>3,10</td>
<td>6,10</td>
<td>3,10</td>
<td>6,10</td>
</tr>
<tr>
<td>U</td>
<td>4,10</td>
<td>1,10</td>
<td>3,10</td>
<td>4,9</td>
<td>4,9</td>
<td>7,9</td>
<td>3,10</td>
<td>7,9</td>
</tr>
<tr>
<td>TV</td>
<td>5,9</td>
<td>1,10</td>
<td>4,9</td>
<td>4,9</td>
<td>3,10</td>
<td>6,10</td>
<td>3,10</td>
<td>7,9</td>
</tr>
</tbody>
</table>

lower bounds, and the estimated values corresponding to different sample numbers respectively and show the results in Figure 4-5.

Figure 4-5. Effects of samples

From Figure 4-5 we can observe, no matter what the true distribution is, as the number of samples increases, the gap between the upper bound and the lower bound tends to decrease.
4.5 Summary

In this chapter, we apply a new class of probability metrics, $\zeta$-structure probability metrics, to construct the confidence set of ambiguous distributions, by learning from the historical data. Based on this, we further develop a framework to solve the risk-averse two-stage stochastic program for both cases in which the true distribution is discrete and continuous, respectively. We reformulate the risk-averse problem as a traditional robust optimization problem for the discrete case. For the continuous case, we propose a re-sampling approach to provide the statistical upper and lower bounds for the optimal objective value of the risk-averse problem. In addition, these bounds are proved to converge to the optimal objective value as the sample size increases to infinity. We also prove that under $\zeta$-structure probability metrics, the risk-averse problem converges to the risk-neutral one exponentially fast as the number of historical data increases to infinity. The experimental results of newsvendor and facility location problems show the effectiveness of the proposed approach and numerically show the value of data.
In this chapter, we present a data-driven risk-averse stochastic optimization approach to solve the unit commitment problem. That is, instead of knowing the exact distribution of the uncertain parameter, we can observe a series of historical data which are drawn from the true distribution. By learning from the historical data, we construct a reference distribution of the uncertain parameter as well as a confidence set of the true distribution, and make decisions in consideration of the case that the true distribution can vary within the confidence set. Then, we develop a data-driven risk-averse two-stage stochastic unit commitment framework and propose the solution approaches to solve the developed framework. Our contributions can be described as follows:

1. Unlike the traditional two-stage stochastic unit commitment problem, we do not assume that the probability distributions of the uncertain parameters, e.g., electricity load and wind power output, are known. Instead, we construct confidence sets of the probability distributions and propose the solution methodology to solve a risk-averse stochastic unit commitment problem.

2. We examine the convergence properties of the data-driven stochastic unit commitment framework, and we demonstrate that as the number of historical data increases, the risk-averse problem converges to the risk-neutral problem, i.e., the traditional two-stage stochastic unit commitment problem. In that case, our problem becomes less conservative as more historical data are observed.

The remainder of this chapter is organized as follows. In Section 5.2, we describe the mathematical formulations of the traditional stochastic unit commitment problem and the data-driven stochastic unit commitment problem respectively. In Section 5.3, we discuss the solution methodologies to solve the data-driven stochastic unit commitment problem. In Section 5.4, we prove that as the number of historical data increases, the data-driven stochastic unit commitment problem converges to the traditional stochastic unit commitment problem. In Section 5, we conclude our work.
5.2 Mathematical Formulations

In this section, we define the notations and introduce the formulation of the traditional two-stage stochastic unit commitment problem first. Then based on the observed historical data, we construct the reference distribution and the confidence set of the true probability distribution, by bringing the concept of “Wasserstein metric”. Based on the reference distribution and the confidence set, we then build the formulation of the data-driven risk-averse two-stage stochastic unit commitment problem.

5.2.1 Stochastic Unit Commitment Problem

In this chapter, we have two dimensions of uncertainties, i.e., wind power output and electricity load. However, since the wind power output can be regarded as a negative load, without loss of generality, we only consider the electricity load as the uncertain parameter. We summarize the notations by sets, parameters, first-stage variables and second-stage variables listed as follows.

A. Sets and Parameters

- \(B\) Index set of all buses.
- \(\mathcal{E}\) Index set of transmission lines linking two buses.
- \(G_b\) Set of thermal generators at bus \(b\).
- \(T\) Time horizon (e.g., 24 hours).
- \(SU_i^b\) Start-up cost of thermal generator \(i\) at bus \(b\).
- \(SD_i^b\) Shut-down cost of thermal generator \(i\) at bus \(b\).
- \(F_i(\cdot)\) Fuel cost of thermal generator \(i\).
- \(MU_i^b\) Minimum up-time for thermal generator \(i\) at bus \(b\).
- \(MD_i^b\) Minimum down-time for thermal generator \(i\) at bus \(b\).
- \(RU_i^b\) Ramp-up rate limit for thermal generator \(i\) at bus \(b\).
- \(RD_i^b\) Ramp-down rate limit for thermal generator \(i\) at bus \(b\).
- \(L_i^b\) Lower bound of electricity generated by thermal generator \(i\) at bus \(b\).
$U_i^b$ Upper bound of electricity generated by thermal generator $i$ at bus $b$.

$C_{ij}$ Capacity for the transmission line linking bus $i$ and bus $j$.

$K_{ij}^b$ Line flow distribution factor for the transmission line linking bus $i$ and bus $j$, due to the net injection at bus $b$.

$D_{t}^{b+}$ The upper bound of the load at bus $b$ in time $t$.

$D_{t}^{b-}$ The lower bound of the load at bus $b$ in time $t$.

$d_{tb}(\xi)$ The load at bus $b$ in time $t$ corresponding to scenario $\xi$.

$\gamma_{it}^b$ The intercept of the $j$th segment line for the generation cost for generator $i$ at bus $b$ in time $t$.

$\beta_{it}^b$ The slope of the $j$th segment line for the generation cost for generator $i$ at bus $b$ in time $t$.

**B. First-stage Variables**

$y_{it}^b$ Binary decision variable: “1” if thermal generator $i$ at bus $b$ is on in time $t$; “0” otherwise.

$u_{it}^b$ Binary decision variable: “1” if thermal generator $i$ at bus $b$ is started up in time $t$; “0” otherwise.

$\nu_{it}^b$ Binary decision variable: “1” if thermal generator $i$ at bus $b$ is shut down in time $t$; “0” otherwise.

**C. Second-stage Variables**

$q_{it}^b(\xi)$ Electricity generation amount by thermal generator $i$ at bus $b$ in time $t$ corresponding to scenario $\xi$.

$\eta_{it}^b(\xi)$ Auxiliary variable representing the fuel cost of thermal generator $i$ at bus $b$ in time $t$ corresponding to scenario $\xi$.

With the notations, we develop a two-stage stochastic unit commitment formulation by minimizing the expected total generation cost. The first stage is to obtain the day-ahead on/off schedule (i.e., unit commitment decision) for the thermal generators adhering to the operational constraints. After the uncertain load is realized, the second stage is to obtain the real time economic dispatch decision for the thermal generators while satisfying the physical and transmission constraints. The detailed formulation (denoted
as SUC) can be described as follows:

\[
\min_\mathbf{y} \sum_{t=1}^{T} \sum_{b \in B} \sum_{i \in \mathcal{G}_b} \left( SU_i^b y_{it}^b + SD_i^b v_{it}^b \right) + E[\mathcal{Q}(y, u, v, \xi)] \tag{5-1}
\]

s.t.

\[-y_{it-1}^b + y_{it}^b - y_{ik}^b \leq 0, \quad \forall k : 1 \leq k - (t - 1) \leq MU_i^b, \quad \forall i \in \mathcal{G}_b, \forall b \in B, \forall t, \tag{5-2}\]

\[y_{it-1}^b - y_{it}^b + y_{ik}^b \leq 1, \quad \forall k : 1 \leq k - (t - 1) \leq MD_i^b, \quad \forall i \in \mathcal{G}_b, \forall b \in B, \forall t, \tag{5-3}\]

\[-y_{it-1}^b + y_{it}^b - u_{it}^b \leq 0, \quad \forall i \in \mathcal{G}_b, \forall b \in B, \forall t, \tag{5-4}\]

\[y_{it-1}^b - y_{it}^b - v_{it}^b \leq 0, \quad \forall i \in \mathcal{G}_b, \forall b \in B, \forall t, \tag{5-5}\]

\[y_{it}^b, u_{it}^b, v_{it}^b \in \{0, 1\}, \quad \forall i \in \mathcal{G}_b, \forall b \in B, \forall t, \tag{5-6}\]

where \(\mathcal{Q}(y, u, v, \xi)\) is equal to

\[
\min_\mathbf{y} \sum_{t=1}^{T} \sum_{b \in B} \sum_{i \in \mathcal{G}_b} F_i(q_{it}^b(\xi)) \tag{5-7}
\]

s.t.

\[L_i^b y_{it}^b \leq q_{it}^b(\xi) \leq U_i^b y_{it}^b, \quad \forall i \in \mathcal{G}_b, \forall b \in B, \forall t, \tag{5-8}\]

\[q_{it}^b(\xi) - q_{i(t-1)}^b(\xi) \leq (2 - y_{i(t-1)}^b - y_{it}^b) L_i^b + (1 + y_{i(t-1)}^b - y_{it}^b) R U_i^b, \quad \forall i \in \mathcal{G}_b, \forall b \in B, \forall t, \tag{5-9}\]

\[q_{i(t-1)}^b(\xi) - q_{it}^b(\xi) \leq (2 - y_{i(t-1)}^b - y_{it}^b) L_i^b + (1 - y_{i(t-1)}^b + y_{it}^b) R D_i^b, \quad \forall i \in \mathcal{G}_b, \forall b \in B, \forall t, \tag{5-10}\]

\[-C_{ij} \leq \sum_{b \in B} K_{ij}^b \left( \sum_{r \in \mathcal{G}_b} q_{it}^b(\xi) - d_{tb}(\xi) \right) \leq C_{ij}, \quad \forall (i,j) \in \mathcal{E}, \forall t, \tag{5-11}\]

\[\sum_{b \in B} \sum_{i \in \mathcal{G}_b} q_{it}^b(\xi) = \sum_{b \in B} d_{tb}(\xi), \quad \forall t. \tag{5-12}\]

In the above formulation, constraints (5–2) and (5–3) indicate that a minimum up-time and a minimum down-time are needed in order to start up and shut down the thermal unit. Constraints (5–4) and (5–5) are the start-up and shut-down operational constraints.
for each thermal unit. Constraint (5–8) enforces the upper and lower bounds of the electricity generation amount of each thermal unit. The ramping up constraint (5–9) and ramping down constraint (5–10) indicate the maximum increment and decrement of the power generation amount of each unit between two adjacent periods when the thermal unit is on. Constraint (5–11) represents the transmission capacity constraints and constraint (5–12) ensures load balance.

Next, we introduce the traditional solution approach to address the stochastic unit commitment problem. First, note that the fuel cost function $F_i(.)$ is normally a quadratic function. The traditional way to linearize the quadratic function is to use multiple pieces of piecewise linear function to approximate it, and we also utilize this technique in this chapter. For instance, we use a $K$-piece piecewise linear function as follows to approximate $F_i(.)$:

$$\eta_i^b \geq \gamma^b x_i^b + \beta^b x_i^b,$$

$$\forall t = 1, \cdots, T, \forall b \in B, \forall i \in G_b, \forall k = 1, \cdots, K.$$  

(5–13)

In order to keep notations brevity, we use the abstract formulation to represent SUC. For instance, we use vectors to represent variables and matrix to represent constraints, then SUC can be abstracted as follows:

$$\min_{y, u, v} (a^T u + b^T v) + E[Q(y, u, v, \xi)]$$

$$s.t. \quad Ay + Bu + Cv \geq r,$$

(5–14)

where $Q(y, u, v, \xi)$ is equal to

$$\min e^T \eta(\xi)$$

$$s.t. \quad Dx(\xi) \geq f + Fy,$$

$$Gx(\xi) \geq g + Hd(\xi),$$

$$Jx(\xi) + K\eta(\xi) \geq h + Ly.$$  

(5–15–18)
Note here that constraint (5–14) represents constraints (5–2) - (5–5); constraint (5–16) represents constraints (5–8) - (5–11); constraint (5–17) represents constraint (5–12) and constraint (5–18) represents constraint (5–13).

To solve SUC, scenario-based approaches are commonly used. The key idea of scenario-based approaches is to assume that the random parameter follows a given distribution, for example, multivariate normal distribution $N(D, \Sigma)$ with its predicted value $D$ and volatility matrix $\Sigma$. In addition, simulation techniques such as Monto Carlo simulation are commonly used to generate scenarios for the random parameter. Therefore, the expected cost in the objective function can be estimated as the average value of costs corresponding to different generated scenarios. For example, if we use Monto Carlo simulation to generate $N$ scenarios for the electricity load, i.e., $d_{tb}(\xi^1), d_{tb}(\xi^2), \cdots, d_{tb}(\xi^N)$, we can approximate the objective function of SUC as follows:

$$\min_{y, u, v} (a^T u + b^T v) + \frac{1}{N} \sum_{n=1}^{N} Q(y, u, v, \xi^n). \quad (5–19)$$

Accordingly, the stochastic unit commitment problem is transformed into a deterministic MIP to a larger extent. Based on the lagrange relaxation technique, the problem can be decomposed into scenario-based subproblems [53], and then can be addressed by solving each subproblem.

However, due to the incomplete information of the electricity load, it is very difficult to accurately estimate its probability distribution. Consequently, the obtained unit commitment decision can be biased. For example, if the online units are not capable of providing enough electricity to balance the load, electricity shortage or blackout may occur. On the other side, if the generated electricity exceeds the electricity consumption, the wind power output needs to be curtailed to keep the system balanced. To tackle these challenging problems, the concept of data-driven risk-averse stochastic optimization has been proposed. In the next section, we introduce the data-driven
risk-averse two-stage stochastic unit commitment problem and discuss the solution approaches to address the problem.

5.2.2 Data-Driven Unit Commitment Formulation

In this section, we develop a data-driven risk-averse two-stage stochastic unit commitment model, in which instead of knowing the exact distribution of the electricity load, a series of historical data of load are observed. Based on the observed historical data, we build the confidence set for the probability distribution of the electricity load, by using the Wasserstein metric. Then we propose the solution methodology to solve the data-driven risk-averse two-stage stochastic unit commitment problem. Finally, we analyze the convergence properties of the model and show that the risk-averseness of the model decreases as more historical data are observed and eventually does not exist as the number of historical data goes to infinity.

5.2.2.1 Wasserstein metric

The Wasserstein metric is defined as a distance function between two probability distributions on a given supporting space \( \Omega \). More specifically, given two probability distributions \( P \) and \( Q \) on the supporting space \( \Omega \), Wasserstein metric is defined as

\[
    d_W(P, Q) := \inf_{\pi} \{E_\pi[\rho(X, Y)] : P = \mathcal{L}(X), Q = \mathcal{L}(Y)\},
\]

where \( \rho(X, Y) \) is defined as the distance between random variables \( X \) and \( Y \), and the infimum is taken over all joint distributions \( \pi \) with marginals \( P \) and \( Q \). First, as indicated in [68], the Wasserstein metric is indeed a metric since it satisfies the properties of metrics. That is, \( d_W(P, Q) = 0 \) if and only if \( P = Q \), \( d_W(P, Q) = d_W(Q, P) \) (symmetric property) and \( d_W(P, Q) \leq d_W(P, O) + d_W(O, Q) \) for any probability distribution \( O \) (triangle equality). In addition, by the Kantorovich-Rubinstein theorem [33], the Wasserstein metric is equivalent to the Kantorovich metric, which is defined as

\[
    d_K(P, Q) = \sup_{h \in \mathcal{H}} \left| \int_{\Omega} h dP - \int_{\Omega} h dQ \right|,
\]

(5–20)
where $\mathcal{H} = \{h : \|h\|_L \leq 1\}$, and $\|h\|_L := \sup \{\frac{h(x) - h(y)}{\rho(x,y)} : x \neq y \text{ in } \Omega\}$. In particular, when $\Omega = \mathbb{R}$,

$$d_W(\mathbb{P}, \mathbb{Q}) = \int_{-\infty}^{+\infty} |F(x) - G(x)| \, dx,$$

(5–21)

where $F(x)$ and $G(x)$ are the distribution functions derived by $\mathbb{P}$ and $\mathbb{Q}$ respectively. This conclusion holds following the argument that $\inf_{\pi} \{E_\pi[\rho(X, Y)] : \mathbb{P} = \mathcal{L}(X), \mathbb{Q} = \mathcal{L}(Y)\} = \int_0^1 |F^{-1}(t) - G^{-1}(t)| \, dt$, as stated in Theorem 6.0.2 in [3] and $\int_0^1 |F^{-1}(t) - G^{-1}(t)| \, dt = \int_{-\infty}^{+\infty} |F(x) - G(x)| \, dx$. The concept of Wasserstein metric is first introduced by Leonid Vasershtein, and commonly applied in many areas. For example, many metrics known in statistics, measure theory, ergodic theory, functional analysis, etc., are special cases of the Wasserstein/Kantorovich metric [67]. Wasserstein/Kantorovich also has many applications in transportation theory [52], and some applications in computer science like probabilistic concurrency, image retrieval, data mining, and bioinformatics, etc [20]. In this chapter, we use Wasserstein metric to construct the confidence set for the probability distribution.

### 5.2.2.2 Reference distribution

After observing a series of historical data, we can have an estimation of the true probability distribution, which is called reference probability distribution. Intuitively, the more historical data we have, the more accurate estimation of the true probability distribution we can obtain. Many significant works have been made to get the reference distribution, with both parametric approaches and nonparametric approaches. For instance, for the parametric approaches, the true probability distribution is usually estimated as a particular distribution function, e.g., normal distribution, and the parameters (e.g., mean and variance) are estimated by learning from the historical data. On the other hand, the nonparametric estimations, such as kernel density estimation, are also proved to be effective approaches to obtain the reference probability distribution (e.g., [54] and [51]). In this chapter, we use a nonparametric approach, more specifically,
the empirical distribution function to estimate the true probability distribution. The empirical distribution function is a step function that jumps up by $1/N$ at each of the $N$ independent and identically-distributed data points. That is, given $N$ i.i.d. historical data points $\xi_1, \xi_2, \ldots, \xi_N$, the empirical distribution is defined as

$$P_0(x) = \frac{1}{N} \sum_{i=1}^{N} \delta_{\xi_i}(x),$$

(5–22)

where $\delta_{\xi_i}(x)$ is one if $x \geq \xi_i$ and zero elsewhere. Based on the strong law of large numbers, it can be proved that the reference distribution $P_0$ pointwise converges to the true probability distribution $P$ almost surely [66]. By Glivenko-Cantelli theorem, this result can be strengthened by proving the uniform convergence of $P$ to $P_0$ [74]. In Chapter 4, we have proved that under the Wasserstein metric, the empirical distribution $P_0$ exponentially converges to the true distribution $P$.

### 5.2.2.3 Confidence set construction

With the previously defined probability metric and reference probability distribution, we now construct the confidence set of the true probability distribution. Intuitively, the more historical data that can be observed, the “closer” the reference distribution is to the true distribution. If we use $\theta$ to represent the distance between the reference distribution and the true distribution, then the more historical data we have, the smaller the value of $\theta$ is, and the tighter the confidence set becomes. Therefore, the confidence set $D$ can be represented as follows:

$$D = \{P : d(P, P_0) \leq \theta\},$$

(5–23)

where the value of $\theta$ depends on the number of historical data. More specifically, from Chapter 4, we have shown the exact relationship between the number of historical data and the value of $\theta$, in the following proposition:
Proposition 5.1. For a general dimension \( d \) of the supporting space \( \Omega \), we have

\[
P(d_W(\mathbb{P}_0, \mathbb{P}) \leq \theta) \geq 1 - \exp\left(-\frac{\theta^2}{2B^2N}\right),
\]

where \( N \) is the number of historical data, and \( B \) is the diameter of \( \Omega \). Specifically, if \( d = 1 \), we have

\[
Pr(d_W(\mathbb{P}_0, \mathbb{P}) \leq \theta) \geq 1 - 2\exp(-2N\theta^2).
\]

Moreover, we consider a special case that \( \mathbb{P}_0 \) and \( \mathbb{P} \) are product measures. That is, \( \mathbb{P}_0 = \otimes_{i=1}^d \mathbb{P}_0^{(i)} \) and \( \mathbb{P} = \otimes_{i=1}^d \mathbb{P}^{(i)} \), where \( \mathbb{P}_0^{(i)} \) and \( \mathbb{P}^{(i)} \) are the probability distributions defined on the Borel \( \sigma \)-algebra of \( \mathbb{R} \). Besides, we consider the case that \( \rho(x, y) \) is with \( L_1 \) norm (i.e., \( \rho(x, y) = \sum_{i=1}^d |x_i - y_i| \)). Then, based on the definition of Wasserstein metric, we have

\[
d_W(\mathbb{P}_0, \mathbb{P}) = \sum_{i=1}^d d_W(\mathbb{P}_0^{(i)}, \mathbb{P}^{(i)}),
\]

where \( d_W(\mathbb{P}_0^{(i)}, \mathbb{P}^{(i)}) = \int_{\mathbb{R}} |\mathbb{P}_0^{(i)}(x) - \mathbb{P}^{(i)}(x)| \, dx \). Furthermore, according to Hölder’s inequality, we have \( \int_{\mathbb{R}} |\mathbb{P}_0^{(i)}(x) - \mathbb{P}^{(i)}(x)| \, dx \leq \|\mathbb{P}_0^{(i)}(x) - \mathbb{P}^{(i)}(x)\|_\infty \). Finally, the Dvoretzky-Kiefer-Wolfowitz theorem leads to the following inequalities:

\[
Pr(d_W(\mathbb{P}_0, \mathbb{P}) \geq \theta) \leq \sum_{i=1}^d Pr(d_W(\mathbb{P}_0^i, \mathbb{P}^i) \geq \frac{\theta}{d}) \leq 2d \exp\left(-\frac{2n\theta^2}{d^2}\right).
\]

In conclusion, for the special case that \( \mathbb{P}_0 \) and \( \mathbb{P} \) are product measures and \( \rho(x, y) = \sum_{i=1}^d |x_i - y_i| \), we have

\[
Pr(d_W(\mathbb{P}_0, \mathbb{P}) \leq \theta) \geq 1 - 2d \exp\left(-\frac{2n\theta^2}{d^2}\right),
\]

for a general \( d \geq 1 \).

Instead of knowing the true probability distribution \( \mathbb{P} \), we assume \( \mathbb{P} \) can vary within the confidence set \( \mathcal{D} \) and we consider the worst-case expected value \( E[\mathcal{Q}(y, u, v, \xi)] \). In that case, the proposed approach is more conservative than the traditional stochastic
optimization approach. That is, the proposed approach is a risk-averse approach. Therefore, the data-driven risk-averse two-stage stochastic unit commitment problem can be formulated as follows:

$$
\min_{y,u,v} \left( a^T u + b^T v \right) + \max_{\pi \in D} E_p[ Q(y, u, v, \xi) ]
$$

\hspace{1cm} \text{(DD - SUC)} \quad \text{s.t.} \quad Ay + Bu + Cv \geq r. \quad (5-24)

5.3 Solution Methodology

In this section, we propose the solution approach to address the problem (DD-SUC). We assume the electricity load for each time period \( t \) at each bus \( b \) is between a lower bound \( D_t^{b-} \) and an upper bound \( D_t^{b+} \), and without loss of generality, we let \( d(\xi) = \xi \).

Accordingly, the supporting space (or uncertainty set) \( \Omega \) for the random electricity load can be described as follows:

$$
\Omega := \left\{ \xi \in \mathcal{R}^{[B|\times|T]} : D_t^{b-} \leq \xi_{tb} \leq D_t^{b+}, \forall t, \forall b \right\}. \quad (5-25)
$$

As indicated in Subsection 5.2.2.2, if we have \( N \) samples of historical data \( \xi^1, \xi^2, \ldots, \xi^N \), the reference distribution \( \mathbb{P}_0 \) can be defined as the empirical distribution, i.e., \( \mathbb{P}_0 = \frac{1}{N} \sum_{i=1}^{N} \delta_{\xi^i}(x) \). On the other hand, according to the definition of the Wasserstein metric, the confidence set \( D \) can be reformulated as follows:

$$
D = \left\{ \mathbb{P} : \inf_{\pi} \left\{ E_\pi[\rho(Z, W)] : \mathbb{P} = \mathcal{L}(Z), \mathbb{P}_0 = \mathcal{L}(W) \right\} \leq \theta \right\}. \quad (5-26)
$$

Therefore, based on the definition of \( E_\pi[\rho(Z, W)] \) and properties of conditional density, we can obtain the following reformulation of \( E_\pi[\rho(Z, W)] \):

$$
E_\pi[\rho(Z, W)] = \frac{1}{N} \sum_{i=1}^{N} \int_{w \in \Omega} f_{w|\xi^i}(w|z = \xi^i) \rho(w, \xi^i) dw, \quad (5-27)
$$

where \( f_{w|\xi^i}(w|z = \xi^i) \) is the conditional density function when \( z = \xi^i \). For notation brevity, we let \( f^i(w) = f_{w|\xi^i}(w|z = \xi^i) \) and \( \rho^i(w) = \rho(w, \xi^i) \). Then the second stage problem of
(DD-SUC) can be reformulated as:

\[
\max_{f_Y(w) \geq 0} \int_{w \in \Omega} Q(y, u, v, w) f_Y(w) dw \\
\text{s.t.} \quad f_Y(w) = \frac{1}{N} \sum_{i=1}^{N} f_i(w), \quad (5-28) \\
\int_{w \in \Omega} f_i(w) dw = 1, \; \forall i, \quad (5-29) \\
\frac{1}{N} \sum_{i=1}^{N} \int_{w \in \Omega} f_i(w) \rho_i(w) dw \leq \theta, \quad (5-30)
\]

where \( f_Y(w) \) is the density function of \( P \). The constraints (5–28) and (5–29) are based on the properties of conditional density function and the constraint (5–30) is the representation of the confidence set \( \mathcal{D} \). By substituting constraint (5–28) into the objective function, we can obtain its equivalent formulation as follows:

\[
\max_{f_i(w) \geq 0} \frac{1}{N} \sum_{i=1}^{N} \int_{w \in \Omega} Q(y, u, v, w) f_i(w) dw \\
\text{s.t.} \quad \int_{w \in \Omega} f_i(w) dw = 1, \; \forall i, \quad (5-31) \\
\frac{1}{N} \sum_{i=1}^{N} \int_{w \in \Omega} f_i(w) \rho_i(w) dw \leq \theta. \quad (5-32)
\]

Since the above problem is a semi-infinite problem, there is no duality gap. Then we can consider the Lagrangian dual problem that can be written as:

\[
L(\lambda, \beta) = \max_{f_i \geq 0} \frac{1}{N} \sum_{i=1}^{N} \int (Q(y, u, v, w) - N\lambda_i - \beta \rho_i(w)) f_i(w) dw + \sum_{i=1}^{N} \lambda_i + \theta \beta, \quad (5-33)
\]

where \( \lambda_i \) and \( \beta \) are dual variables of constraints (5–31) and (5–32) respectively. The dual problem is then to minimize \( L(\lambda, \beta) \) with respect to \( \lambda_i, \beta, \) and \( \beta \) is subject to be nonnegative. Next, we argue that \( \forall w \in \Omega, Q(y, u, v, w) - N\lambda_i - \beta \rho_i(w) \leq 0. \) If this argument does not hold, then there exists \( w_0 \) such that \( Q(y, u, v, w_0) - N\lambda_i - \beta \rho_i(w_0) > 0. \) It means there exists a small number \( \sigma, \) such that \( Q(y, u, v, w_0) - N\lambda_i - \beta \rho_i(w_0) > \sigma. \) Since the function \( Q(y, u, v, w) - N\lambda_i - \beta \rho_i(w) \) is continuous with \( w, \) if \( Q(y, u, v, w) - \)
\( N\lambda_i - \beta \rho'(w_0) > \sigma \), there exists a small ball \( B(w_0, \epsilon) \), such that \( Q(y, u, v, w) - N\lambda_i - \beta \rho'(w) > \sigma \) for \( \forall w \in B(w_0, \epsilon) \). Therefore, we can let \( f'(w) \) to be arbitrary large when \( w \in B(w_0, \epsilon) \), then \( L(\lambda_i, \beta) \) is arbitrary large as well, which leads to a contradiction.

Hence, the argument \( Q(y, u, v, w_0) - N\lambda_i - \beta \rho'(w_0) \leq 0 \) for all \( w \in \Omega \) holds. In that case,

\[
\max_{f' \geq 0} \frac{1}{N} \sum_{i=1}^{N} \int (Q(y, u, v, w_0) - N\lambda_i - \beta \rho'(w_0)) f'(w) dw + \sum_{i=1}^{N} \lambda_i + \theta \beta = \sum_{i=1}^{N} \lambda_i + \theta \beta,
\]

with the optimal solution \( f^i = 0, i = 1, \ldots, N \). Then, the dual formulation is reformulated as:

\[
\min_{\lambda_i, \beta \geq 0} \sum_{i=1}^{N} \lambda_i + \theta \beta \\
\text{s.t. } Q(y, u, v, w) - N\lambda_i - \beta \rho'(w) \leq 0, \forall w \in \Omega, \forall i = 1, \ldots, N.
\]

From the above formulation, it is easy to observe that the optimal \( \lambda_i \) is equal to

\[
\frac{1}{N} \max_{w \in \Omega} \{Q(y, u, v, w) - \beta \rho'(w)\}
\]

and the second-stage risk-averse optimization problem is equivalent to

\[
\min_{\beta \geq 0} \left\{ \frac{1}{N} \sum_{i=1}^{N} \max_{w \in \Omega} \{Q(y, u, v, w) - \beta \rho'(w)\} + \theta \beta \right\}. \tag{5–34}
\]

Therefore, we have the following theorem:

**Theorem 1.** The problem (DD-SUC) is equivalent to the following two-stage robust optimization problem:

\[
\begin{align*}
\min_{y, u, v, \beta \geq 0} (a^T u + b^T v) + \theta \beta + \frac{1}{N} \sum_{i=1}^{N} \max_{w \in \Omega} \{Q(y, u, v, w) - \beta \rho'(w)\} \\
(R - SUC) \text{ s.t. } Ay + Bu + Cv \geq r,
\end{align*} \tag{5–35}
\]

where \( Q(y, u, v, w) \) is equal to

\[
\begin{align*}
\min & \quad e^T \eta(w) \tag{5–37} \\
\text{s.t.} & \quad Dx(w) \geq f + Fy, \quad \tag{5–38} \\
& \quad Gx(w) \geq g + Hw, \quad \tag{5–39}
\end{align*}
\]

106
\[
J^x(w) + K^y(w) \geq h + Ly. \tag{5-40}
\]

Next, we discuss the solution approach to address the (R-SUC) problem. In this chapter, we utilize the Benders’ decomposition algorithm to solve the problem. First, we dualize the constraints (5–38) to (5–40) and obtain the following dual formulation and combine it with the second stage to get the subproblem (denoted as SUB-SUC):

\[
\phi^y(y) = \max_{w, \lambda, \mu, \nu} (f + Fy)^T \lambda + (g + Hw)^T \mu + (h + Ly)^T \nu - \beta \rho^i(w)
\]

s.t. \( D^T \lambda + G^T \mu + J^T \mu \leq 0, \)

\( K^T \mu = e, \)

\( \lambda, \mu, \nu \geq 0, \) \hspace{1cm} (5–41)

where \( \lambda, \mu, \nu \) are dual variables for constraints (5–38), (5–39) and (5–40) respectively. Let \( \pi^i \) denote the optimal value of the subproblem, we can obtain the following master problem:

\[
\min_{y,u,v} \ (a^T u + b^T v) + \frac{1}{N} \sum_{i=1}^{N} \pi^i
\]

s.t. \( A y + B u + C v \geq r, \)

Feasibility cuts,

Optimality cuts.

The problem can be solved by adding feasibility and optimality cuts iteratively. Notice here in the subproblem (SUB-SUC), we have a bilinear term \( w^T H^T \mu \). In the following part, we propose two separation approaches to address the bilinear term.

5.3.1 Exact Separation Approach

Since the supporting space \( \Omega \) of the random electricity load is described as a polytope as shown in (5–25), it can be verified that the optimal solution \( w^* \) to the subproblem (SUB-SUC) should satisfy the following proposition.
Proposition 5.2. There exists an optimal solution \((w^*, \lambda^*, \mu^*, \nu^*)\) to the subproblem (SUB-SUC) such that \(w_{tb}^* = D_{tb}^b -\) or \(w_{tb}^* = D_{tb}^b +\) for each bus \(b\) in each time period \(t\).

Proof. For a fixed solution \((\lambda^*, \mu^*, \nu^*)\), the problem is to maximize a concave function with a polyhedral feasible region \(\Omega\), so at least one extreme point \(w^*\) of \(\Omega\) is the optimal solution to the subproblem, i.e., \(w_{tb}^* = D_{tb}^b -\) or \(w_{tb}^* = D_{tb}^b +\).

We let binary variable \(z_{tb}^b = 1\) if \(w_{tb}^* = D_{tb}^b +\) and binary variable \(z_{tb}^b = 1\) if \(w_{tb}^* = D_{tb}^b -\), and then based on Proposition 5.2, we have the following constraints hold:

\[
\begin{align*}
    z_{tb}^b + z_{tb}^b &= 1, \quad (5-44) \\
    w_{tb} &= D_{tb}^b z_{tb}^b + D_{tb}^b z_{tb}^b, \quad (5-45)
\end{align*}
\]

where constraint (5–44) indicates the optimal load will either achieve its lower bound or upper bound. With constraints (5–44) and (5–45), we now address the bilinear term \(w^T H^T \mu\). Let \(H^T \mu = \kappa\), we have

\[
\begin{align*}
w^T H^T \mu &= \sum_{t \in T} \sum_{b \in B} (D_{tb}^b z_{tb}^b + D_{tb}^b z_{tb}^b) \kappa_t^b \\
&= \sum_{t \in T} \sum_{b \in B} (D_{tb}^b z_{tb}^b \kappa_t^b + D_{tb}^b z_{tb}^b \kappa_t^b) \\
&= \sum_{t \in T} \sum_{b \in B} (D_{tb}^b \kappa_t^b + D_{tb}^b \kappa_t^b) \\
&= \left(\kappa_t^b = (H^T \mu)_t^b, \ \forall t \in T, \forall b \in B\right) \quad (5-46) \\
\end{align*}
\]

s.t. \( \kappa_t^b \geq -M z_{tb}^b, \ \forall t \in T, \forall b \in B \) \quad (5–48)

\( \kappa_t^b \geq \kappa_t^b - M(1 - z_{tb}^b), \ \forall t \in T, \forall b \in B \) \quad (5–49)

\( \kappa_t^b \geq -M z_{tb}^b, \ \forall t \in T, \forall b \in B \) \quad (5–50)

\( \kappa_t^b \geq -\kappa_t^b - M(1 - z_{tb}^b), \ \forall t \in T, \forall b \in B. \) \quad (5–51)

Now we can replace the bilinear term \(w^T H^T \mu\) with (5–46) and add constraints (5–47) to (5–51) to the subproblem.
Next, we investigate how to generate Benders’ feasibility cuts and optimality cuts. For the feasibility cuts, we only consider constraints (5–38) and (5–39) since only these constraints affect the feasibility. We use L-shape method to generate the feasibility cuts with the following feasibility check problem:

\[
\varpi(y) = \max_{\lambda, \bar{\lambda}, \mu, \bar{\mu}} \left\{ (f + Fy)^T \lambda + (g + Hw)^T \mu + (D^+)^T \bar{\lambda} + (D^-)^T \bar{\mu} \right\} \\
\text{s.t.} \quad D^T \lambda + G^T \mu \leq 0, \\
\text{Constraints (5–47) to (5–51).}
\]

If \( \varpi(y) = 0 \), \( y \) is a feasible solution. If \( \varpi(y) > 0 \), we can generate a feasibility cut \( \varpi(y) \leq 0 \).

For the optimality cuts, after we solve the master problem and obtain \( y \) and \( \pi^i \) for \( i = 1, \cdots, N \), we substitute \( y \) into the subproblem and get \( \phi^i(y) \). For each \( i \), if \( \phi^i(y) > \pi^i \), then \( y \) is not an optimal solution and we can generate a corresponding optimality cut \( \phi^i(y) \leq \pi^i \).

### 5.3.2 Bilinear Separation Approach

In this subsection, we discuss the bilinear approach to generate Benders’ feasibility cuts. Similarly, it is not necessary to consider constraint (5–40) since it does not affect the feasibility. Therefore, the feasibility check problem for these constraints is shown as follows (denoted as FEA):

\[
\theta(y) = \max_{\lambda, \bar{\lambda}, \mu} \left\{ (f + Fy)^T \lambda + (g + Hw)^T \mu \right\} \quad (5–52) \\
\text{s.t.} \quad D^T \lambda + G^T \mu \leq 0, \quad (5–53) \\
\hat{\lambda}, \hat{\mu} \in [0, 1]. \quad (5–54)
\]

Next, we initiate the value of \( w \) as one of the extreme points, and with the fixed \( w \), we solve (FEA) to obtain the optimal value \( \theta(y) \) (denoted as \( \theta^1(y, w) \)) and optimal solution
Similarly, we initiate the value of $\hat{\lambda}$ and $\hat{\mu}$. Then, by fixing $\hat{\lambda} = \hat{\lambda}^*$ and $\hat{\mu} = \hat{\mu}^*$, we maximize the objective (5–52) with respect to $w \in \Omega$. In that case, we can obtain the optimal value (denoted as $\theta^2(y, \hat{\lambda}, \hat{\mu})$) and the optimal value $w^*$. If $\theta^2(y, \hat{\lambda}, \hat{\mu}) > \theta^1(y, w)$, let $w = w^*$ and process it iteratively. Otherwise, check whether $\theta^1(y, w) = 0$, if so, we can terminate the feasibility check; if not, add the feasibility cut $\theta^1(y, w) \leq 0$ to the master problem.

Then, we generate the Benders’ optimality cuts by using the bilinear approach. Similarly, we initiate the value of $w$ as one extreme point of $\Omega$, and solve the problem (DR-SUC) to obtain the optimal value for each $i = 1, \cdots, N$ with the fixed $w$ (denoted as $\phi_i^1(y, w)$) and optimal solution $\lambda^*, \mu^*$ and $\nu^*$. Then, by fixing $\lambda = \lambda^*, \mu = \mu^*$ and $\nu = \nu^*$, we obtain the optimal value (denoted as $\phi_i^2(y, \lambda, \mu, \nu)$) and the optimal value $w^*$ of the following problem

$$\phi_i^2(y, \lambda, \mu, \nu) = \max_{w \in \Omega} \mu^T Hw - \beta \rho(w) + (f + F \gamma)^T \lambda + g^T \mu + (h + L \gamma)^T \nu.$$  

If $\phi_i^2(y, \lambda, \mu, \nu) > \phi_i^1(y, w)$, let $w = w^*$ and process it iteratively until $\phi_i^2(y, \lambda, \mu, \nu) \leq \phi_i^1(y, w)$. Then check whether $\phi_i^2(y, \lambda, \mu, \nu) > \pi^i$, if so, generate the corresponding optimality cut $\phi_i^2(y, \lambda, \mu, \nu) \leq \pi^i$ to the master problem; otherwise, output the solutions.

### 5.4 Convergence Analysis

In this section, we examine the convergence properties of the DD-SUC to SUC as the number of historical data increases. We demonstrate that as the confidence set $D$ shrinks with more observed historical data, the risk-averse problem DD-SUC converges to the risk-neutral problem SUC. We first analyze the convergence property of the second stage objective value.

**Proposition 5.3.** $\lim_{N \to \infty} \min_{\beta \geq 0} \{\theta \beta + \frac{1}{N} \sum_{i=1}^N \max_{w \in \Omega} \{Q(y, u, v, w) - \beta \rho(w)\}\} = E_{\mathcal{F}_0}[Q(y, u, v, w)]$, that is, $\lim_{\theta \to 0} \sup_{P \in \mathcal{D}} E_P[Q(y, u, v, w)] = E_{\mathcal{F}_0}[Q(y, u, v, w)]$.

**Proof.** First, since $\sup_{P \in \mathcal{D}} E_P[Q(y, u, v, w)]$ is equivalent to (5–34), we know that (5–34) exists for any $N$. On the other side, according to the Law of Large Numbers...
and Helly-Bray theorem, we have

\[
\lim_{N \to \infty} \left\{ \theta \beta + \frac{1}{N} \sum_{i=1}^{N} \max_{w \in \Omega} \{ Q(y, u, v, w) - \beta \rho(w, \xi^i) \} \right\} = E_{P_0} \left[ \max_{w \in \Omega} \{ Q(y, u, v, w) - \beta \rho(w, \xi) \} \right].
\]

Therefore,

\[
\lim_{N \to \infty} \min_{\beta \geq 0} \left\{ \theta \beta + \frac{1}{N} \sum_{i=1}^{N} \max_{w \in \Omega} \{ Q(y, u, v, w) - \beta \rho(w, \xi^i) \} \right\} \leq \min_{\beta \geq 0} \lim_{N \to \infty} \left\{ \theta \beta + \frac{1}{N} \sum_{i=1}^{N} \max_{w \in \Omega} \{ Q(y, u, v, w) - \beta \rho(w, \xi^i) \} \right\} = \min_{\beta \geq 0} E_{P_0} \left[ \max_{w \in \Omega} \{ Q(y, u, v, w) - \beta \rho(w, \xi) \} \right]
\]  \hspace{1cm} (5–55)

Next we show that for a given \( y, u, v, \)

\[
\min_{\beta \geq 0} E_{P_0} \left[ \max_{w \in \Omega} \{ Q(y, u, v, w) - \beta \rho(w, \xi) \} \right] = E_{P_0} [Q(y, u, v, \xi)].
\]  \hspace{1cm} (5–56)

For a given \( \xi, \) we assume the optimal solution to \( \max_{w \in \Omega} \{ Q(y, u, v, w) - \beta \rho(w, \xi) \} \) is \( w^*(\xi), \) then

\[
E_{P_0} \left[ \max_{w \in \Omega} \{ Q(y, u, v, w) - \beta \rho(w, \xi) \} \right] = E_{P_0} [Q(y, u, v, w^*(\xi))] - \beta E_{P_0} [\rho(w^*(\xi), \xi)].
\]

Since for any \( w \in \Omega, \) \( Q(y, u, v, w^*(\xi)) \) is bounded, we denote the upper bound of \( Q(y, u, v, w^*(\xi)) \) as \( M, \) then

\[
E_{P_0} [Q(y, u, v, w^*(\xi))] - \beta E_{P_0} [\rho(w^*(\xi), \xi)] \leq M - \beta E_{P_0} [\rho(w^*(\xi), \xi)].
\]

First, we argue \( E_{P_0} [\rho(w^*(\xi), \xi)] = 0. \) If not, we can let \( \beta \) to be positive infinity, then \( \min_{\beta \geq 0} E_{P_0} \left[ \max_{w \in \Omega} \{ Q(y, u, v, w) - \beta \rho(w, \xi) \} \right] \) will be unbounded. Therefore, \( E_{P_0} [\rho(w^*(\xi), \xi)] = 0. \) Since for any \( \xi, \) \( \rho(w^*(\xi), \xi) \geq 0, \) then we have \( \rho(w^*(\xi), \xi) = 0, \) for any \( \xi \in \Omega. \) It means \( w^*(\xi) = \xi, \forall \xi. \) In that case,

\[
\min_{\beta \geq 0} E_{P_0} \left[ \max_{w \in \Omega} \{ Q(y, u, v, w) - \beta \rho(w, \xi) \} \right] = \min_{\beta \geq 0} E_{P_0} [\{ Q(y, u, v, w^*(\xi)) - \beta \rho(w^*(\xi), \xi) \}].
\]
\[
\begin{align*}
= \min_{\beta \geq 0} E_{P_0}[\{Q(y, u, \nu, \xi) - \beta \rho(\xi, \xi)\}] \\
= E_{P_0}[Q(y, u, \nu, \xi)].
\end{align*}
\]

From (5–56) and (5–57), we have

\[
\limsup_{\theta \to 0} \sup_{P \in D} E_{\bar{P}}[Q(y, u, \nu, w)] \leq E_{P_0}[Q(y, u, \nu, w)].
\]

On the other hand, since \(P_0 \in D\), we have

\[
\sup_{P \in D} E_{P}[Q(y, u, \nu, w)] \geq E_{P_0}[Q(y, u, \nu, w)],
\]

which immediately yields

\[
\limsup_{\theta \to 0} \sup_{P \in D} E_{\bar{P}}[Q(y, u, \nu, w)] \geq E_{P_0}[Q(y, u, \nu, w)].
\]

Therefore, we have the theorem holds. \(\square\)

We denote the optimal value to problem (DD-SUC) with \(N\) number of historical data as \(\psi(N)\) and the optimal value to problem (SUC) as \(\psi(0)\), we have the following theorem:

**Proposition 5.4.** \(\lim_{N \to \infty} \psi(N) = \psi(0)\).

**Proof.** First, notice that \(N \to \infty\) is equivalent to \(\theta \to 0\). Therefore, to prove \(\lim_{N \to \infty} \psi(N) = \psi(0)\) is equivalent to prove \(\lim_{\theta \to 0} \psi(\theta) = \psi(0)\), where \(\psi(\theta)\) is the same as \(\psi(N)\).

Denote \(V_\theta(y, u, \nu)\) as the objective value of problem (DD-SUC) and \(W(y, u, \nu)\) as the objective value of problem (SUC), with respect to any given solution \(y, u, \nu\). According to Proposition 5.3, for any arbitrary small number \(\epsilon\), and any given solution \(y, u, \nu\), there exists \(\Delta_\theta > 0\), such that

\[
|V_\theta(y, u, \nu) - W(y, u, \nu)| \leq \epsilon, \quad \forall \theta \leq \Delta_\theta.
\]  \(\text{(5–58)}\)
Then for any $\theta \leq \Delta_\theta$, denote the optimal solution to (DD-SUC) as $y^*_\theta, u^*_\theta, v^*_\theta$, and the optimal solution to (SUC) as $\hat{y}, \hat{u}, \hat{v}$, then

$$|\psi(\theta) - \psi(0)| = |\psi(\theta) - \psi(0)|$$

$$= V_\theta(y^*_\theta, u^*_\theta, v^*_\theta) - W(\hat{y}, \hat{u}, \hat{v})$$

$$\leq V_\theta(\hat{y}, \hat{u}, \hat{v}) - W(\hat{y}, \hat{u}, \hat{v})$$

$$\leq |V_\theta(\hat{y}, \hat{u}, \hat{v}) - W(\hat{y}, \hat{u}, \hat{v})|$$

$$\leq \epsilon$$

Therefore, we can prove the proposition.

5.5 Case Study

In this section, we test the system performance with a modified IEEE 118-bus system, based on the one given online at http://motor.ece.iit.edu/data. The system contains 118 buses, 33 generators, and 186 transmission lines. The operational time interval is 24 hours. In our experiments, we set the feasibility tolerance gap to be $10^{-6}$ and the optimality tolerance gap to be $10^{-4}$. The MIP gap tolerance for the master problem is the CPLEX default gap. We use C++ with CPLEX 12.1 to implement the proposed formulations and algorithms. All experiments are executed on a computer workstation with 4 Intel Cores and 8GB RAM. In our experiment, we compare the performances of our proposed approach with the stochastic optimization approach.

We introduce a penalty cost with the value $5,000/MWh$ [7], for any power imbalance or transmission capacity/ramp-rate limit violation. Besides, we assume the uncertain load follows a multivariate normal distribution, and we generate samples as the observed historical data. In addition, we set the confidence level as 0.99. Then we compare our proposed model with the traditional two-stage stochastic unit commitment model. We obtain the total costs corresponding to our proposed data-driven risk-averse stochastic optimization approach (DD-SUC) and the traditional two-stage stochastic
optimization approach (SO) through the following steps: 1) Obtain the unit commitment
decisions by using the DD-SUC approach and SO approach respectively. 2) Fix the
obtained UC decisions and solve the second-stage problem repeatedly for 50 randomly
generated samples to obtain the total costs for each approach respectively.

We report the results in Table 5-1. The first column represents the number of
samples. The third column computes the value of \( \theta \) based on Proposition 5.1. The
numbers of start-ups are given in the fourth column and unit commitment costs are
given in the fifth column. Finally, the sixth column gives the total costs.

Table 5-1. Comparison between SO and DD-SUC approaches

<table>
<thead>
<tr>
<th># of samples</th>
<th>Model</th>
<th>( \theta )</th>
<th># of start-ups</th>
<th>UC.C.($)</th>
<th>T.C.($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SO</td>
<td>26.626</td>
<td>21</td>
<td>5440</td>
<td>602828</td>
</tr>
<tr>
<td></td>
<td>DD-SUC</td>
<td>26.626</td>
<td>29</td>
<td>5905</td>
<td>604425</td>
</tr>
<tr>
<td>10</td>
<td>SO</td>
<td>8.420</td>
<td>21</td>
<td>5440</td>
<td>602823</td>
</tr>
<tr>
<td></td>
<td>DD-SUC</td>
<td>8.420</td>
<td>29</td>
<td>5865</td>
<td>544465</td>
</tr>
<tr>
<td>50</td>
<td>SO</td>
<td>3.765</td>
<td>22</td>
<td>5495</td>
<td>602884</td>
</tr>
<tr>
<td></td>
<td>DD-SUC</td>
<td>3.765</td>
<td>28</td>
<td>5805</td>
<td>544394</td>
</tr>
<tr>
<td>100</td>
<td>SO</td>
<td>2.663</td>
<td>23</td>
<td>5555</td>
<td>602960</td>
</tr>
<tr>
<td></td>
<td>DD-SUC</td>
<td>2.663</td>
<td>28</td>
<td>5805</td>
<td>543703</td>
</tr>
</tbody>
</table>

From Table 3-2, we have the following observations:

(1) On one hand, as the number of samples increases, the number of start-ups
obtained by the proposed DD-SUC approach decreases, and the unit commitment
cost decreases, as well as the total cost. That is because more historical data are
observed, so that the uncertainty set shrinks, which leads to less conservative
solutions. On the other hand, as the number of samples increases, the number of
start-ups obtained by the SO approach increases, and the unit commitment cost
increases, since more historical data leads to more robust solutions for the SO
approach.

(2) Second, for the tested number of samples, the UC decisions derived by the
SO approach are not feasible to some simulated load scenarios. However, the
UC decisions obtained from the proposed approach have no feasibility issue.
Therefore, the SO approach has more total costs than the proposed DD-SUC
approach, since the penalty costs occur by using the SO approach.
(2) Third, as compared to the SO approach, the DD-SUC approach brings more generators online to provide sufficient generation capacity to maintain the system balance. As a result, the DD-SUC approach has a larger UC cost than the SO approach. This result verifies that the proposed DD-SUC approach is more robust than the SO approach.

5.6 Summary

In this chapter, we propose a data-driven risk-averse two-stage stochastic optimization approach to cope with the unit commitment problem. By learning from the historical data that are drawn from an ambiguous probability distribution of the load and renewable energy output, we construct a confidence set of the probability distribution with Wasserstein metric and develop a data-driven risk-averse two-stage stochastic unit commitment model. In addition, we reformulate the model into a traditional two-stage robust optimization problem and demonstrate that as the number of historical data increases, the data-driven risk-averse two-stage stochastic unit commitment model converges to the traditional two-stage stochastic unit commitment model. Finally, a revised IEEE 118-bus system is examined to show the efficiency of the proposed model.
In this dissertation, several optimization-under-uncertainty formulations are proposed to capture the uncertainty in the unit commitment problem. First, we propose a robust approach to cope with two dimensional uncertainties, i.e., electricity load and wind power output. Then, we develop a unified stochastic and robust unit commitment problem, which can take advantage of both robust optimization approach and stochastic optimization approach and meanwhile overcome their disadvantages. Then, we extend our research to the fundamental data-driven risk-averse two-stage stochastic optimization, for which the distribution of the random variable varies within a given confidence set. Based on the historical data, we construct the confidence set, with a new class of probability metrics. In addition, we provide the solution methodology to deal with the problem for both discrete and continuous distribution cases. Moreover, we prove that our risk-averse stochastic program converges to the risk-neutral case as the size of historical data increases to infinity. Finally, we apply the proposed data-driven risk-averse two-stage stochastic optimization model to power system operational problems. Possible future directions include: 1) extending current research to the chance-constrained and multi-stage cases, and analyzing their applications on power systems operations and supply chain management. 2) developing exact approaches to solve large-sized problems in power systems.
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