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Abstract

In this paper we address the problem of visualizing a set of individuals, which have attached a statistical value given as a proportion, and a dissimilarity measure. Each individual is represented as a region within the unit square, in such a way that the area of the regions represent the proportions and the distances between them represent the dissimilarities. To enhance the interpretability of the representation, the regions are required to satisfy two properties. First, they must form a partition of the unit square, namely, the portions in which it is divided must cover its area without overlapping. Second, the portions must be made of a connected union of rectangles which verify the so-called box-connectivity constraints, yielding a visualization map called Space-filling Box-connected Map (SBM). The construction of an SBM is formally stated as a mathematical optimization problem, which is solved heuristically by using the Large Neighborhood Search technique. The methodology proposed in this paper is applied to three real-world datasets: the first one concerning financial markets in Europe and Asia, the second one about the letters in the English alphabet, and finally the provinces of The Netherlands as a geographical application.
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1 Introduction

Information Visualization has experienced a tremendous development in recent years as a result of the data storage growth, [38, 56]. Visualizing data with complex underlying structures has become a crucial task to help analysts to draw conclusions by detecting patterns and behaviours which remain hidden when classic techniques are applied, [9, 10, 23]. Mathematical Optimization plays an important role in the field of Information Visualization, both developing new tools to adapt existent visualization techniques and creating new ones, [7, 24, 28, 42]. In this paper, Mathematical Optimization is used to build a planar space-filling visualization map, in the sense that the whole region in which the data are visualized is covered. The framework developed
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in this work is able to properly represent statistical values (given as proportions) attached to individuals as well as proximity relationships (given by a dissimilarity matrix).

There exist several contexts in which proportions need to be properly visualized. Some straightforward examples are population rates or vote intention rates. Classic representations as pie or fan charts can handle this type of data, \[53\]. In addition to statistical values, there usually exists a relationship between the individuals in the form of a dissimilarity, such as geographical distances or affinity between political parties. Pie/fan charts and related ones, \[19\], are very limited to properly depict dissimilarities, since the set of possible locations for the different wedges is reduced to a choice of a permutation. Thus, more sophisticated visualization tools which simultaneously deal with both types of information are needed. For instance, there exist approaches which integrate Graph Drawing techniques, \[2\], with multivariate statistical approaches like Multidimensional Scaling (MDS), as in \[17, 33\], or Correspondence Analysis, as in \[45\]. For a comprehensive survey on recent visualization frameworks see \[38\].

Nevertheless, combining simultaneously the representation of proportions and dissimilarities in a planar visualization map is still a challenging problem to which very specific (ad-hoc) approaches exist. This is the case, for instance, of frameworks developed by Cartography. Cartograms try to reproduce the geographical distances between the regions while they are scaled, and thus deformed, according to a statistical variable, such as the population rates \[57\]. There are also approaches in which the regions are reshaped, for instance, to rectangles, \[29, 36\], piecewise rectangles, \[1, 14\], or circles \[18\]. Techniques to build cartograms take advantage of geographical information to properly depict dissimilarities, yielding very specific approaches that usually cannot be extended to more general examples, such as the ones handled in our computational section. Other disciplines which have dealt with the problem of representing simultaneously statistical values and dissimilarities are Facility Layout and Information Visualization. In Facility Layout, the aim is to locate the facilities with a given area according to the flow between facilities, \[32, 34, 51\], without necessarily producing space-filling layouts. A well-known example in Information visualization is the tree map, \[4, 52\], in which the unit square is sequentially subdivided to represent a hierarchy between the individuals satisfying that each region has a desired area. Treemaps are space-filling layouts which represent exactly the statistical values as the area of the rectangles but, in general, they fail to properly represent dissimilarities. Other attempts, such as \[6, 17, 26, 27, 39, 55\], either disregard dissimilarities or proportions, or they are not space-filling visualization maps. In \[5, 20\], space-filling rectangular maps are proposed, which take into consideration both dissimilarities and proportions. However, the geometrical shape used to represent each individual (a rectangle) seems to be too rigid to give a good fit in both dissimilarities and proportions. In \[36\], there is an example illustrating that it may be impossible to represent accurately both types of information in space-filling rectangular maps. In that paper, a dissimilarity matrix representing adjacencies is considered. A partition of a square into rectangles is sought such that the rectangles’ areas depict the proportions and adjacencies between rectangles represent the given adjacency matrix. However, they show in a figure (Figure 2) how the exact representation of the adjacency matrix is not possible when an accurate visualization of the proportions is desired.

In this paper, we develop a general optimization-based framework to visualize a set of \(N\) individuals, \(V = \{v_1, \ldots, v_N\}\), as \(N\) connected regions, \(P = (P_1, \ldots, P_N)\), on the unit square, \(\Omega = [0, 1] \times [0, 1]\), with two types of information attached: a statistical value given as a proportion, \(\omega = (\omega_1, \ldots, \omega_N)\) such that \(\sum_{r=1}^{N} \omega_r = 1\) and \(\omega_r \geq 0, r = 1, \ldots, N\), as well as a dissimilarity measure \(\delta = (\delta_{rs})_{r,s=1,\ldots,N}\), such that \(\delta_{rs} \geq 0\) and \(\delta_{rr} = 0\). To enhance the interpretability of
the representation, the portions in $P$ are required to satisfy two properties. First, they must form a partition of $\Omega$, namely, the portions in which it is divided must cover its area without overlapping. Second, the portions must be made of a connected union of rectangles which verify the so-called box-connectivity property (to be formally stated later). We refer to such representation hereafter as a Space-filling Box-connected Map (SBM).

The remainder of this paper is structured as follows. In Section 2, we first establish the conditions that an SBM must satisfy. After defining the concept of box-connectivity, the problem of constructing an SBM is formally stated as a biobjective Mixed Integer Nonlinear Problem (MINLP) and this is then reformulated into two single-objective Mixed Integer Linear Programs (MILP). Finally, an equivalent formulation to these MILPs is provided, which, although less natural, is shown to be tighter in general. Due to the high computational effort needed to solve such optimization problems, heuristics are to be used. In Section 3, Large Neighborhood Search (LNS), [47, 50], is adapted to our problem. Section 4 contains the numerical experiments of our methodology on three datasets of different nature. The first one consists of visualizing as an SBM the world market portfolio of financial markets across Europe and Asia, [21], according to their correlation, [3]; the second dataset deals with the representation of the relative frequencies of letters in the English language, [49], and the confusion between acoustic Morse signals, [3]; the last one is a geographical example in which the provinces of The Netherlands are scaled by their population rates, [54], while preserving their geographical location. Section 5 includes some remarks and future work. Finally, the Appendix closes the paper with some technical details.

2 The model

In this section we first formally state the conditions that a Space-filling Box-connected Map (SBM) must satisfy, namely a visualization map in which the set of individuals $V$ is represented as a partition into box-connected regions $P$ (referred also as portions) on the unit square $\Omega$. The construction of an SBM is modelled as a Mathematical Optimization problem, for which an equivalent reformulation, which turns out to be tighter in terms of its continuous relaxation, is also presented.

2.1 Problem statement

In order to construct an SBM, we consider $\Omega$ partitioned into $K$ rows and $L$ columns, called in what follows $(K, L)$-grid. Pairs of cells forming a $(K, L)$-grid are considered adjacent if they share one full side, which implies that a cell can have at most four adjacent cells. Grid structures are commonly used in Reserve Network design to arrange a connected union of sites to protect ecosystems and species [31, 43, 44]. Since the grid layout provides a well-structured and compact representation, it has been also used in visualization map designs as in [26, 39, 55], and in Facility Layout as a tool to easily measure the area of the facilities [34].

Definition 1. Given two cells $(i, j)$ and $(i', j')$ in a $(K, L)$-grid, we define the box generated by $(i, j)$ and $(i', j')$ as

$$B((i, j), (i', j')) = \{(i'', j'') \in (K, L)\text{-grid} : \min\{i, i'\} \leq i'' \leq \max\{i, i'\},$$

$$\min\{j, j'\} \leq j'' \leq \max\{j, j'\}\}.$$
Figure 1: Shaded cells in (a), (b) and (c) are not box-connected regions, while shaded cells in (d) and (e) are box-connected regions.

**Definition 2.** Let $S$ be a subset of cells of a $(K,L)$-grid and let $|S|$ denote its cardinality. $S$ is said to be box-connected if one of these conditions holds:

1. $|S| = 1$.
2. $|S| = 2$ and its two cells are adjacent.
3. $|S| \geq 3$ and for all non-adjacent $(i,j),(i',j') \in S$, there exists $(i'',j'') \in B((i,j),(i',j')) \cap S$ such that $(i'',j'') \neq (i,j)$ and $(i'',j'') \neq (i',j')$.

Each individual $v_r$ must be depicted in the SBM as a unique box-connected portion $P_r$ made of cells in the $(K,L)$-grid. Shaded cells in Figures 1 (a) - 1 (c) represent portions that are not allowed in our representation, since they do not verify the box-connectivity stated in Definition 2. Regarding Figure 1 (a), there are no shaded cells in the intersection of the set containing the shaded cells and the box $B((2,2),(2,4))$, except for $(2,2)$ and $(2,4)$. Analogously, in 1 (b) considering $B((2,2),(3,3))$. Thus, we observe that disconnected portions are obviously not box-connected. Finally, Figure 1 (c) violates box-connectivity when considering, for instance, the box $B((2,4),(4,4))$. Possible shapes allowed to represent the individuals in $V$ are depicted in Figures 1 (d) and 1 (e).

The construction of an SBM regards the partition of $\Omega$ into $N$ box-connected portions, which are made of cells in the $(K,L)$-grid in which $\Omega$ is subdivided, and in such a way that the areas of the portions depict the statistical values, $\omega$, and the distances between the portions are proportional to the dissimilarities, $\delta$. These statements can be summed up in the following conditions:

**(D1)** The portions in $P = (P_1, \ldots, P_N)$ form a partition of $\Omega = [0,1] \times [0,1]$,

**(D2)** $P_r$ is a box-connected region, made up of a collection of cells of the $(K,L)$-grid in which $\Omega$ is divided, $r = 1, \ldots, N$,

**(D3)** $\text{distance}(P_r,P_s) \propto \delta_{rs}$, $r, s = 1, \ldots, N$, $r \neq s$. 
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(D4) area\((P_r) = \omega_r\), namely \(\frac{1}{K \times L}|P_r| = \omega_r\), \(\forall r = 1, \ldots, N\), where \(|P_r|\) denotes the number of cells in \(P_r\), \(r = 1, \ldots, N\).

Since the portions in \(P\) are made of connected unions of cells and they form a partition of \(\Omega\), the grid structure helps to easily measure the closeness and the area of the portions. In order to measure the distance between portions \(P_r\) and \(P_s\) in (D3), those usually used in Cluster Analysis like the single, complete and average linkage, [28], seem suitable for an SBM.

2.2 The Mathematical Optimization model

An SBM which satisfies conditions (D1) and (D2) can be obtained straightforwardly by allocating cells belonging to the same portion sequentially until filling \(\Omega\). However, including conditions (D3) and (D4) as hard requirements might make the problem unfeasible, [36]. Thus, our model consists of building SBMs in which the errors made by approximating the scaled dissimilarities, through a real positive variable \(\kappa\), by the distances between the portions, and the statistical values by their areas, both measured in absolute value, are minimized. Our model considers then the violation of conditions (D3) and (D4) as objectives to be minimized, yielding a Biobjective Space-filling Box-Connected Map (BSBM) model, which reads as follows

\[
\begin{align*}
\min & \quad \sum_{r,s=1,\ldots,N} \left| \text{distance}(P_r, P_s) - \kappa \delta_{rs} \right| \\
\min & \quad \sum_{r=1,\ldots,N} \left| \text{area}(P_r) - \omega_r \right| \quad \text{(BSBM)} \\
\text{s.t.} & \quad P = (P_1, \ldots, P_N) \text{ satisfying (D1) and (D2)} \\
& \quad \kappa \geq 0.
\end{align*}
\]

The (BSBM) problem can be reformulated as a parametric problem, parametrized by a real positive number \(\alpha\), in which the error between the distances in the SBM and the scaled dissimilarities is minimized among those maps whose area error is less or equal than \(\alpha\), yielding the single objective problem \((\alpha - SBM)\). (BSBM) can be also parametrized by a real positive number \(\beta\), in which the error between the areas depicted in the SBM is minimized among those maps whose error between the scaled dissimilarities and the distances in the map is less or equal than \(\beta\), yielding the single objective problem \((\beta - SBM)\):

\[
\begin{align*}
\min & \quad \sum_{r,s=1,\ldots,N} \left| \text{distance}(P_r, P_s) - \kappa \delta_{rs} \right| \\
\text{s.t.} & \quad P = (P_1, \ldots, P_N) \text{ satisfying (D1) and (D2)} \\
& \quad \sum_{r=1,\ldots,N} |\omega_r - \text{area}(P_r)| \leq \alpha \\
& \quad \kappa \geq 0. \quad \text{(\(\alpha - SBM\))}
\end{align*}
\]

\[
\begin{align*}
\min & \quad \sum_{r=1,\ldots,N} \left| \text{area}(P_r) - \omega_r \right| \\
\text{s.t.} & \quad P = (P_1, \ldots, P_N) \text{ satisfying (D1) and (D2)} \\
& \quad \sum_{r,s=1,\ldots,N} \left| \text{distance}(P_r, P_s) - \kappa \delta_{rs} \right| \leq \beta \\
& \quad \kappa \geq 0. \quad \text{(\(\beta - SBM\))}
\end{align*}
\]

In what follows, we formally state the problem \((\alpha - SBM)\) as a Mixed Integer Nonlinear Program (MINLP), and a similar approach can be used for \((\beta - SBM)\).

Let \(x_{rij}\), \(r = 1, \ldots, N\), \(i = 1, \ldots, K\) and \(j = 1, \ldots, L\), be binary variables which determine if cell \((i, j)\) belongs to portion \(P_r\) or not, namely
\[
x_{rij} = \begin{cases} 
1 & \text{if cell } (i, j) \text{ belongs to portion } P_r \\
0 & \text{otherwise.} 
\end{cases}
\]

Thanks to these variables, we express portion \( P_r \) as \( P_r(x) = \{(i, j) : x_{rij} = 1, i = 1, \ldots K, j = 1, \ldots, L\} \). Therefore, \( (\alpha - \text{SBM}) \) can be stated as follows:

\[
\min \sum_{r,s=1,\ldots,N \atop r \neq s} |\text{distance}(P_r(x), P_s(x)) - \kappa \delta_{rs}| 
\tag{1}
\]

s.t.
\[
\sum_{r=1,\ldots,N} x_{rij} = 1 
\tag{2}
\]
\[
\sum_{i=1,\ldots,K \atop j=1,\ldots,L} x_{rij} \geq 1 
\tag{3}
\]
\[
x_{rij} \in \{0, 1\} 
\tag{4}
\]
\[
\kappa \geq 0 
\tag{5}
\]
\[
\sum_{(i'', j'') \in B((i, j), (i', j')) \atop (i'', j'') \neq (i, j) \atop (i', j') \neq (i, j)} x_{rij''j''} \geq x_{rij} + x_{rij'} - 1 
\tag{6}
\]

such that cells \((i, j)\) and \((i', j')\) are non-adjacent

\[
\sum_{r=1,\ldots,N} \left| \frac{1}{KL} \sum_{i=1,\ldots,K \atop j=1,\ldots,L} x_{rij} - \omega_r \right| \leq \alpha. 
\tag{7}
\]

Constraint (2) models condition (D1), since it forces that every cell must belong to exactly one portion. In order to have at least one cell assigned to every portion, constraint (3) is considered. Constraints (4) and (5) establish the type of the variables. The box-connectivity in Definition 2, and required in (D2), is enforced through constraint (6). The box-connectivity of \( P_r(x) \) is enforced by imposing that the box generated by each pair of non-adjacent cells belonging to \( P_r(x) \) (two cells that do not share a common boundary) must contain also cells of \( P_r(x) \), namely the intersection between such box (excluding its two generator cells) and the portion must be nonempty. Finally, the error incurred by approximating the statistical values \( \omega \) by the area of the portions is modeled through constraint (7).

The objective in (1) remains to be modeled through the variables stated. Indeed, its expression will depend on the choice of the distance function. With the choices mentioned above related to Cluster Analysis, namely the single linkage (SL), the complete linkage (CL) and the average linkage (AvL), these distances can be easily expressed through the binary variables of our mathematical optimization problem, namely \( x_{rij} \). Firstly, we need to define how to measure the distance between two single cells. Since the grid structure naturally calls for the use of the \( \ell_1 \)-norm, given two cells \((i, j)\) and \((i', j')\), the distance between them is equal to \(|i - i'| + |j - j'|\), where \( i, i' = 1, \ldots, K \) and \( j, j' = 1, \ldots, L \). Thus, the distance between two portions \( P_r(x) \) and \( P_s(x) \) on an SBM, \( \text{distance}(P_r(x), P_s(x)) \), can be expressed respectively as \( SL(P_r(x), P_s(x)) \), or...
where distance $|i - i'| + |j - j'| : x_{rij} = x_{sij'j'} = 1$,

\begin{align}
SL(P_t(x), P_s(x)) &= \min_{i,i'=1,...,K, j,j'=1,...,L} \{|i - i'| + |j - j'| : x_{rij} = x_{sij'j'} = 1\}, \\
CL(P_t(x), P_s(x)) &= \max_{i,i'=1,...,K, j,j'=1,...,L} \{|i - i'| + |j - j'| : x_{rij} = x_{sij'j'} = 1\}, \\
AvL(P_t(x), P_s(x)) &= \frac{1}{|P_t(x)||P_s(x)|} \sum_{i,i'=1,...,K, j,j'=1,...,L} (|i - i'| + |j - j'|) \cdot x_{rij} \cdot x_{sij'j'},
\end{align}

where $|P_t(x)|$ (resp. $|P_s(x)|$) denotes the number of cells of the portion $P_t(x)$, i.e., $|P_t(x)| = \sum_{i=1,...,K} x_{rij}$. Summing up, the problem $(\alpha - SBM)$ is stated as a MINLP as

$$\min \{ (1) : \text{s.t. (2) - (7)} \}, \quad (\alpha - SBM)$$

where distance($P_t(x), P_s(x)$) in (1) is replaced by either $SL(P_t(x), P_s(x))$, $CL(P_t(x), P_s(x))$ or $AvL(P_t(x), P_s(x))$, as in (8)-(10) respectively.

One has that, for the $SL$ and $CL$ distances, $(\alpha - SBM)$ can be easily reformulated as a MILP, and as an approximation to an MILP in the case of $AvL$. These three reformulations of $(\alpha - SBM)$, one for each distance function, are included in the Appendix, and they are called $(\alpha - SBM)_L^{SL}$, $(\alpha - SBM)_L^{CL}$ and $(\alpha - SBM)_L^{AvL}$, respectively. Note that the statement of the problem $(\beta - SBM)$ as an MINLP and its pertinent reformulation as an MILP or an approximation to an MILP, yielding $(\beta - SBM)_L^{SL}$, $(\beta - SBM)_L^{CL}$ and $(\beta - SBM)_L^{AvL}$, are straightforward from the work done for $(\alpha - SBM)$.

### 2.3 A tighter model

Problems $(\alpha - SBM)$ and $(\beta - SBM)$ enforce the box-connectivity of the portions $P$ in the SBM through constraint (6). There exist several attempts in the literature which deal with the problem of modeling connectivity with integer programming, for instance using graph theory, [31, 43], designing the connected portions according to fixed locations, [44], or considering node-cut sets, [8, 58].

**Definition 3.** Let $G = (U, E)$ be a graph, whose nodes $U$ are the cells of a $(K, L)$-grid. If two nodes $u, u' \in U$ are adjacent on the grid, then there exists an edge $(u, u') \in E$ linking the two nodes.

Given two non-adjacent nodes $u, v \in U$, a set of nodes $C \subseteq U \setminus \{u, v\}$ is a node-cut separating $u$ and $v$ if there is no path between $u$ and $v$ in the subgraph $G' = (U \setminus C, E \setminus E')$, where $E' = \{(w, w') : w, w' \in C \cup \{u, v\}\}$.

Figure 2 illustrates some possible node-cuts on a $(4, 4)$-grid: a horizontal cut for cells $(1, 2)$ and $(4, 4)$ in Figure 2 (a), a vertical cut for the same cells in Figure 2 (b) and a diagonal cut in Figure 2 (b) for cells $(2, 2)$ and $(3, 3)$. 
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Thanks to Definition 3, the box-connectivity constraint, namely (6), can be modeled through intersections of node-cuts yielding an equivalent formulation for problems ($\alpha - SBM$) and ($\beta - SBM$). In what follows, we prove that box-connectivity can be equivalently modeled through the following set of constraints:

\begin{align}
\sum_{\min\{j,j'\} \leq j'' \leq \max\{j,j'\}} x_{r,i''j''} &\geq x_{rij} + x_{r,i'j'} - 1 \\
&\quad r = 1, \ldots, N, \quad (6a) \\
&\quad i = 1, \ldots, K - 2, \quad i' = i + 2, \ldots, K, \\
&\quad j, j' = 1, \ldots, L, \\
\sum_{\min\{i,i'\} \leq i'' \leq \max\{i,i'\}} x_{r'i''j''} &\geq x_{r'ij} + x_{r'i,j'} - 1 \\
&\quad r = 1, \ldots, N, \quad (6b) \\
&\quad i, i' = 1, \ldots, K, \\
&\quad j = 1, \ldots, L - 2, \quad j' = j + 2, \ldots, L \\
x_{r,i-1,j} + x_{r,i,j-1} &\geq x_{rij} + x_{r,i-1,j-1} - 1 \\
&\quad r = 1, \ldots, N, \quad (6c) \\
&\quad i = 2, \ldots, K, \quad j = 2, \ldots, L \\
x_{r,i-1,j} + x_{r,i,j+1} &\geq x_{rij} + x_{r,i-1,j+1} - 1 \\
&\quad r = 1, \ldots, N, \quad (6d) \\
&\quad i = 2, \ldots, K, \quad j = 1, \ldots, L - 1 \\
x_{r,i+1,j} + x_{r,i,j-1} &\geq x_{rij} + x_{r,i+1,j-1} - 1 \\
&\quad r = 1, \ldots, N, \quad (6e) \\
&\quad i = 1, \ldots, K - 1, \quad j = 2, \ldots, L \\
x_{r,i+1,j} + x_{r,i,j+1} &\geq x_{rij} + x_{r,i+1,j+1} - 1 \\
&\quad r = 1, \ldots, N, \quad (6f) \\
&\quad i = 1, \ldots, K - 1, \quad j = 1, \ldots, L - 1
\end{align}

Constraint (6a) considers bounded horizontal node-cuts, in the sense that it considers that if two cells belong to the same portion and are placed in different and non-contiguous rows, namely there is at least a row in between, then there must exist cells belonging also to that portion in the rows strictly in between them. On the other hand, constraint (6b) addresses bounded vertical node-cuts, which analogous to the horizontal ones but considering columns instead of rows. Finally, constraints (6c)-(6f) model diagonal node-cuts, as this in Figure 2 (c), namely if two cells belong to the same portion and they touch in one corner (shaded cells), then one of the two cells in the diagonal crossing that corner must also belong to such portion (striped cells).

Let us consider the problem ($\alpha - SBM$) stated as

$$(\alpha - SBM)_{\text{box}} = \min\{(1) : \text{s.t. (2) - (7)}\}$$
and

$$(\alpha - SBM)_{\text{cut}} = \min \{(1) : \text{s.t. } (2) - (5), (6a) - (6f)\).$$

**Proposition 1.** One has that problems $(\alpha - SBM)_{\text{box}}$ and $(\alpha - SBM)_{\text{cut}}$ are equivalent.

**Proof.** Observe that constraints (2)-(5) and (7) appear in both problems, and thus it remains to prove that constraint (6) is equivalent to constraints (6a)-(6f). Let us prove such statement for a portion $P_r(x)$, denoted $S$ to simplify.

Let us prove that, if $S$ is box-connected, then (6a)-(6f) hold.

Suppose that (6a) fails. Then, the summation on the left-hand-side is equal to zero, which means that there exist two cells $(i, j), (i', j') \in S$, such that $i < i' - 1$ and

$$\{(i'', j'') : i < i'' < i', \min\{j, j'\} \leq j'' \leq \max\{j, j'\}\} \cap S = \emptyset. \quad (11)$$

In particular, (11) is also true when $j' = j$. This means

$$\{(i'', j) : i < i'' < i'\} \cap S = \emptyset. \quad (12)$$

On the other hand, $S$ is box-connected and then,

$$\exists(i'', j) \in B((i, j), (i', j')) \cap S, \text{ such that } i'' \neq i \text{ and } i'' \neq i',$$ which is clearly in contradiction with (12).

Using a similar procedure, we can prove that (6b)-(6f) also hold.

Conversely, let us prove that, if (6a)-(6f) are satisfied, then $S$ is box-connected.

Let $(i,j), (i', j') \in S$ such that $i < i' - 1$. Since (6a) is satisfied, there exists $(i'', j'') \in S$ such that $i < i'' < i'$ and $\min\{j, j'\} \leq j'' \leq \max\{j, j'\}$, which implies that $(i'', j'') \in B((i, j), (i', j')) \cap S$, and it is different from $(i, j)$ and $(i', j')$. This proves the desired result.

The case in which $j < j' - 1$, constraint (6b) applies, showing that $S$ is box-connected. Finally, for pairs of cells belonging to $S$ such that $\{(i, j), (i + 1, j - 1)\}, \{(i, j), (i + 1, j + 1)\}, \{(i, j), (i + 1, j - 1)\}$ and $\{(i, j), (i + 1, j + 1)\}$, constraint (6c)-(6f) yield, respectively, the box-connectivity of $S$.

In order to choose between the $(\alpha - SBM)_{\text{box}}$ or the $(\alpha - SBM)_{\text{cut}}$ formulations, we study their continuous relaxation tightness. The formulation with the tightest continuous relaxation will be the preferred. Thus, let us consider the continuous relaxations of the MINLP problems $(\alpha - SBM)_{\text{box}}$ and $(\alpha - SBM)_{\text{cut}}$, obtained by substituting constraint (4) by $0 \leq x_{rij} \leq 1$, $r = 1, \ldots, N$, $i = 1, \ldots, K$, $j = 1, \ldots, L$, and denoted as $R((\alpha - SBM)_{\text{box}})$ and $R((\alpha - SBM)_{\text{cut}})$ respectively. We show in what follows that, while the MINLP problems $(\alpha - SBM)_{\text{box}}$ and $(\alpha - SBM)_{\text{cut}}$ are equivalent, as stated in Proposition 1, it turns out that $R((\alpha - SBM)_{\text{cut}})$ is, in general, tighter than $R((\alpha - SBM)_{\text{box}})$.

Let $v(R((\alpha - SBM)_{\text{box}}))$ and $v(R((\alpha - SBM)_{\text{cut}}))$ be the optimal objective values of problems $R((\alpha - SBM)_{\text{box}})$ and $R((\alpha - SBM)_{\text{cut}})$, respectively.

**Proposition 2.** One has that

$$v(R((\alpha - SBM)_{\text{box}})) \leq v(R((\alpha - SBM)_{\text{cut}})). \quad (13)$$
Proof. In order to show inequality (13), we prove that each solution \( x \) to \( R(\alpha - (SBM)_{cut}) \) is also feasible to \( R((\alpha - SBM)_{box}) \). Let \( x \) be a feasible solution to \( R(\alpha - (SBM)_{cut}) \), we need to prove that \( x \) satisfies constraints (2)-(7). First, constraints (2)-(5) and (7) are satisfied, since they appear in both problems. Then, let us check that (6) also holds. Since \( x \) verifies (6a), one has

\[
\forall i, j, i', j' \in \{1, \ldots, N\} : \ x_{rij} + x_{ri'j'} - 1 \leq \sum_{\min\{j,j'\} \leq j'' \leq \max\{j,j'\}} x_{rij''} \leq \sum_{(i'',j'' \in B((i,j),(i',j')) \wedge (i'',j'') \neq (i,j))} x_{rij''} \quad r = 1, \ldots, N
\]

In other words, \( x \) is shown to satisfy (6) because it also satisfies (6b)-(6f), and then the result holds.

It turns out that the feasible region of \( R(\alpha - (SBM)_{cut}) \) is smaller than the feasible region of \( R((\alpha - SBM)_{box}) \), due to problem instances for which feasible solutions to \( R(\alpha - (SBM)_{box}) \) are unfeasible for \( R(\alpha - (SBM)_{cut}) \). For instance, let us consider \( N = 2, K = 3 \) and \( L = 2 \). One has that the following solution is feasible for \( R((\alpha - SBM)_{box}) \) but unfeasible for \( R(\alpha - (SBM)_{cut}) \), taking \( \alpha = \infty \) and \( \kappa \geq 0 \):

\[
\begin{align*}
x_{111} &= \frac{3}{4} & x_{112} &= \frac{1}{5} & x_{121} &= \frac{1}{5} & x_{122} &= \frac{1}{5} & x_{131} &= \frac{1}{5} & x_{132} &= \frac{3}{4} \\
x_{211} &= \frac{1}{4} & x_{212} &= \frac{4}{5} & x_{221} &= \frac{4}{5} & x_{222} &= \frac{4}{5} & x_{231} &= \frac{4}{5} & x_{232} &= \frac{1}{4}
\end{align*}
\]

The reasoning applied for finding a tighter reformulation to problem \( (\alpha - SBM) \) also holds for the problem \( (\beta - SBM) \). MILPs reformulations described in the Appendix also hold in case that problems \( (\alpha - SBM) \) and \( (\beta - SBM) \) are modeled through connectivity constraints (6a)-(6f) instead of (6). These MILPs reformulations let us solve to optimality small instances of the optimization problems, i.e., when the number of individuals is not very large as well as the \((K,L)\)-grid is coarse enough. However, big instances remain hard to solve by standard MILPs optimizers, and heuristic techniques seem to be necessary to handle real-world examples. In Section 3 we describe how the LNS metaheuristic can be integrated in our methodology to construct SBMs.

### 3 A Large Neighborhood Search approach

In this section, we adapt the Large Neighborhood Search (LNS) methodology to the problem of building an SBM. Since small instances of the MILPs reformulations of problems \( (\alpha - SBM) \) and \( (\beta - SBM) \) can be quickly solved by standard MILP optimizers and thanks to the grid structure considered, LNS seems to be a good candidate to take advantage from such facts. The LNS metaheuristic was first proposed in [50]. It has been successfully applied in recent years to problems of different nature, for instance Vehicle Routing Problems, [16, 40, 48], Scheduling, [35, 46] and Visualization [59]. Roughly speaking, LNS performs a search for good solutions in a neighborhood of a starting point. A neighborhood of a certain point contains all the solutions that can be reached from the starting one by a destroy procedure, which erases part of
the solution, and a repair method, which rebuilds the previously destroyed solution in order to obtain a new and better one. The good performance of LNS does not only depend on the quality of the starting point, but also on the destroy and repair methods. A tradeoff between the degree of destruction and the rebuilding process needs to be established: the degree of destruction should be such that a large part of the search space can be explored, and the rebuilding process should be efficient. Algorithm 1 contains the pseudocode of the LNS metaheuristic. For further details on LNS see [47] and references therein.

Algorithm 1 LNS pseudocode, [47]

**Input:** A feasible solution $x$, an objective function $f$, destroy and repair procedures

1. $x^* \leftarrow x$
2. repeat
3. $x^t \leftarrow \text{repair}(\text{destroy}(x^*))$;
4. if $f(x^t) < f(x^*)$ then
5. $x^* \leftarrow x^t$;
6. end if
7. until stop condition is met

**Output:** $x^*$

In order to explain the destroy and repair procedures for our model, we introduce some necessary concepts. We define the *incidence degree* $\gamma$ of a cell $(i,j)$ in portion $P_r$ as the number of connected cells surrounding $(i,j)$ that also belong to $P_r$, namely $(i-1,j), (i,j+1), (i+1,j)$ and $(i,j-1)$. We say that a cell $(i,j)$ is redundant if its removal keeps the portion which it belongs still connected. Observe that a cell is redundant if $\gamma = 0, 1, 2$ or 3, while $\gamma = 4$ implies that it is non-redundant.

Given an SBM, $P$, the destroy phase consists of selecting randomly a number $\mu$ of redundant cells in $P$, and removing them as well as their eight surrounding neighbors, yielding an incomplete SBM, $\text{destroy}(P)$. Figure 3 (b) contains $\mu = 5$ selected redundant cells (crossed bold) from the initial solution in Figure 3 (a), and in white their surrounded neighbors, which are also deleted. The repair step consists of rebuilding the destroyed solution $\text{destroy}(P)$ by assigning the free cells to portions satisfying (D1)-(D4), yielding a new SBM, $\text{repair}(\text{destroy}(P))$, see Figure 3 (c).

The decision of selecting redundant cells in the destroy stage instead of non-redundant ones is not arbitrary. If only non-redundant cells were chosen, the risk of getting stuck on the initial SBM, $P$, increases. The reason comes from imposing box-connectivity in the portions forming the $\text{repair}(\text{destroy}(P))$ SBM, which may force to reconstruct $P$ time after time because any other partition is feasible. On the other hand, selecting only redundant cells yields to a $\text{destroy}(P)$ configuration with more freedom (regarding to box-connectivity) to obtain a new allocation of the free cells distinct from $P$.

As we highlighted in the previous section, small instances of the MILP reformulations of $(\alpha - SBM)$ and $(\beta - SBM)$ can be effortlessly solved by standard MILPs optimization routines, and that is the key of our repairing procedure. To obtain the repaired solution, cells which have not been removed in the destroy stage become constants in the MILP problem, in the sense that their values are known and they are thus fixed. Those cells that have been removed in the destroy step remain decision variables when solving the MILP problem. Thanks to this
variable-fixing procedure, the number of constraints is also substantially reduced, since there are already cells assigned to portions (reducing the number of constraints in (2) and (3)), there are also connected parts in the portions (reducing then the number of constraints in (6a)-(6f)), and even the number of extra constraints included in the linear reformulations. Therefore, the size of the MILPs to solve in the repairing procedure is considerably reduced compared to the full-size problems. Thus, depending on which criteria is to be improved in the current iteration of the LNS algorithm, either the MILP version of \((\alpha - SBM)\) or \((\beta - SBM)\) is solved when repairing the previously destroyed SBM to find a better one.

4 Numerical illustrations

The performance of the approach described in previous sections is tested in three data sets of different sizes and nature on a \((40, 40)\)-grid. The LNS algorithm has been coded in AMPL, [25], and all the MILPs problems have been solved with CPLEX v12.6, [12], with a time limit of five minutes, on a PC Intel® Core™ i7-2600K, 16GB of RAM.

The first dataset, Markets, consists of \(N = 11\) financial markets across Europe and Asia. The statistical value \(\omega_r\) relates to the importance of market \(r\) relative to the world market portfolio, [21], and the dissimilarity \(\delta_{rs}\) is based on the correlation between markets \(r\) and \(s\), [3].

The second dataset, Morse, comes from a study regarding the confusion between the acoustic Morse signals used for the \(N = 26\) letters of the English alphabet, [49]. The dissimilarity \(\delta_{rs}\) between a signal \(r\) and a signal \(s\) is computed as the average percentage with which the answer 'Same!' was given in each combination of those signals, [3]. The statistical values \(\omega\) come from the relative frequencies of letters in the English language, [37]. In the last dataset, Netherlands, the individuals are the \(N = 12\) provinces of The Netherlands, and the statistical values \(\omega\) are their population rates, see [54]. The dissimilarity between two provinces is related to their geographical location, and this is measured as the length of the shortest path in the graph obtained from considering two nodes adjacent if the corresponding provinces are adjacent in the geographical map.

In order to compute an SBM with the methodology described in this paper, some decisions should be made in advance. Firstly, we need to choose between any of the distances proposed in Section 2.1, namely single, complete or average linkage. Due to the characteristics of the problem we are dealing with, we consider that the average linkage reflects properly the visualization aim.
of the SBM, since it summarizes the distance information between every pair of cells belonging to the portions and thus, they become something global instead of something intrinsic of a single cell as the single or complete linkage would do. Thus, the mathematical optimization models considered throughout this section are \((\alpha - SBM)^L_{AvL}\) and \((\beta - SBM)^L_{AvL}\), in which box-connectivity has been modeled through constraints \((6a)-(6f)\). In order to perform the LNS procedure described in Section 3, we need to determine how the redundant cells are selected in the destroy stage and which mathematical optimization problem, either \((\alpha - SBM)^L_{AvL}\) and \((\beta - SBM)^L_{AvL}\), is solved in the repair phase. On one hand, in the destroy step, \(\mu\) redundant cells are selected with nonuniform probabilities, depending on their incidence degree: a redundant cell \((i,j)\) with incidence degree equal to \(\gamma = 0,\ldots,3\), will be selected with probability proportional to \(2^{3-\gamma}\). This way, cells with a low incidence degree, and thus those which have more chances to be allocated to different portions, are selected with higher probability. On the other hand, when repairing the destroyed solution, we assume that we have an SBM for which the error when approximating \(\omega\) by the portions’ areas is pretty low, and therefore we can use a small value of parameter \(\alpha\). Then, the problem \((\alpha - SBM)^L_{AvL}\) is solved in this phase to improve the dissimilarities fit. We made this decision because we considered that it is crucial that areas are very well fitted, whereas the dissimilarities admit more flexibility when interpreting the SBM.

As a stopping condition for LNS we establish a maximum number of iterations.

In order to construct an SBM on a \((40,40)\)-grid for the three previously described datasets, we firstly obtain an initial SBM on a \((10,10)\)-grid by solving a surrogate of problem \((\beta - SBM)^L_{AvL}\), which has an accurate representation of the statistical values as the area of the portions and also some information about the dissimilarities. To do that, the problem \((\beta - SBM)^L_{AvL}\) is solved, setting \(\beta = \infty\), including an extra set of constraints that imposes that some cells are already assigned to some portions. These cells are found accordingly to the dissimilarities between individuals by using the Multidimensional Scaling for Rectangular Maps described in [5]. Then, 100 iterations of the LNS algorithm are performed, with \(\mu = 4\) and \(\alpha\) equal to the objective value obtained when solving the surrogate \((\beta - SBM)^L_{AvL}\). The so-obtained SBM is embedded into a \((20,20)\)-grid, and it is considered as an initial SBM for 50 iterations of the LNS algorithm with \(\mu = 8\) and \(\alpha\) a 15% smaller than the objective value obtained when solving the surrogate \((\beta - SBM)^L_{AvL}\) in the first stage. Finally, the so-obtained SBM is embedded into a \((40,40)\)-grid, and it is considered as an initial SBM for 25 iterations of the LNS algorithm with \(\mu = 16\) and \(\alpha\) a 5% smaller than the objective value obtained when solving the surrogate \((\beta - SBM)^L_{AvL}\) in the previous stage.

The process to construct an SBM for Markets dataset is illustrated in Figure 4. The initial SBM on a \((10,10)\)-grid obtained by solving the surrogate \((\beta - SBM)^L_{AvL}\) is depicted in Figure 4 (a). After 100 iterations of LNS the SBM in Figure 4 (b) is obtained. Then, this SBM is embedded into a \((20,20)\)-grid, see Figure 4 (c), and it is set as the initial solution for the LNS algorithm. After 50 iterations and a reduction of a 15% of the parameter \(\alpha\), the solution depicted in Figure 4 (d) is obtained. This SBM is embedded into a \((40,40)\)-grid, see Figure 4 (e), and it is set as the initial solution for the LNS algorithm. After 25 iterations and imposing a 5% reduction of the parameter \(\alpha\), the solution in Figure 4 (f) is obtained. Figures 5-6 show the SBMs for Morse and Netherlands datasets, which are also obtained with the procedure described above.
Figure 4: Illustration of the methodology proposed to construct an SBM for Markets dataset using a (40, 40)-grid.
Figure 5: SBM for Morse using a (40, 40)-grid.

Figure 6: SBM for Netherlands using a (40, 40)-grid.
5 Conclusions and future research

In this paper, we have formally introduced a mathematical optimization formulation for the problem of visualizing as a space-filling box-connected map a set of individuals which have attached a statistical variable, represented as a proportion, and a dissimilarity measure. This visualization problem is addressed by simultaneously optimizing the error incurred when approximating the statistical values by the area of the portions and the dissimilarities by the distances among them, satisfying the condition that the portions are box-connected and they must form a partition of the unit square. Such approach yields a biobjective optimization problem, which is solved as a single-objective problem that optimizes the fit in distances ensuring a very accurate fit in the sizes of the portions. The Large Neighborhood Search metaheuristic has been proposed to deal with big instances of such problems, due to the fact that the combinatorial structure underlying in the optimization problems makes solving them to optimality too time-demanding. The usefulness of our approach has been illustrated in a variety of data sets, related to market indices, the Morse code and a geographical map.

There are several interesting extensions to the methodology proposed in this paper which deserve further study. For instance, considering visualization regions different from the unit square, in which a regular grid cannot be obtained in a straightforward manner, is a challenging problem when modeling portions’ connectivity, [8, 58]. Representing simultaneously dissimilarities not only between individuals but also between groups of individuals is a demanding task which deserves further study, [11, 30]. This extension can be applied when designing the arrangement of the members of a parliament, since all the members belonging to the same party should be seated close to each other, in the sense that they must form a connected portion and everybody must be as close as possible to everyone in his/her party. In addition, the different parties should be ideally placed in the parliament accordingly to their ideology. There are many contexts in which dissimilarities and the statistical values vary over time, for instance stock markets, or in which individual appear and disappear over time, for instance most used words related to a trending topic in Twitter. Thus, modeling dynamical SBMs which can handle these temporal changes seems to be also a very interesting problem, [13, 15, 41].
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Appendix

In this appendix, the MINLP problem ($\alpha$–SBM) problem is formally stated as an MILP, when using the Single and the Complete Linkage (SL and CL, respectively), defined in (8) and (9), and as an approximation to an MILP when considering the Average Linkage ($AvL$), stated in (10). In all the cases, we use the usual techniques to linearize the product of binary variables proposed in [22] and the absolute values both in the objective function and constraint (7). Thus, we consider the following reformulations R1, R2 and R3 stated as follows:

R1: let $u_{rsiji'}j'$ be defined as $u_{rsiji'}j' = x_{rij} \cdot x_{sij'}j'$, which implies that

$$u_{rsiji'}j' = \begin{cases} 1 & \text{if cell } (i,j) \text{ belongs to portion } P_r \text{ and the } (i',j') \text{ belongs to portion } P_s \\ 0 & \text{otherwise.} \end{cases}$$

The following set of constraints is also needed to be included in the linear reformulation to properly linearize the product:

$$u_{rsiji'}j' \leq x_{rij} \quad r, s = 1, \ldots, N, i, i' = 1, \ldots, K, j, j' = 1, \ldots, L$$  \hspace{1cm} (14)

$$u_{rsiji'}j' \leq x_{sij'}j' \quad r, s = 1, \ldots, N, i, i' = 1, \ldots, K, j, j' = 1, \ldots, L$$  \hspace{1cm} (15)

$$x_{rij} + x_{sij'}j' \leq u_{rsiji'}j' + 1 \quad r, s = 1, \ldots, N, i, i' = 1, \ldots, K, j, j' = 1, \ldots, L$$  \hspace{1cm} (16)

$$u_{rsiji'}j' \in \{0, 1\} \quad r, s = 1, \ldots, N, i, i' = 1, \ldots, K, j, j' = 1, \ldots, L.$$  \hspace{1cm} (17)

R2: The objective function of ($\alpha$–SBM) is written as a linear objective subject to additional constraints by considering the positive continuous variables $\varphi_{rs}, \psi_{rs} \geq 0, r, s = 1, \ldots, N, r \neq s$:

$$\min \left\{ \sum_{r,s=1,\ldots,N}^{r \neq s} [\text{distance}(P_r(x), P_s(x)) - \kappa \delta_{rs}] : \text{s.t. (2) - (7)} \right\} =$$

$$= \min \sum_{r,s=1,\ldots,N}^{r \neq s} (\varphi_{rs} + \psi_{rs})$$

s.t. \hspace{1cm} \begin{align*}
&\text{(2) - (7)} \\
&\varphi_{rs} \geq 0 \\
&\psi_{rs} \geq 0
\end{align*}

$$r, s = 1, \ldots, N, r \neq s$$

R3: Constraint (7) is written as the following set of linear constraints by adding the positive continuous variables $y_r, r = 1, \ldots, N$:

$$\left( \frac{1}{KL} \sum_{i=1,\ldots,K}^{j=1,\ldots,L} x_{rij} \right) - \omega_r \leq y_r \quad r = 1, \ldots, N$$  \hspace{1cm} (7a)

$$\left( \frac{1}{KL} \sum_{i=1,\ldots,K}^{j=1,\ldots,L} x_{rij} \right) - \omega_r \geq -y_r \quad r = 1, \ldots, N$$  \hspace{1cm} (7b)
\[ \sum_{r=1,\ldots,N} y_r = \alpha \]  
\[ y_r \geq 0 \quad r = 1, \ldots, N \]  

**Single Linkage**

Let \( z_{rs} \) and \( \eta_{rsij'}j' \) be defined as follows:

\[
z_{rs} = \min_{i,i'=1,\ldots,K} \min_{j,j'=1,\ldots,L} \{ |i-i'| + |j-j'| : x_{rij} = x_{sij'}j' = 1 \}
\]

\[
\eta_{rsij'}j' = \begin{cases} 
1 & \text{if the minimum in } SL(P_r(x), P_s(x)) \text{ is attained at pair } (i,j), (i',j') \\
0 & \text{otherwise.}
\end{cases}
\]

Thus, \((\alpha - SBM)_{SL}\) is stated by using these set of variables plus the convenient constraints to ensure that the distances between portions correspond with the Single Linkage.

\[
(\alpha - SBM)_{SL} = \min \left\{ \sum_{r,s=1,\ldots,N} |SL(P_r(x), P_s(x)) - \kappa \delta_{rs}| : \text{s.t. (2) - (7)} \right\}
\]

\[
= \min \left\{ \sum_{r,s=1,\ldots,N, r \neq s} |z_{rs} - \kappa \delta_{rs}| \right\}
\]

\[
\begin{cases} 
(2) - (7) \\
z_{rs} \geq (|i-i'| + |j-j'|) \cdot \eta_{rsij'}j' & r, s = 1, \ldots, N, r \neq s \\
z_{rs} \leq (|i-i'| + |j-j'|) + (K + L - 2)(1 - x_{rij} \cdot x_{sij'}j') & r, s = 1, \ldots, N, r \neq s \\
& i, i' = 1, \ldots, K, j, j' = 1, \ldots, L \\
\sum_{r,s=1,\ldots,N, r \neq s} \sum_{i,i'=1,\ldots,K} \sum_{j,j'=1,\ldots,L} \eta_{rsij'}j' \geq 1 \\
\eta_{rsij'}j' \leq x_{rij} \cdot x_{sij'}j' & r, s = 1, \ldots, N, r \neq s \\
& i, i' = 1, \ldots, K, j, j' = 1, \ldots, L \\
\eta_{rsij'}j' \in \{0, 1\} & r, s = 1, \ldots, N, r \neq s \\
& i, i' = 1, \ldots, K, j, j' = 1, \ldots, L.
\end{cases}
\]

First and second added constraints ensure that variables \( z_{rs} \) are well-defined, i.e., if the minimum is achieved in cells \((i,j)\) and \((i',j')\), then \( z_{rs} \) is equal to the minimum distance between portions \( P_r \) and \( P_s \). Therefore, these constraints are inactive either if \( \eta_{rsij'}j' = 0 \) or if \((i,j)\) or \((i',j')\) do not belong to \( P_r \) and \( P_s \), respectively. Third constraint is to impose that there must exist at least one pair of cells which give the minimum distance, and fourth that each pair must belong to the corresponding portion. Finally, we impose the binary requirement for \( \eta_{rsij'}j' \). Observe that, by applying R1-R3 reformulations, the formulation of \((\alpha - SBM)_{SL}\) as an MILP, namely \((\alpha - SBM)_{L}^{SL}\), is straightforward.
Complete Linkage

Similar reasoning applied to Single Linkage leads to the statement of \((\alpha - SBM)_{CL}\) as a MILP. Let \(z_{rs}\) and \(\eta_{rsiji}^\prime j\) be defined as follows:

\[
z_{rs} = \max_{\begin{smallmatrix} i,i'=1,...,K \\ j,j'=1,...,L \end{smallmatrix}} \{ |i-i'| + |j-j'| : x_{rij} = x_{sij'} = 1 \}
\]

\[
\eta_{rsiji}^\prime j = \begin{cases} 1 & \text{if the maximum in } CL(P_r(x), P_s(x)) \text{ is attained at pair } (i,j), (i',j') \\ 0 & \text{otherwise.} \end{cases}
\]

Thus, \((\alpha - SBM)_{CL}\) is stated by using these set of variables plus the convenient constraints to ensure that the distances between portions correspond with the Complete Linkage.

\[
(\alpha - SBM)_{CL} = \min \left\{ \sum_{r,s=1,...,N \atop r \neq s} \left| CL(P_r(x), P_s(x)) - \kappa \delta_{rs} \right| : \text{s.t. (2)-(7)} \right\}
\]

\[
\begin{align*}
z_{rs} & \geq (|i-i'| + |j-j'|) \cdot x_{rij} \cdot x_{sij'} & r,s=1,...,N, r \neq s \\
\sum_{\begin{smallmatrix} i,i'=1,...,K \\ j,j'=1,...,L \end{smallmatrix}} \eta_{rsiji}^\prime j & \geq 1 & r,s=1,...,N, r \neq s \\
\eta_{rsiji}^\prime j & \leq x_{rij} \cdot x_{sij'} & r,s=1,...,N, r \neq s \\
\eta_{rsiji}^\prime j & \in \{0,1\} & r,s=1,...,N, r \neq s
\end{align*}
\]

First added constraint ensures that for any pair of cells belonging to two different portions, the distance between those portions is greater or equal than the distance between such cells. Second one is to ensure that the distance between two portions is exactly the maximum distance between all possible pairs of cells, since \(\eta_{rsiji}^\prime j\) are precisely forcing that. Third constraint is to impose that there must exist at least one pair of cells which give the maximum distance, and fourth that each pair must belong to the corresponding portion. Finally, we impose the binary requirement for \(\eta_{rsiji}^\prime j\). Observe that, by applying R1-R3 reformulations, the formulation of \((\alpha - SBM)_{CL}\) as an MILP, namely \((\alpha - SBM)_{CL}^L\), is straightforward.

Average Linkage

Since the statistical value associated to portion \(P_r\) is represented through its area, we consider a surrogate of the expression of the average distance, (10), by approximating the number of cells
of $P_r$ by $|P_r| = \omega_r KL$, yielding the following expression for the Approximated Average Linkage ($AvL_{app}$)

$$AvL_{app}(P_r(x), P_s(x)) = \frac{1}{\omega_r \omega_s K^2 L^2} \sum_{i,i' = 1,\ldots,K} \sum_{j,j' = 1,\ldots,L} (|i - i'| + |j - j'|) \cdot x_{rij} \cdot x_{sij'}.$$  \hspace{1cm} (18)

$$\quad (\alpha - SBM)_{AvL} =$$

$$\quad = \min \left\{ \sum_{r,s=1,\ldots,N} |AvL_{app}(P_r(x), P_s(x)) - \kappa \delta_{rs}| : \text{s.t. (2)} - (7) \right\}$$

By applying R1-R3 reformulations, the formulation of $\alpha - SBM_{AvL}$ as an MILP, namely $(\alpha - SBM)_{AvL}$, is obtained.