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Abstract In this paper, we propose a new primal-dual algorithm for minimizing \( f(x) + g(x) + h(Ax) \), where \( f, g, \) and \( h \) are convex functions, \( f \) is differentiable with a Lipschitz continuous gradient, and \( A \) is a bounded linear operator. It has some famous primal-dual algorithms for minimizing the sum of two functions as special cases. For example, it reduces to the Chambolle-Pock algorithm when \( f = 0 \) and a primal-dual fixed-point algorithm in [P. Chen, J. Huang, and X. Zhang, A primal-dual fixed-point algorithm for convex separable minimization with applications to image restoration, Inverse Problems, 29 (2013), p.025011] when \( g = 0 \). In addition, it recovers the three-operator splitting scheme in [D. Davis and W. Yin, A three-operator splitting scheme and its optimization applications, arXiv:1504.01032, (2015)] when \( A \) is the identity operator. We prove the convergence of this new algorithm for the general case by showing that the iteration is a nonexpansive operator and derive the linear convergence rate with additional assumptions. Comparing to other primal-dual algorithms for solving the same problem, this algorithm extends the range of acceptable parameters to ensure the convergence and has a smaller per-iteration cost. The numerical experiments show the efficiency of this new algorithm by comparing to other primal-dual algorithms.
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1 Introduction

This paper focuses on minimizing the sum of three proper lower semi-continuous convex functions in the form of

\[ x^* = \arg \min_{x \in \mathcal{X}} f(x) + g(x) + h(Ax), \]

where \( \mathcal{X} \) and \( \mathcal{Y} \) are two Hilbert spaces, \( f : \mathcal{X} \rightarrow \mathbb{R} \) is differentiable with a \( 1/\beta \)-Lipschitz continuous gradient for some \( \beta \in (0, +\infty) \), and \( A : \mathcal{X} \rightarrow \mathcal{Y} \) is a bounded linear operator. A wide range of problems in image and signal processing, statistic and machine learning can be formulated into this form, and we give some examples.

**Elastic net regularization** [27]: The elastic net combines the \( \ell_1 \) and \( \ell_2 \) penalties to overcome the limitations of both penalties. The optimization problem is

\[ x^* = \arg \min_{x} \mu_2 \|x\|_2^2 + \mu_1 \|x\|_1 + l(Ax, b), \]

where \( x \in \mathbb{R}^p \), \( A \in \mathbb{R}^{n \times p} \), \( b \in \mathbb{R}^n \), and \( l \) is the loss function, which may be nondifferentiable. The \( \ell_2 \) regularization term \( \mu_2 \|x\|_2^2 \) is differentiable and has a Lipschitz continuous gradient.

**Fused lasso** [23]: The fused lasso was proposed for group variable selection. Except the \( \ell_1 \) penalty, it includes a new penalty term for large changes with respect to the temporal or spatial structure such that the coefficients vary in a smooth fashion. The optimization problem for fused lasso with the least squares loss is

\[ x^* = \arg \min_{x} \frac{1}{2} \|Ax - b\|_2^2 + \mu_1 \|x\|_1 + \mu_2 \|Dx\|_1, \]

where \( x \in \mathbb{R}^p \), \( A \in \mathbb{R}^{n \times p} \), \( b \in \mathbb{R}^n \), and

\[ D = \begin{pmatrix} -1 & 1 \\ -1 & 1 \\ \vdots & \vdots \\ -1 & 1 \end{pmatrix} \]

is a matrix in \( \mathbb{R}^{(p-1) \times p} \).

**Image restoration with two regularizations**: Many image processing problems have two or more regularizations. For instance, in computed tomograph reconstruction, nonnegative constraint and total variation regularization are applied. The optimization problem can be formulated as

\[ x^* = \arg \min_{x} \frac{1}{2} \|Ax - b\|_2^2 + \mu \|Dx\|_1 + \iota_C(x), \]

where \( x \in \mathbb{R}^n \) is the image to be reconstructed, \( A \in \mathbb{R}^{m \times n} \) is the forward projection matrix that maps the image to the sinogram data, \( b \in \mathbb{R}^m \) is the measured sinogram data with noise, \( D \) is a discrete gradient operator, and
ι is the indicator function that returns zero if \( x \in C \) (here, \( C \) is the set of nonnegative vectors in \( \mathbb{R}^n \)) and \( +\infty \) otherwise.

Before introducing the algorithms for solving (1), we discuss special cases of (1) with only two functions. When either \( f \) or \( g \) is missing, the problem (1) reduces to the sum of two functions, and many splitting and proximal algorithms are proposed and studied in the literature. Two famous groups of methods are Alternating Direction of Multiplier Method (ADMM) and primal-dual algorithms [15]. ADMM applied on a convex optimization problem was shown to be equivalent to Douglas-Rachford Splitting (DRS) applied on the dual problem [13], and Yan and Yin showed recently in [25] that it is also equivalent to DRS applied on the same primal problem. In fact, there are many different ways in reformulating a problem into the ADMM form such that ADMM can be applied, and among these ways, some are equivalent. However, there will always be a subproblem involving \( A \), and it may not be solved analytically depending on the properties of \( A \) and the way ADMM is applied. On the other hand, primal-dual algorithms only need the operator \( A \) and its adjoint operator \( A^\top \). Thus, it has been applied in a lot of applications because the subproblems would be easy to solve if the proximal mappings for both \( g \) and \( h \) can be computed easily.

The primal-dual algorithms for two and three functions are reviewed in [15] and specially for image processing problems in [5]. When the differentiable function \( f \) is missing, the primal-dual algorithm is the Primal-Dual Hybrid Gradient (PDHG or Chambolle-Pock) algorithm [22,12,4], while the primal-dual algorithm (Primal-Dual Fixed-Point algorithm based on the Proximity Operator or PDFP\(^2\)O) with \( g \) missing is proposed in [18,6]. In order to solve the problem (1) with three functions, we can reformulate the problem and apply the primal-dual algorithms for two functions. E.g., we can let \( \bar{h}(I; Ax) = g(x) + h(Ax) \) and apply the PDFP\(^2\)O or let \( \bar{g}(x) = f(x) + g(x) \) and apply the Chambolle-Pock algorithm. However, the first approach introduces more dual variables. For the second approach, the proximal mapping of \( \bar{g} \) may not be easy to compute and the differentiability of \( f \) is not utilized.

When all three terms are considered, Condat and Vu proposed a primal-dual splitting scheme for (1) in [8,24]. It is a generalization of the Chambolle-Pock algorithm by involving the differentiable function \( f \) with a more restrictive range for acceptable parameters than the Chambolle-Pock algorithm because of the additional function. Then the Asymmetric Forward-Backward-Adjoint splitting (AFBA) is proposed in [17], and the Condat-Vu algorithm is a special case of this proposed algorithm. As noted in [15], there is no generalization of PDFP\(^2\)O for three functions at that time. However, a generalization of PDFP\(^2\)O—a Primal-Dual Fixed-Point algorithm (PDFP)—is proposed in [7], in which two proximal operators of \( g \) are needed in every iteration. This algorithm has a larger range of acceptable parameters than the Condat-Vu algorithm. In this paper, we will give a new generalization of both the Chambolle-Pock algorithm and PDFP\(^2\)O. This new algorithm employs

\[ \langle s, Ax \rangle_Y = \langle A^\top s, x \rangle_X \]

\(^1\) The adjoint operator \( A^\top \) is defined by \( \langle s, Ax \rangle_Y = \langle A^\top s, x \rangle_X \).
the same regions of acceptable parameters with PDFP and the same per-iteration complexity as the Condat-Vu algorithm. In addition, when $A = I$, we recover the three-operator splitting scheme developed by Davis and Yin in [10]. The three-operator splitting in [10] is a generalization of many existing two-operator splitting schemes such as forward-backward splitting [19], backward-forward splitting [21,2], Peaceman-Rachford splitting [11,20], and forward-Douglas-Rachford splitting [3].

The proposed algorithm PD3O has the following iteration ($((z, s) \rightarrow (z^+, s^+))$):

$$x^+ \in (I + \gamma \partial g)^{-1}(z); \quad (2a)$$

$$s^+ \in \left( I + \frac{1}{\lambda} \partial h^* \right)^{-1} \left( (I - \lambda A A^\top) s + \frac{\gamma}{\lambda} A (2x - z - \gamma \nabla f(x)) \right) \quad (2b)$$

$$z^+ = x - \gamma \nabla f(x) - \gamma A^\top s^+. \quad (2c)$$

Here the proximal mapping is defined as $\text{prox}_{\gamma g}(z) \equiv (I + \gamma \partial g)^{-1}(z) := \arg \min x \gamma g(x) + \frac{1}{2} \| x - z \|^2$. Because the optimization problem for the proximal mapping may have multiple solutions, we have “$\in$” instead of “$=$” in (2a) and (2b).

The contributions of this paper can be summarized as follows:

- We proposed a new primal-dual algorithm for solving an optimization problem with three functions $f(x) + g(x) + h(Ax)$ that recovers the Chambolle-Pock algorithm [4] and PDFP$^2$O [6] for two functions with either $f$ or $g$ missing. Though there are two algorithms for solving the same problem: Condat-Vu [8,24] and PDFP [7], this new algorithm combines the advantages of both methods: the low per-iteration complexity of Condat-Vu and the large range of acceptable parameters for convergence of PDFP. The numerical experiments show the advantage of the proposed algorithm over both existing algorithms.

- We prove the convergence of the algorithm by showing that the iteration is an $\alpha$-averaged operator. This result is stronger than the result for PDFP$^2$O in [6], where the iteration is shown to be nonexpansive only. Also, we show that the Chambolle-Pock algorithm is firmly nonexpansive under a different metric from the previous result that it is equivalent to a proximal point algorithm applied on the Karush-Kuhn-Tucker (KKT) conditions.

- This new algorithm also recovers the recently proposed three-operator splitting by Davis and Yin [10] and thus many splitting schemes involving two operators such as forward-backward splitting, backward-forward splitting, Peaceman-Rachford splitting, and forward-Douglas-Rachford splitting.

- With additional assumptions on the functions, we show the linear convergence rate of this new algorithm.

The rest of the paper is organized as follows. We compare the new algorithm (2) with existing primal-dual algorithms and the three-operator splitting
scheme in Section 2. Then we show the convergence of (2) for the general case and its linear convergence rate in Section 3. The numerical experiments in Section 4 show the effectiveness and efficiency of the proposed algorithm by comparing to other existing algorithms, and finally, Section 5 concludes the paper with future directions.

2 Connections to Existing Algorithms

In this section, we compare our proposed algorithm with several existing algorithms. In particular, we show that our proposed algorithm recovers PDFP²O [18, 6], the Chambolle-Pock algorithm [4], and the three-operator splitting by Davis and Yin [10]. In addition, we compare our algorithm with PDFP [7] and the Condat-Vu algorithm [8, 24].

Before showing the connections, we reformulate our algorithm by changing the update order of the variables and introducing $\bar{x}$ to replace $z$ (i.e., $\bar{x} = 2x - z - \gamma \nabla f(x) - \gamma A^T s$). The reformulated algorithm is

$$
\begin{align*}
    s^+ &= \left( I + \frac{\lambda}{\gamma} \partial h^* \right)^{-1} \left( s + \frac{\lambda}{\gamma} A \bar{x} \right); \\
    x^+ &= (I + \gamma \partial g)^{-1} (x - \gamma \nabla f(x) - \gamma A^T s^+); \\
    \bar{x}^+ &= 2x^+ - x + \gamma \nabla f(x) - \gamma \nabla f(x^+).
\end{align*}
$$

2.1 PDFP²O

When $g = 0$, i.e., the function $g$ is missing, we have $x = z$, and the iteration (2) reduces to

$$
\begin{align*}
    s^+ &= \left( I + \frac{\lambda}{\gamma} \partial h^* \right)^{-1} \left( I - \lambda AA^T \right) s + \frac{\lambda}{\gamma} A (x - \gamma \nabla f(x)); \\
    x^+ &= x - \gamma \nabla f(x) - \gamma A^T s^+,
\end{align*}
$$

which is the PDFP²O in [18, 6]. The PDFP²O iteration is shown to be nonexpansive in [6], while we will show that PFDP²O, as a special case of our algorithm, is $\alpha$-averaged with certain $\alpha \in (0, 1)$.

2.2 Chambolle-Pock

Let $f = 0$, i.e., the function $f$ is missing, then we have, from (3),

$$
\begin{align*}
    s^+ &= \left( I + \frac{\lambda}{\gamma} \partial h^* \right)^{-1} \left( s + \frac{\lambda}{\gamma} A \bar{x} \right); \\
    x^+ &= (I + \gamma \partial g)^{-1} (x - \gamma A^T s^+); \\
    \bar{x}^+ &= 2x^+ - x,
\end{align*}
$$

which is the PDHG in [4]. We will show that it is firmly nonexpansive under a different metric.
2.3 Three-Operator Splitting

Let $A = I$ and $\lambda = 1$, then we have, from (2),

\begin{align*}
x &= (I + \gamma \partial g)^{-1}(z); \\
s^+ &= \frac{1}{\gamma}(I - \text{prox}_{\gamma h})(2x - z - \gamma \nabla f(x)); \\
z^+ &= x - \gamma \nabla f(x) - \gamma s^+,
\end{align*}

which is equivalent to the three-operator splitting in [10] because $s^+$ can be eliminated by combining both (6b) and (6c).

2.4 PDFP

The PDFP algorithm [7] is developed as a generalization of PDFP\textsuperscript{2O}. When $g = \iota_C$, the PDFP is reduced to the Preconditioned Alternating Projection Algorithm (PAPA) algorithm proposed in [16]. The PDFP iteration can be expressed as follows:

\begin{align*}
z &= (I + \gamma \partial g)^{-1}(x - \gamma \nabla f(x) - \gamma A^T s); \\
s^+ &= (I + \frac{1}{\gamma} \partial h^*)^{-1} \left( s + \frac{1}{\gamma} A z \right); \\
x^+ &= (I + \gamma \partial g)^{-1}(x - \gamma \nabla f(x) - \gamma A^T s^+).
\end{align*}

Note that two proximal mappings of $g$ are needed in each iteration, while our algorithm only needs one.

2.5 Condat-Vu

The Condat-Vu algorithm [8,24] is a generalization of the Chambolle-Pock algorithm for problem (1). The iteration is

\begin{align*}
s^+ &= \left( I + \frac{1}{\gamma} \partial h^* \right)^{-1} \left( s + \frac{1}{\gamma} A \bar{x} \right); \\
x^+ &= (I + \gamma \partial g)^{-1}(x - \gamma \nabla f(x) - \gamma A^T s^+); \\
\bar{x}^+ &= 2x^+ - x.
\end{align*}

The difference between our algorithm and the Condat-Vu algorithm is in the updating of $\bar{x}$. Because of the difference, our algorithm will be shown to have more freedom than the Condat-Vu algorithm in choosing acceptable parameters.

The parameters for the three primal-dual algorithms solving (1) and the relation between all the mentioned primal-dual algorithms are given in the following table.
3 The Proposed Primal-dual Three-operator Fixed-point Algorithm

3.1 Notation and Preliminaries

Let $I$ be the identity operator defined on a Hilbert space, and, for simplicity, we do not specify the space on which it is defined when it is clear from the context. Let $M = I - \lambda AA^\top$. When $\lambda$ is small enough such that $\rho(s, t) := (s, Mt)$ is a distance defined for $s \in \mathcal{Y}$ and $t \in \mathcal{Y}$, we denote $(s, t)_M := (s, Mt)$ and the induced norm by $\|s\|_M = \sqrt{\langle s, s \rangle_M}$. Furthermore, by an abuse of notation, we define a norm for $(z, s) \in \mathcal{X} \times \mathcal{Y}$ as $\|(z, s)\|_M = \sqrt{\|z\|^2 + \frac{\gamma}{\alpha} \|s\|^2}$. Letting $\tilde{z} = 2x - z - \gamma \nabla f(x)$, we have

$$z^+ = z - x + \tilde{z} - \gamma A^\top s^+. \quad (9)$$

Denote the iteration in (2) as $T$, i.e., $(z^+, s^+) = T(z, s)$ and the relaxed operator $T_\theta = \theta T + (1 - \theta)I$. An operator $T$ is nonexpansive if $\|Tx - Ty\| \leq \|x - y\|$ for any $x$ and $y$. An operator $T$ is $\alpha$-averaged for $\alpha \in (0, 1]$ if $\|Tx - Ty\|^2 \leq \|x - y\|^2 - \frac{1 - \alpha}{\alpha} (\|I - T\| x - (I - T)y\|^2)$; firmly nonexpansive operators are $1/2$-averaged, and nonexpansive operators are $1$-averaged.

Because $(I + \gamma \partial g)^{-1}$ is firmly nonexpansive, we have

$$\|x - y\|^2 + \|z - x - w + y\|^2 \leq \|z - w\|^2, \quad (10a)$$

$$\|x - y\|^2 \leq \langle x - y, z - w \rangle, \quad (10b)$$

$$\|z - x - w + y\|^2 \leq \langle z - x - w + y, z - w \rangle, \quad (10c)$$

where $x = (I + \gamma \partial g)^{-1}(z)$ and $y = (I + \gamma \partial g)^{-1}(w)$. In addition, we have that $\nabla f$ is $\beta$-cocoercive, i.e., $\langle x - y, \nabla f(x) - \nabla f(y) \rangle \geq \beta \|\nabla f(x) - \nabla f(y)\|^2$ for any $x, y \in \mathcal{X}$ because $f$ has a $1/\beta$ Lipschitz continuous gradient [1, Theorem 18.15].

3.2 Convergence Analysis for the General Case

In this section, we show the convergence of the proposed algorithm in Theorem 1. We show firstly that the iteration $T$ is a nonexpansive operator (Lemma 1) and then finding a fixed point $(z^*, s^*)$ of $T$ is equivalent to finding an optimal solution to (1) (Lemma 2).

**Lemma 1** The iteration $T$ in (2) is a nonexpansive operator for $(z, s)$ if $\gamma \leq 2/\beta$. Furthermore, it is $\alpha$-averaged with $\alpha = \frac{2\beta}{4\beta - \gamma}$. 

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Condition on $\lambda$</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Condat-Vu</td>
<td>$\lambda \leq \frac{\beta}{2}$</td>
<td>Chambolle-Pock</td>
</tr>
<tr>
<td>Our Algorithm</td>
<td>$\lambda &lt; \frac{1}{\lambda_{\text{max}}(AA^\top)}$; $\gamma &lt; 2/\beta$</td>
<td>Chambolle-Pock</td>
</tr>
<tr>
<td>PDFP</td>
<td>$f \neq 0$, $g \neq 0$</td>
<td>PDFP</td>
</tr>
<tr>
<td>PDFP$^\circ$O</td>
<td>$f = 0$, $g = 0$</td>
<td>PDFP$^\circ$O</td>
</tr>
</tbody>
</table>
Proof Let \((w^+, t^+) = T(w, t)\) and

\[
\begin{align*}
y &\in (I + \gamma g)^{-1}(w), \\
\tilde{w} &\equiv 2y - w - \gamma \nabla f(y), \\
t^+ &\in \left(I + \frac{\lambda}{\gamma} h^\ast\right)^{-1} \left((I - \lambda AA^\top) t + \frac{\gamma}{\lambda} A \tilde{w}\right), \\
w^+ &\equiv y - \gamma \nabla f(y) - \gamma A^\top t^+.
\end{align*}
\]

Then we have

\[
\|z^+ - w^+\|^2 = \|z - x + \tilde{z} - \gamma A^\top s^+ - w + y - \tilde{w} + \gamma A^\top t^+\|^2 \\
= \|z - x - w + y\|^2 + \|\tilde{z} - \gamma A^\top s^+ - \tilde{w} + \gamma A^\top t^+\|^2 \\
+ 2\langle z - x - w + y, \tilde{z} - \gamma A^\top s^+ - \tilde{w} + \gamma A^\top t^+ \rangle \\
\leq \langle z - x - w + y, z^+ - z + x - w^+ + w - y \rangle.
\]

Here we used (9) for \(z^+\) and \(w^+\), and the inequality comes from (10c). In addition, we have

\[
\begin{align*}
\|\tilde{z} - \gamma A^\top s^+ - \tilde{w} + \gamma A^\top t^+\|^2 + \frac{\lambda^2}{\gamma^2}\|s^+ - t^+\|^2 \\
= \|\tilde{z} - \tilde{w}\|^2 - 2\gamma \langle \tilde{z} - \tilde{w}, A^\top s^+ - A^\top t^+ \rangle + \frac{\lambda^2}{\gamma^2}\|s^+ - t^+\|^2 \\
\leq \langle \tilde{z} - \tilde{w}, (\tilde{z} - \tilde{w}) - 2\gamma (A^\top s^+ - A^\top t^+) \rangle \\
+ \frac{\lambda^2}{\gamma}(s^+ - t^+)^\top (I - \lambda AA^\top)s + \frac{\gamma}{\lambda} A \tilde{z} - (I - \lambda AA^\top) t + \frac{\gamma}{\lambda} A \tilde{w} \\
= \langle \tilde{z} - \tilde{w}, (\tilde{z} - \tilde{w}) - \gamma (A^\top s^+ - A^\top t^+) \rangle + \frac{\lambda^2}{\gamma}(s^+ - t^+)^\top (I - \lambda AA^\top)(s - t) \\
= \langle \tilde{z} - \tilde{w}, z^+ - z + x - w^+ + w - y \rangle + \frac{\lambda^2}{\gamma}(s^+ - t^+)^\top (I - \lambda AA^\top)(s - t).
\end{align*}
\]
Here the inequality comes from the nonexpansiveness of \((I + \frac{1}{2} \partial h^*)^{-1}\); see (10b). Combining the previous two equations, we have

\[
\|(z^+, s^+) - (w^+, t^+)\|_M^2 \\
\leq \langle z - x - w + y, z - w \rangle + \langle \tilde{z} - \tilde{w}, z^+ - z + x - w^+ + w - y \rangle \\
+ \frac{\gamma}{2} \langle s^+ - t^+, (I - \lambda A A^T)(s - t) \rangle \\
+ 2 \langle z - x - w + y, z^+ - z + x - w^+ + w - y \rangle \\
= \langle z^+ - w^+, z - w \rangle + \langle \tilde{z} - \tilde{w}, z^+ - z + x - w^+ + w - y \rangle \\
+ \frac{\gamma}{2} \langle s^+ - t^+, (I - \lambda A A^T)(s - t) \rangle \\
+ \langle z - 2x - w + 2y, z^+ - z + x - w^+ + w - y \rangle \\
= \langle z^+ - w^+, z - w \rangle + \frac{\gamma}{2} \langle s^+ - t^+, (I - \lambda A A^T)(s - t) \rangle \\
+ \langle z - 2x + \tilde{z} - w + 2y - \tilde{w}, z^+ - z + x - w^+ + w - y \rangle \\
= -\gamma \langle \nabla f(x) - \nabla f(y), z^+ - z + x - w^+ + w - y \rangle \\
+ \frac{1}{2} (\|z^+ - w^+\|^2 + \|z - w\|^2 - \|z^+ - z - w^+ + w\|^2) \\
+ \frac{\gamma}{2} \langle s^+ - t^+, s - t \rangle_\|^2 M + \|s - t\|_M^2 - \|s^+ - s - t^+ + t\|_M^2.
\]

Therefore,

\[
\|(z^+, s^+) - (w^+, t^+)\|_M^2 \\
\leq -2\gamma \langle \nabla f(x) - \nabla f(y), z^+ - z + x - w^+ + w - y \rangle \\
+ \|(z, s) - (w, t)\|_M^2 - \|z^+ - z - w^+ + w\|^2 - \frac{\gamma}{2}\|s^+ - s - t^+ + t\|_M^2.
\]

For the cross term, we have

\[
-2\gamma \langle \nabla f(x) - \nabla f(y), z^+ - z + x - w^+ + w - y \rangle \\
= -2\gamma (\langle \nabla f(x) - \nabla f(y), z^+ - z - w^+ + w \rangle - 2\gamma (\langle \nabla f(x) - \nabla f(y), x - y \rangle) \\
\leq -2\gamma (\langle \nabla f(x) - \nabla f(y), z^+ - z - w^+ + w \rangle - 2\gamma \beta \|\nabla f(x) - \nabla f(y)\|^2) \\
\leq \epsilon \|z^+ - z - w^+ + w\|^2 + \left(\frac{\gamma}{\epsilon} - 2\gamma \beta\right) \|\nabla f(x) - \nabla f(y)\|^2.
\]

The first inequality comes from the cocoerciveness of \(\nabla f\), and the second inequality comes from Young’s inequality. Therefore, if \(\frac{\gamma}{\epsilon} - 2\gamma \beta \leq 0\) and \(\epsilon \leq 1\), we have

\[
\|(z^+, s^+) - (w^+, t^+)\|_M^2 \\
\leq \|(z, s) - (w, t)\|_M^2 + \left(\frac{\gamma}{\epsilon} - 2\gamma \beta\right) \|\nabla f(x) - \nabla f(y)\|^2 \\
- (1 - \epsilon) \|z^+ - z - w^+ + w\|^2 - \frac{\gamma}{2} \|s^+ - s - t^+ + t\|_M^2.
\]

In addition, letting \(\epsilon = \gamma/(2\beta)\), we have that

\[
\|(z^+, s^+) - (w^+, t^+)\|_M^2 \\
\leq \|(z, s) - (w, t)\|_M^2 - \frac{2\gamma \beta}{\gamma} \left(\|(z^+, s^+) - (z, s) - (w^+, t^+) + (w, t)\|_M^2\right).
\]
that is, $T$ is $\alpha$–averaged with $\alpha = \frac{1}{\sqrt{2\mu + 1}} = \frac{2\beta}{k^2 - \gamma}$ under the norm $\|\langle \cdot, \cdot \rangle\|_M$ for $\mathcal{X} \times \mathcal{Y}$.

**Remark 1** For the three-operator splitting in [10] (i.e., $A = I$ and $\lambda = 1$), we have $M = 0$ and (12) becomes

$$
\|z^+ - w^+\|^2 \leq \|z - w\|^2 - (1 - \epsilon)\|z^+ - z - w^+ + w\|^2
+ \left(\frac{\epsilon^2}{\epsilon} - 2\gamma\beta\right) \|\nabla f(x) - \nabla f(y)\|^2,
$$

which is Remark 3.1 in [10].

**Remark 2** For the case with $f = 0$ (Chambolle-Pock), we have, from (11),

$$
\|z^+ - w^+\|^2 + \frac{\epsilon^2}{\epsilon} \|s^+ - t^+\|^2_M
\leq \|z - w\|^2 + \frac{\epsilon^2}{\epsilon} \|s - t\|^2_M - \|z^+ - z - w^+ + w\|^2 - \frac{\epsilon^2}{\epsilon} \|s^+ - s - t^+ + t\|^2_M,
$$

that is, the operator is firmly nonexpansive. This is shown in [14,21] by reformulating the Chambolle-Pock algorithm as a proximal point algorithm applied on the KKT conditions. Note that the previous result shows the nonexpansiveness of the Chambolle-Pock algorithm for $(x, s)$ under a norm defined by $\frac{1}{\epsilon} \|x\|^2 - 2(\epsilon A x, s) + \frac{1}{\epsilon} \|s\|^2$ [21], while we show the non-expansiveness for $(z, s)$ under the norm defined by $\|\langle \cdot, \cdot \rangle\|_M$.

**Remark 3** In [6], the PDFP algorithm is shown to be nonexpansive only under a different norm for $\mathcal{X} \times \mathcal{Y}$ that is defined by $\sqrt{\|z\|^2 + \epsilon^2 \|s\|^2}$. Lemma 1 improves the result in [6] by showing that it is $\alpha$–averaged.

**Lemma 2** For any fixed point $(z^*, s^*)$ of $T$, $(I + \gamma \partial g)^{-1}(z^*)$ is an optimal solution to the optimization problem (1). For any optimal solution $x^*$ of the optimization problem (1), we can find a fixed point $(z^*, s^*)$ of $T$ such that $x^* = (I + \gamma \partial g)^{-1}(z^*)$.

**Proof** If $(z^*, s^*)$ is a fixed point of $T$, let $x^* = (I + \gamma \partial g)^{-1}(z^*)$. Then we have $0 = z^* - x^* + \gamma \nabla f(x^*) + \gamma A^\top s^*$ from (2c), $z^* - x^* \in \partial g(x^*)$ from (2a), and $A x^* \in \partial h(s^*)$ from (2b) and (2c). Therefore, $0 \in \partial g(x^*) + \gamma \nabla f(x^*) + \gamma A^\top \partial h(A x^*)$, i.e., $x^*$ is an optimal solution for the convex problem (1).

If $x^*$ is an optimal solution for problem (1), we have $0 \in \partial g(x^*) + \nabla f(x^*) + A^\top \partial h(A x^*)$. Thus there exist $u^g_{\gamma} \in \partial g(x^*)$ and $u^h_{\gamma} \in \partial h(A x^*)$ such that $0 = u^g_{\gamma} + \nabla f(x^*) + A^\top u^h_{\gamma}$. Letting $z^* = x^* + \gamma u^g_{\gamma}$ and $s^* = u^h_{\gamma}$, we derive $x = x^*$ from (2a), $s^* = (I + \frac{\gamma}{\lambda} \partial h^*)^{-1}(s^* + \frac{\gamma}{\lambda} A x^*) = s^*$ from (2b), and $z^* = x^* - \gamma \nabla f(x^*) - \gamma A^\top s^* = x^* + \gamma u^g_{\gamma} = z^*$ from (2c). Thus $(z^*, s^*)$ is a fixed point of $T$.

**Theorem 1** 1) Let $(z^*, s^*)$ be any fixed point of $T$. Then $(\|z^k, s^k\| - (z^*, s^*)\|_M)_{k \geq 0}$ is monotonically nonincreasing.
2) The sequence \( (\|T(z^k, s^k) - (z^k, s^k)\|_M)_{k \geq 0} \) is monotonically nonincreasing and converges to 0.

3) We have the following convergence rate

\[
\|T(z^k, s^k) - (z^k, s^k)\|_M^2 \leq \frac{2\beta}{2\beta - \gamma} \|T^0(z^0, s^0) - (z^0, s^0)\|_M^2
\]

and

\[
\|T(z^k, s^k) - (z^k, s^k)\|_M^2 = o \left( \frac{1}{k+1} \right)
\]

4) \((z^k, s^k)\) weakly converges to a fixed point of \(T\), and if \(X\) has finite dimension, then it is strongly convergent.

Proof 1) Let \((w, t) = (z^*, s^*)\) in (13), and we have that

\[
\|T(z^{k+1}, s^{k+1}) - (z^*, s^*)\|_M^2 \leq \|T(z^k, s^k) - (z^*, s^*)\|_M^2 - \frac{2\beta - \gamma}{2\beta} \|T(z^k, s^k) - (z^k, s^k)\|_M^2.
\]

Thus, \(\|T(z^k, s^k) - (z^*, s^*)\|_M^2\) is monotonically decreasing as long as \(T(z^k, s^k) - (z^k, s^k) \neq 0\).

2) Summing up (14) from 0 to \(\infty\), we have that

\[
\sum_{k=0}^{\infty} \|T(z^k, s^k) - (z^k, s^k)\|_M^2 \leq \frac{2\beta}{2\beta - \gamma} \|T^0(z^0, s^0) - (z^0, s^0)\|_M^2
\]

and thus the sequence \( (\|T(z^k, s^k) - (z^k, s^k)\|_M)_{k \geq 0} \) converges to 0. Furthermore, the sequence \( (\|T(z^k, s^k) - (z^k, s^k)\|_M)_{k \geq 0} \) is monotonically nonincreasing because

\[
\|T(z^{k+1}, s^{k+1}) - T(z^{k+1}, s^{k+1}) - T(z^k, s^k)\|_M^2 \leq \|T(z^k, s^k) - (z^k, s^k)\|_M^2
\]

3) The convergence rate follows from [9, Lemma 3].

\[
\|T(z^k, s^k) - (z^k, s^k)\|_M^2 \leq \frac{1}{k+1} \sum_{k=0}^{\infty} \|T(z^k, s^k) - (z^k, s^k)\|_M^2 \leq \frac{2\beta}{2\beta - \gamma} \|T^0(z^0, s^0) - (z^0, s^0)\|_M^2
\]

4) It follows from [1, Theorem 5.14].

Remark 4 Since the operator \(T\) is already \(\alpha\)-averaged with \(\alpha = \frac{2\beta}{2\beta - \gamma}\), we can enlarge the region of the relaxation parameter to \(\theta_k \in (0, \frac{4\beta - \gamma}{2\beta})\), and the iteration \((z^{k+1}, s^{k+1}) = T_{\theta_k}(z^k, s^k)\) still converges if \(\sum_{k=0}^{\infty} \theta_k (\frac{2\beta - \gamma}{2\beta} - \theta_k) < \infty\).
3.3 Linear Convergence Rate for Special Cases

In this subsection, we provide some results on the linear convergence rate of PD3O with additional assumptions. For simplicity, we let \((z^*, s^*)\) be a fixed point of \(T\) and \(x^* \in (1 + \gamma \partial g)^{-1}(z^*)\). Then we denote

\[
\begin{align*}
\mathbf{u}_h &= \frac{1}{\lambda} \left( \mathbf{I} - \lambda \mathbf{A} \mathbf{A}^\top \right) s + \mathbf{A} \tilde{z} - \frac{\lambda}{\lambda} s^+ \in \partial h^*(s^+), \\
\mathbf{u}_g &= \frac{1}{\gamma}(z - x) \in \partial g(x), \\
\mathbf{u}_h^* &= \mathbf{A}(\tilde{z}^* - \gamma \mathbf{A}^\top s^*) = \mathbf{A} x^* \in \partial h^*(s^*), \\
\mathbf{u}_g^* &= \frac{1}{\gamma}(z^* - x^*) \in \partial g(x^*).
\end{align*}
\]

In addition, we let \((s^+ - s^*, \mathbf{u}_h - \mathbf{u}_h^*) \geq \tau_h \|s^+ - s^*\|_M^2\) for any \(s^+ \in \mathcal{Y}\) and \(\mathbf{u}_h \in \partial h^*(s^+)\). Then \(\partial h^*\) is \(\tau_h\)-strongly monotone under the norm defined by \(M\). Here we allow that \(\tau_h = 0\) for just monotone operators. Similarly, we let \((x - x^*, \mathbf{u}_g - \mathbf{u}_g^*) \geq \tau_g \|x - x^*\|^2\) and \((x - x^*, \nabla f(x) - \nabla f(x^*)) \geq \tau_f \|x - x^*\|^2\) for any \(x \in \mathcal{X}\).

**Theorem 2** If \(g\) has a \(L_g\)-Lipschitz continuous gradient, i.e.,

\[
\|\nabla g(x) - \nabla g(y)\| \leq L_g \|x - y\|,
\]

then we have

\[
\|z^+ - z^*\|^2 + \left(\frac{\gamma}{\lambda} + \tau_h\right) \|s^+ - s^*\|_M^2 \leq \rho \left(\|z - z^*\|^2 + \left(\frac{\gamma}{\lambda} + \tau_h\right) \|s - s^*\|_M^2\right)
\]

where

\[
\rho = \max \left(\frac{\gamma}{\gamma + 2\tau_h \lambda}, 1 - \frac{\left((2\gamma^2 - \frac{\gamma}{\lambda}) \tau_f + 2\gamma \tau_g\right)}{1 + \gamma L_g}\right). \tag{19}
\]

When, in addition, \(\gamma < 2\beta, \tau_h > 0, \) and \(\tau_f + \tau_g > 0,\) we have that \(\rho < 1\) and the algorithm converges linearly.

**Proof** First of all, we have the equalities (20) and (21):

\[
\begin{align*}
\gamma(s^+ - s^*, \mathbf{u}_h - \mathbf{u}_h^*) &= \gamma(s^+ - s^*, \frac{1}{\lambda} (\mathbf{I} - \lambda \mathbf{A} \mathbf{A}^\top) s + \mathbf{A} \tilde{z} - \frac{\lambda}{\lambda} s^+ - \mathbf{A} x^*) \\
&= \gamma(s^+ - s^*, \frac{1}{\lambda} (\mathbf{I} - \lambda \mathbf{A} \mathbf{A}^\top) s + \mathbf{A} (z^+ - z + x + \gamma \mathbf{A}^\top s^*) - \frac{\lambda}{\lambda} s^+ - \mathbf{A} x^*) \\
&= \frac{\gamma}{\lambda} (s^+ - s^*, s - s^*)_M + \gamma (\mathbf{A}^\top s^+ - \mathbf{A}^\top s^*, z^+ - z + x - x^*), \tag{20}
\end{align*}
\]

where the first equality comes from the definitions of \(\mathbf{u}_h\) (15) and \(\mathbf{u}_h^*\) (17) and the second equality comes from the definition of \(\tilde{z}\) (9).

\[
\begin{align*}
\gamma(x - x^*, \mathbf{u}_g - \mathbf{u}_g^*) + \gamma(x - x^*, \nabla f(x) - \nabla f(x^*)) &= \gamma(x - x^*, \frac{1}{\gamma} (z - x)) = \gamma(x - x^*, \nabla f(x) - \nabla f(x^*)) = (x - x^*, z - x - z^* + x^* + \gamma \nabla f(x) - \gamma \nabla f(x^*)) \\
&= (x - x^*, z - z^* + \gamma \mathbf{A}^\top s^+ + \gamma \mathbf{A}^\top s^*), \tag{21}
\end{align*}
\]
where the first equality comes from the definitions of \( p_g \) (16) and \( u_g^* \) (18) and the last equality comes from the update of \( z^+ \) in (2c).

Combining both (20) and (21), we have

\[
\gamma \langle s^+ - s^*, u_h - u_h^* \rangle + \gamma \langle x - x^*, u_g - u_g^* \rangle + \gamma \langle x - x^*, \nabla f(x) - \nabla f(x^*) \rangle
\]

\[
= \frac{\gamma}{\lambda} (s^+ - s^*, s - s^+) M + \gamma (A^\top s^+ - A^\top s^*, z^+ - z + x - x^*)
\]

\[
+ (x - x^*, z - z^+ - \gamma A^\top s^+) + \gamma A^\top s^+
\]

\[
= \frac{\gamma}{\lambda} (s^+ - s^*, s - s^+) M + (x - \gamma A^\top s^+, x^* - x^* + \gamma A^\top s^*, z - z^+)
\]

\[
= \frac{\gamma}{\lambda} (s^+ - s^*, s - s^+) M + (z^+ - \gamma \nabla f(x) - x^* - \gamma \nabla f(x^*), z - z^+)
\]

\[
= \frac{\gamma}{\lambda} \|s^+ - s^*\|_M^2 - \frac{2}{\lambda} \|s^+ - s^*\|_M^2 - 2 \gamma (x - x^*, u_g - u_g^*) - 2 \gamma (x - x^*, \nabla f(x) - \nabla f(x^*))
\]

The Young’s inequality gives us

\[
-2 \gamma (z - z^*, \nabla f(x^*) - \nabla f(x)) \leq \|z - z^+\|^2 + \gamma^2 \|\nabla f(x) - \nabla f(x^*)\|^2,
\]

and the cocoerciveness of \( \nabla f \) shows

\[
-\frac{\gamma^2}{\lambda} (x - x^*, \nabla f(x) - \nabla f(x^*)) \leq -\gamma^2 \|\nabla f(x) - \nabla f(x^*)\|^2.
\]

Therefore, we have

\[
\|s^+ - s^*\|_M^2
\]

\[
\leq \|s^+ - s^*\|_M^2 - \frac{2}{\lambda} \|s - s^+\|_M^2 - \left(2 \gamma - \frac{\gamma^2}{\lambda}\right) (x - x^*, \nabla f(x) - \nabla f(x^*))
\]

\[
- 2 \gamma (s^+ - s^*, u_g - u_g^*) - 2 \gamma (x - x^*, u_g - u_g^*)
\]

\[
\leq \|s^+ - s^*\|_M^2 - \left(2 \gamma - \frac{\gamma^2}{\lambda}\right) \tau_f + 2 \gamma \tau_g \|x - x^*\|^2 - 2 \gamma \tau_h \|s^+ - s^*\|_M^2.
\]

Thus

\[
\|z^+ - z\|_M^2 + \left(\frac{\gamma^2}{\lambda} + 2 \gamma \tau_h\right) \|s^+ - s^*\|_M^2
\]

\[
\leq \|z - z^*\|_M^2 + \left(\frac{\gamma^2}{\lambda} + 2 \gamma \tau_g\right) \|s - s^*\|_M^2 - \left(2 \gamma - \frac{\gamma^2}{\lambda}\right) \tau_f + 2 \gamma \tau_g \|x - x^*\|^2
\]

\[
\leq 2 \gamma \|z^+ - z^*\|^2 - \left(\frac{\gamma^2}{\lambda} + 2 \gamma \tau_g\right) \|s - s^*\|_M^2
\]

\[
\leq \rho \left(\|z - z^*\|_M^2 + \left(\frac{\gamma^2}{\lambda} + 2 \gamma \tau_h\right) \|s - s^*\|_M^2\right),
\]

with \( \rho \) defined in (19).
4 Numerical Experiments

In this section, we will compare the proposed algorithm PD3O with PDFP and the Condat-Vu algorithm in solving two problems: the fused lasso problem and an image reconstruction problem. In fact, PDFP can be reformulated in the same way as (3) for PD3O and (8) for Condat-Vu by letting $z = \bar{x}$ and shifting the updating order to $(s, x, \bar{x})$. Its reformulation is

$$s^+ = (I + \frac{1}{\gamma} \partial h^*)^{-1} \left( s + \frac{1}{\gamma} A \bar{x} \right); \quad (22a)$$

$$x^+ = (I + \gamma \partial g)^{-1}(x - \gamma \nabla f(x) - \gamma A^T s^+); \quad (22b)$$

$$\bar{x}^+ = (I + \gamma \partial g)^{-1}(x^+ - \gamma \nabla f(x^+) - \gamma A^T s^+). \quad (22c)$$

Therefore, the difference between these three algorithms is in the third step for updating $\bar{x}$. The third steps for these three algorithms are summarized below:

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Update Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>PDFP</td>
<td>$x^+ = (I + \gamma \partial g)^{-1}(x^+ - \gamma \nabla f(x^+) - \gamma A^T s^+)$</td>
</tr>
<tr>
<td>Condat-Vu</td>
<td>$x^+ = 2x^+ - x$</td>
</tr>
<tr>
<td>PD3O</td>
<td>$x^+ = 2x^+ - x + \gamma \nabla f(x) - \gamma \nabla f(x^+)$</td>
</tr>
</tbody>
</table>

Though there are two more terms ($\nabla f(x)$ and $\nabla f(x^+)$) in PD3O than the Condat-Vu algorithm, $\nabla f(x)$ has been computed in the previous step, and $\nabla f(x^+)$ will be used in the next iteration. Thus, except that $\nabla f(x)$ has to be stored, there is no additional cost in PD3O comparing to the Condat-Vu algorithm. However, for PDFP, the resolvent $(I + \gamma \partial g)^{-1}$ is applied twice on different values in each iteration, and it will not be used in the next iteration. Therefore, the per-iteration cost is more than the other two algorithms. When this resolvent is easy to compute or has a closed-form solution such that its cost is much smaller than other operators, we can ignore the additional cost. So we compare the number of iterations only in the numerical experiments.

4.1 Fused lasso problem

The fused lasso, which was proposed in [23], has been applied in many fields. The problem with the least squares loss is

$$x^* = \arg\min_x \frac{1}{2} \|Ax - b\|^2 + \mu_1 \|x\|_1 + \mu_2 \sum_{i=1}^{p-1} |x_{i+1} - x_i|,$$

where $x = (x_1, \cdots, x_p) \in \mathbb{R}^p$, $A \in \mathbb{R}^{n \times p}$, and $b \in \mathbb{R}^n$. We use the same setting as [7] for the numerical experiments. Let $n = 500$ and $p = 10,000$. The true sparse vector $x$ is shown in Fig. 1. The matrix $A$ is a random matrix whose elements follow the standard Gaussian distribution, and $b$ is obtained by adding independent and identically distributed (i.i.d.) Gaussian noise with variance 0.01 onto $Ax$. For the penalty parameters, we set $\mu_1 = 20$ and $\mu_2 = 200$.

We would like to compare the three algorithms with different parameters and the results can guide us in choosing parameters for these algorithms in
Fig. 1: The true sparse signal and the reconstructed results using PD3O, PDFP, and Condat-Vu. The right figure is a zoom-in of the signal in [3000, 5500]. All these three algorithms have the same result.

other applications. Recall that the parameters for the Condat-Vu algorithm have to satisfy $\lambda \left(2 - 2 \cos\left(\frac{p-1}{p} \pi\right)\right) + \gamma/(2\beta) \leq 1$, and those for PD3O and PDFP have to satisfy $\lambda \left(2 - 2 \cos\left(\frac{p-1}{p} \pi\right)\right) < 1$ and $\gamma < 2\beta$. Firstly, we fix $\lambda = 1/8$ and let $\gamma = \beta$, $1.5\beta$, $1.9\beta$. The objective values for these algorithms after each iteration are compared in Fig. 2 (Left). The approximate optimal objective value $f^*$ is obtained by running PD3O for 10,000 iterations. The results show that the three algorithms have very close performance when they converge ($\gamma = \beta$, $1.5\beta^2$) and PD3O is slightly better than PDFP for a large $\gamma$. However, they converge faster with a larger stepsize $\gamma$ if they converge. Therefore, having a large range for acceptable parameters ensuring convergence is important.

Then we fix $\gamma = 1.9\beta$ and let $\lambda = 1/80, 1/8, 1/4$. The objective values for these algorithms after each iteration are compared in Fig. 2 (Right). Again, we can see that the performances for these three algorithms are very close when they converge, and PD3O is slightly better than PDFP for a large $\lambda$ at later iterations. This result also suggests that it is better to choose a slightly large $\lambda$ ($\lambda \geq \beta$) and the increase in $\lambda$ does not bring too much advantage in the first several iterations if $\lambda$ is large enough. Both experiments demonstrate the effectiveness of having a large range of acceptable parameters.

---

2 Condat-Vu is not guaranteed to converge when $\gamma = 1.5\beta$ though it converges in this case. We tried a non-zero initial $x$ and it diverges.
In this subsection, we compare the three algorithms on Computed Tomography (CT) image reconstruction. The optimization problem can be formulated as

$$x^* = \arg \min_x \frac{1}{2} \|Ax - b\|_2^2 + \mu \|Dx\|_1 + \iota_C(x),$$

where $x \in \mathbb{R}^n$ is the image to be reconstructed ($n$ is the number of pixels), $A \in \mathbb{R}^{m \times n}$ is the forward projection matrix that maps the image to the sinogram data, $b \in \mathbb{R}^m$ is the measured noisy sinogram data, $D$ is a discrete gradient operator, and $\iota_C$ is the indicator function that returns zero if $x_i \geq 0$ for all $1 \leq i \leq n$ and $+\infty$ otherwise. We use the same dataset as [26] in the numerical experiments. The true image to be recovered is the 128×128 Shepp-Logan phantom image ($n = 128 \times 128 = 16,384$), and the sinogram data is measured from 50 uniformly oriented projections ($m = 9,250$) with white Gaussian noise of mean 0 and variance 1. For the penalty parameter, we let $\mu = 0.05$. Similarly, we compare the performance of these algorithms for different parameters and the result is show in Fig. 3.

Firstly, we fix $\lambda = 1/16$ and let $\gamma = \beta, 1.5\beta, 1.9\beta$. The objective values for these algorithms after each iteration are compared in Fig. 3 (Left). The approximate optimal objective value $f^*$ is obtained by running PD3O for 10,000 iterations. The results show that the three algorithms have very close performance when they converge. However, they converge faster with a larger stepsize $\gamma$ if they converge. Then we fix $\gamma = 1.9\beta$ and let $\lambda = 1/160, 1/16, 1/8$.

---

4.2 Computed tomography reconstruction problem

In this subsection, we compare the three algorithms on Computed Tomography (CT) image reconstruction. The optimization problem can be formulated as

$$x^* = \arg \min_x \frac{1}{2} \|Ax - b\|_2^2 + \mu \|Dx\|_1 + \iota_C(x),$$

where $x \in \mathbb{R}^n$ is the image to be reconstructed ($n$ is the number of pixels), $A \in \mathbb{R}^{m \times n}$ is the forward projection matrix that maps the image to the sinogram data, $b \in \mathbb{R}^m$ is the measured noisy sinogram data, $D$ is a discrete gradient operator, and $\iota_C$ is the indicator function that returns zero if $x_i \geq 0$ for all $1 \leq i \leq n$ and $+\infty$ otherwise. We use the same dataset as [26] in the numerical experiments. The true image to be recovered is the 128×128 Shepp-Logan phantom image ($n = 128 \times 128 = 16,384$), and the sinogram data is measured from 50 uniformly oriented projections ($m = 9,250$) with white Gaussian noise of mean 0 and variance 1. For the penalty parameter, we let $\mu = 0.05$. Similarly, we compare the performance of these algorithm for different parameters and the result is show in Fig. 3.

Firstly, we fix $\lambda = 1/16$ and let $\gamma = \beta, 1.5\beta, 1.9\beta$. The objective values for these algorithms after each iteration are compared in Fig. 3 (Left). The approximate optimal objective value $f^*$ is obtained by running PD3O for 10,000 iterations. The results show that the three algorithms have very close performance when they converge. However, they converge faster with a larger stepsize $\gamma$ if they converge. Then we fix $\gamma = 1.9\beta$ and let $\lambda = 1/160, 1/16, 1/8$.

---

*Condat-Vu is not guaranteed to converge when $\gamma = 1.5\beta, 1.9\beta$. 
The objective values for these algorithms after each iteration are compared in Fig. 3 (Right). Again, we can see that the performances for these three algorithms are very close when they converge.

Fig. 3: The comparison of these algorithms on the CT reconstruction problem. In the left figure, we fix $\lambda = 1/16$ and let $\gamma = \beta, 1.5\beta, 1.9\beta$. In the right figure, we fix $\gamma = 1.9\beta$ and let $\lambda = 1/160, 1/16, 1/8$. PD3O and PDFP perform better than the Condat-Vu algorithm because they have a larger range for acceptable parameters and choosing large numbers for both parameters makes the algorithm converge fast. In addition, FD3O performs slightly better than PDFP.

5 Conclusion

In this paper, we proposed a novel primal-dual three-operator splitting scheme PD3O for solving $f(x) + g(x) + h(Ax)$. It has the famous primal-dual algorithms PDHG and PDFP for solving the sum of two functions as special cases. Comparing to the two existing primal-dual algorithms PDFP and the Condat-Vu algorithm for solving the sum of three functions, PD3O has the advantages from both algorithms—a low per-iteration complexity and a large range of acceptable parameters ensuring the convergence. The numerical experiments show the effectiveness and efficiency of PD3O. We left the acceleration of PD3O as the future work.
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