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Abstract We study sample average approximations under adaptive importance sampling in which the sample densities may depend on previous random samples. Based on a generic uniform law of large numbers, we establish uniform convergence of the sample average approximation to the true function. We obtain convergence of the optimal value and optimal solutions of the sample average approximation. The relevance of this result is demonstrated in the context of the convergence analysis of a randomized optimization algorithm.
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1 Introduction

We are interested in minimizing a function $g : \mathcal{X} \rightarrow \mathbb{R}$ given by

$$g(x) = \int_{\Xi} F(x, \xi) h(x, \xi) \, d\xi$$

(1)

where $F(x, \cdot)$ is measurable for all $x$, and $h(x, \cdot)$ is a probability density function that might depend on $x$. We assume that $\mathcal{X}$ is a compact subset of $\mathbb{R}^n$.

The integral $g(x)$ can be interpreted as an expectation $E_x[F(x, \xi)]$ taken under the assumption that $\xi$ is a random vector with density $h(x, \cdot)$.

When the integral (1) cannot be computed or is too expensive to evaluate, sample average approximation (SAA) provides a way to obtain an approximation of the minimizer of $g(x)$. In the most simple setting, when the probability distribution does not depend on $x$, that is, $h(x, \xi) = h(\xi)$, this approach consists of minimizing the sample average approximation $\hat{g}_N(x) = 1/N \sum_{i=1}^N F(x, \xi_i)$, where the realizations $\xi_1, \ldots, \xi_N$ of the random variable
are drawn from $h(\xi)$. In this case, the set of minimizers of $\hat{g}_N$ converges to the set of minimizers of $g(x)$ as $N \to \infty$, if $\hat{g}_N$ converges uniformly to $g$ \cite{19}.

To extend this approach, consider the parametric integral

$$g(x) = \int_{\Xi} G(x, \xi) \, d\xi.$$  \hfill (2)

Let $\phi$ be a sampling distribution so that $\phi(\xi) > 0$ for any $\xi$ such that there exists an $x \in \mathcal{X}$ with $G(x, \xi) > 0$. Then, when $\{\xi_i\}_{i=1}^{\infty}$ is sampled i.i.d. from $\phi$, the Monte Carlo estimator $1/N \sum_{i=1}^{N} G(x, \xi_i)/\phi(\xi_i)$ converges a.s. to $g(x)$ for all $x \in \mathcal{X}$. In the context of problem (1), define $G(x, \xi) = F(x, \xi) h(x, \xi)$. Then the estimator has the form

$$\hat{g}_N(x) = \frac{1}{N} \sum_{i=1}^{N} \frac{F(x, \xi_i) h(x, \xi_i)}{\phi(\xi_i)}.$$  \hfill (3)

This approach is known as importance sampling \cite{18}. The sampling density $\phi$ may be different from the target density $h$. Usually, $\phi$ is chosen to reduce the variance of estimating the expectation of $F$.

The key contribution of this paper is that we provide convergence results without assuming that the samples $\xi_i$ are independent and identically distributed. Instead, we study the convergence of the sample average approximation given by

$$\hat{g}_N(x) = \frac{1}{N} \sum_{i=1}^{N} \frac{G(x, \xi_i)}{\phi_i(\xi_i)}.$$  \hfill (3)

where, for each $i = 1, \ldots, N$, $\xi_i$ is sampled from a different importance sampling density $\phi_i$. A sampling density $\phi_i$ might even depend on the previous samples $\xi_1, \ldots, \xi_{i-1}$ and is therefore by itself a random variable. This setting is similar to that of adaptive multiple importance sampling \cite{5,16}. There, however, the estimator uses mixture distributions, a case not considered here.

The pointwise convergence of $\hat{g}_N(x)$ to $g(x)$ for a single fixed $x$ as the sample size $N$ goes to infinity is by itself of interest and, depending on the choice $\phi_i$, might be relatively elementary (see Section 4 for two examples). In Section 2 we give conditions under which pointwise convergence leads to uniform convergence of the functions $\hat{g}_N$ to $g$. This in turn allows us to establish the convergence of the optimal solutions of the sample average approximation

$$\min_{x \in \mathcal{X}} \hat{g}_N(x)$$  \hfill (4)

to the optimal solutions of the original optimization problem

$$\min_{x \in \mathcal{X}} g(x).$$  \hfill (5)

In Section 3 we extend this to the case when $\hat{g}_N$ depends on additional random nuisance parameters $z_N$ that converge to a random limit point $z^*$. Section 4 gives simplified conditions for uniform convergence for the case that all probability distributions are normal. Finally, in Section 6 we apply our results to
prove convergence of the parameters in a quadratic regression model that approximates a stochastic function in the context of a randomized optimization algorithm.

In stochastic optimization, importance sampling has been used, for example, in the context of Benders decomposition [7,10,12]. Royset and Polak [17] presented a result on uniform convergence of the sample average approximation when \( \xi_1, \ldots, \xi_N \) are independently sampled from an identical importance sampling distribution. In their work, both the target and the sampling distributions are assumed to be normal. The convergence of the sample average approximation under non-iid sampling has been addressed, for example, by Dai et al. [6]. They proved results about convergence of solutions to SAA problems when \( \xi_1, \ldots, \xi_N \) are neither identically distributed nor independent, but did not discuss uniform convergence of \( \hat{g}_N \) to \( g \). Dupačová and Wets [9] proved epigraph-convergence of \( \hat{g}_N \) to \( g \), from which convergence of solutions to SAA problems follows. A similar result was obtained by Korf and Wets [14]. One of their assumptions is that \( \{ \xi_i \}_{i=1}^{\infty} \) forms an ergodic process, which may not be easy to verify in many applications. Homem-de-Mello [11] established results on uniform convergence of \( \hat{g}_N \) to \( g \), and of solutions to SAA problems, under non-iid sampling. His results were generalized by Xu [21]. While these papers consider non-iid sampling, our results are more general since they permit distributions that are adaptively chosen based on the previous samples.

2 Uniform Convergence

To recapitulate with more mathematical detail: let \( \mathcal{X} \) be a compact subset of \( \mathbb{R}^n \), \( \Xi \) be a subset of \( \mathbb{R}^d \) and \( G \) be a function from \( \mathcal{X} \times \Xi \) to \( \mathbb{R} \) whose support is contained in \( \mathcal{X} \times \Xi \). Let \((\Omega, \mathcal{G}, \mathbb{Q})\) be a probability space on which there is an infinite sequence of random vectors \( \{ \xi_i \}_{i=1}^{\infty} \), each \( \xi_i \) being a \( \mathcal{G} \)-measurable function from \( \Omega \) to \( \mathbb{R}^d \). Define \( \{ F_i \}_{i=1}^{\infty} \) as the natural filtration of this sequence, i.e., \( F_i \) contains the information in \( \xi_1, \ldots, \xi_i \). Suppose that under \( \mathbb{Q} \), for every \( i \in \mathbb{N} \), the conditional distribution of \( \xi_i \) given \( F_{i-1} \) has a density \( \phi_i \). Let \( \Xi_i \) represent the support of \( \phi_i \); this subset of \( \mathbb{R}^d \) can be random. Suppose that \( G : \mathcal{X} \times \Xi \rightarrow \mathbb{R} \) be a real-valued function so that, for all \( x \in \mathcal{X} \), \( [2] \) exists and is finite.

We are concerned with uniform convergence as \( N \rightarrow \infty \) of the sample average approximation \( \hat{g}_N \) defined by \( [3] \) to the function \( g \) defined by \( [2] \). The following assumption ensures that the ratios in \( [3] \) are finite.

**Assumption 1** With probability one, for every \( i \in \mathbb{N} \), \( \Xi \subseteq \Xi_i \).

Our strategy is to assume that a pointwise strong law of large numbers applies (Assumption \( [2] \)), and then to specify a Lipschitz-type condition (Assumption \( [3] \)) that guarantees that the convergence is uniform.

**Assumption 2** For all \( x \in \mathcal{X} \), w.p. 1, \( \lim_{N \rightarrow \infty} |\hat{g}_N(x) - g(x)| = 0 \).
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In Section 4 we discuss two pointwise laws of large numbers, including one in which \(\{\xi_i\}_{i=1}^{\infty}\) is neither independently nor identically distributed. The following Lipschitz assumption corresponds to Assumption S-LIP in [1].

**Assumption 3** There exists a function \(\gamma: \mathbb{R}^+ \to \mathbb{R}\) such that \(\lim_{\delta \to 0} \gamma(\delta) = 0\) and, for every \(i \in \mathbb{N}\), there exists a (random) measurable function \(\gamma_i: \Xi_i \to \mathbb{R}\), such that

\[
\sup_{N \in \mathbb{N}} \frac{1}{N} \sum_{i=1}^{N} E[\gamma_i(\xi_i)] < \infty, \tag{6}
\]

and, with probability one,

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} (\gamma_i(\xi_i) - E[\gamma_i(\xi_i)]) = 0, \tag{7}
\]

and, for all \(x, x' \in \mathcal{X}\) and \(i \in \mathbb{N}\), with probability one,

\[
\left| \frac{G(x, \xi_i)}{\phi_i(\xi_i)} - \frac{G(x', \xi_i)}{\phi_i(\xi_i)} \right| \leq \gamma_i(\xi_i) \gamma(\|x - x'\|_2). \tag{8}
\]

Lipschitz-type conditions similar to (8) are common in uniform convergence results (see, for example, [8,13,20]). Together with the compactness of the parameters, it allows for the extension of pointwise results to uniform ones. The Lipschitz constants are allowed to vary from sample to sample to accommodate a greater variety of sampling distributions, so long as they satisfy the regularity conditions given by (6) and (7). For the case of normal distributions, Section 5 presents conditions that are easier to verify than those above.

The next theorem follows from Theorem 3(b) in [1]. It establishes uniform convergence of the estimator \(\hat{g}_N\) to \(g\).

**Theorem 1** If Assumptions 1, 2, and 3 hold, then, with probability one, \(\lim_{N \to \infty} \|\hat{g}_N - g\|_\infty = 0\).

Next we consider the convergence of the optimal solutions of the sample average approximation (4) to the optimal solution of the original problem (5). Let \(\vartheta_N\) and \(\vartheta_*\) denote the optimal objective values of (4) and (5), respectively. Similarly, let \(\mathcal{S}_N\) and \(\mathcal{S}_*\) denote the set of optimal solutions of (4) and (5), respectively. Finally, we define the distance of a point \(x \in \mathcal{X}\) to a set \(\mathcal{B} \subseteq \mathcal{X}\) as \(\text{dist}(x, \mathcal{B}) = \inf_{x' \in \mathcal{B}} \|x - x'\|_2\) and the deviation of a set \(\mathcal{A} \subseteq \mathcal{X}\) from the set \(\mathcal{B}\) as \(D(\mathcal{A}, \mathcal{B}) = \sup_{x \in \mathcal{A}} \text{dist}(x, \mathcal{B})\).

**Theorem 2** Suppose that Assumptions 1, 2, and 3 hold, that (i) \(G(\cdot, \xi)\) is lower semi-continuous for all \(\xi \in \mathbb{R}^d\), and (ii) that there exists an integrable function \(Z(\xi)\) such that \(G(x, \xi) \geq Z(\xi)\) for all \(x \in \mathcal{X}\) and almost all \(\xi \in \Xi\). Further assume that there exists a compact set \(C \subseteq \mathcal{X}\) such that \(\mathcal{S}_*\) is non-empty and contained in \(C\), and with probability one, \(\mathcal{S}_N\) is non-empty and contained in \(C\). Then, with probability one, \(\lim_{N \to \infty} \vartheta_N = \vartheta_*\) and \(\lim_{N \to \infty} D(\mathcal{S}_N, \mathcal{S}_*) = 0\).

Having established the uniform convergence in Theorem 1, the proof of Theorem 2 follows closely the proof of Theorem 5.3 in [19]. (See Appendix A.)
3 Results When Some Parameters Converge

In this section we consider the situation in which the vector $x$ in the parametric integral \( \int \) is partitioned into optimization variables $y$ and nuisance parameters $z$, writing $x = (y, z)$. We provide results relevant to sample average approximation and optimization over $y$ alone, where the sample average approximations are constructed using a convergent sequence of random values of the $z$ parameters. For example, $z$ may represent estimators of statistical parameters, decisions that are updated and converge over time, etc. Section 6 describes an example in which $z$ corresponds to the iterates of a randomized optimization algorithm.

To be mathematically precise, let us assume that in the framework established in Section 2, $X = \mathcal{Y} \times \mathcal{Z}$, where $\mathcal{Y} \subseteq \mathbb{R}^{n_y}$ and $\mathcal{Z} \subseteq \mathbb{R}^{n_z}$ for some $n_y$ and $n_z$ that sum to $n$. Further suppose there is a sequence of random vectors $\{Z_N\}_{N=1}^{\infty}$, each $Z_N$ being a $\mathcal{G}$-measurable function from $\Omega$ to $\mathbb{R}^{n_z}$. This sequence need not be adapted to the filtration $\{\mathcal{F}_i\}_{i=1}^{\infty}$. We analyze problems in which this sequence converges to a limiting random variable $Z_*$. 

Assumption 4 There exists a random variable $Z_*$ such that $\lim_{N \to \infty} \|Z_N - Z_*\|_2 = 0$ with probability one.

We study the convergence of sample average approximations $\hat{g}^Z_N : \Omega \to L_\infty(\mathcal{Y})$ given by $\hat{g}^Z_N(y) = \frac{1}{N} \sum_{i=1}^{N} \frac{G(y, Z_N, \xi_i)}{\phi_1(\xi_i)}$ to the function $g^Z : \Omega \to L_\infty(\mathcal{Y})$ given by $g^Z(y) = g(y, Z_*)$.

The following result is a generalization of Theorem 1 in this context. Here, Assumptions 1, 2, and 3 refer to $G : \mathcal{X} \times \mathcal{Z} \to \mathbb{R}$ with $\mathcal{X} = \mathcal{Y} \times \mathcal{Z}$ and $x = (y, z) \in \mathcal{Y} \times \mathcal{Z}$.

Theorem 3 If Assumptions 1, 2, 3, and 4 hold, then with probability one, $\lim_{N \to \infty} \|\hat{g}^Z_N - g^Z\|_\infty = 0$.

Proof We have

\[
\|g^Z - \hat{g}^Z_N\|_\infty = \sup_{y \in \mathcal{Y}} \left| \frac{1}{N} \sum_{i=1}^{N} \frac{G(y, Z_N, \xi_i)}{\phi_1(\xi_i)} - g(y, Z_*) \right|
\]

\[
\leq \sup_{y \in \mathcal{Y}} \frac{1}{N} \sum_{i=1}^{N} \left| \frac{G(y, Z_N, \xi_i) - G(y, Z_*, \xi_i)}{\phi_1(\xi_i)} \right| + \sup_{y \in \mathcal{Y}} \left| \frac{1}{N} \sum_{i=1}^{N} \frac{G(y, Z_*, \xi_i)}{\phi_1(\xi_i)} - g(y, Z_*) \right|
\]

\[
\leq \sup_{y \in \mathcal{Y}} \frac{1}{N} \sum_{i=1}^{N} g(y, Z_*) g(\|Z_N - Z_*\|_2) + \sup_{y \in \mathcal{Y}} \left| \frac{1}{N} \sum_{i=1}^{N} \frac{G(y, Z_*, \xi_i)}{\phi_1(\xi_i)} - g(y, Z_*) \right|.
\]

(9)

By Theorem 1 the second term converges to zero. For the first term, we see that

\[
\frac{1}{N} \sum_{i=1}^{N} g(\xi_i) = \frac{1}{N} \sum_{i=1}^{N} (g(\xi_i) - \mathbb{E}[g(\xi_i)]) + \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}[g(\xi_i)]
\]
where, by Assumption 3, the first term converges to zero and the second term is bounded. Since \( Z_N \) converges to \( Z_* \), we have from the continuity of \( \gamma \) at 0 that \( \gamma(\|Z_N - Z_*\|_2) \to 0 \). Hence, also the first term in (9) converges to zero.

Finally, in analogy to (5) and (4), we consider the optimization problem \( \hat{\theta}_N^* := \min_{y \in Y} g^2(y) \) and its sample average approximation \( \hat{\theta}_N := \min_{y \in Y} \hat{g}_{N}^2(y) \). Let \( S_N^2 \) and \( \hat{S}_N^2 \) denote the set of optimal minimizers of \( g^2 \) and \( \hat{g}_{N}^2 \), respectively. Theorem 4 follows from Theorem 3 in the same way that Theorem 2 follows from Theorem 1.

**Theorem 4** Suppose that Assumptions 1, 2, 3, and 4 hold, that (i) \( G(\cdot, \xi) \) is lower semi-continuous for all \( \xi \in \mathbb{R}^d \), and (ii) that there exists an integrable function \( Z(\xi) \) such that \( G(y, z, \xi) \geq Z(\xi) \) for all \( (y, z) \in Y \times Z \) and almost all \( \xi \in \Xi \). Further assume that there exists a compact set \( C \subseteq Y \) such that, with probability one, \( S_N^2 \) is non-empty and contained in \( C \) and for \( N \) large enough, \( S_N^2 \) is non-empty and contained in \( C \). Then, with probability one, \( \lim_{N \to \infty} \hat{\theta}_N^* = \hat{\theta}_N^* \) and \( \lim_{N \to \infty} D(S_N^2, \hat{S}_N^2) = 0 \).

### 4 Pointwise Strong Laws of Large Numbers

In this section, we give two examples of theorems that imply the pointwise convergence required in Assumption 2. The first is the well-known strong law of large numbers for independent and identically distributed random variables. It follows, for example, from Theorem 6.1 in [2], using the fact that the density for \( \xi \), \( \phi \), is bounded. Since \( Z_N \) converges to \( Z_* \), we have from the continuity of \( \gamma \) at 0 that \( \gamma(\|Z_N - Z_*\|_2) \to 0 \). Hence, also the first term in (9) converges to zero.

**Assumption 5** For all \( x \in X \), \( G(x, \cdot) \) is a measurable function on \( \mathbb{R}^d \) and \( g(x) < \infty \).

**Theorem 5** Suppose Assumption 2 and 3 hold. If \( \{\xi_i\}_{i=1}^{\infty} \) are independent and identically distributed \( (i.e., \phi_i = \phi_1 \text{ for all } i) \), then for all \( x \in X \), with probability one, \( \lim_{N \to \infty} (\hat{\theta}_N - g(x)) = 0 \).

Next we establish a pointwise strong law of large numbers for the case in which \( \{\xi_i\}_{i=1}^{\infty} \) are neither independently nor identically distributed.

**Assumption 6** There exist non-negative constants \( k \) and \( b \) such that, with probability one, for all \( i \in \mathbb{N} \), \( x \in X \), and \( \xi \in \Xi \), \( |G(x, \xi)| \phi_{i}(\xi) \leq k \exp(b\|\xi\|_2) \).

Assumptions on the unconditional moment generating function of \( F(x, \xi) \) in [4], for each \( x \in X \), are common in this type of analysis [3]. In Assumption 7, we focus instead on the moment generating function \( M_i \) of the conditional distribution of \( |\xi_i|_2 \) given \( F_{i-1} \), defined as \( M_i(s) = E[\exp(s|\xi_i|_2)|F_{i-1}] = \int_{\Xi} \exp(s|\xi|_2)\phi_i(\xi) \, d\xi \). Note that \( M_i \) is a random function.

**Assumption 7** There exists \( \alpha \geq 1 \) such that \( \sum_{i=1}^{\infty} i^{-2\alpha} E[\exp(2ab)] < \infty \), where \( b \) is as in Assumption 6.


In Section 5 we show that Assumption 7 is satisfied when the densities $\phi_i$ are normal distributions with bounded means.

**Theorem 6** Suppose Assumption 1, 5, 6, and 7 hold. Then for all $x \in \mathcal{X}$, with probability one, $\lim_{N \to \infty} |\hat{g}_N(x) - g(x)| = 0$.

The proof requires a simple relationship that is easy to show.

**Lemma 1** Given $a, c \in \mathbb{R}$ and $r \geq 1$, we have $|a + c|^r \leq (1 + |c|)^r (1 + |a|)^r$.

**Proof (Proof of Theorem 6)** For a given fixed $x \in \mathcal{X}$ and all $i, N \in \mathbb{N}$, define $U_i = \frac{G(x, \xi_i)}{\phi_i(\xi_i)} - g(x)$ and $V_N = \sum_{i=1}^{N} U_i$, so that $\hat{g}_N(x) - g(x) = V_N/N$. The claim of the theorem follows from Chow’s strong law of large numbers for martingales (see [3]) which states that $V_N/N \to 0$ with probability one.

The remainder of this proof verifies that our setting satisfies the conditions for the theorem in [3]. The conditions are that $V_N$ be a martingale whose increments satisfy Chung’s condition (Equation (3.2) in [4]). That is, there exists $\alpha \geq 1$ such that $\sum_{i=1}^{\infty} i^{-(1+\alpha)} E[|U_i|^{2\alpha}] < \infty$.

To see that $V_N$ is a martingale, recall that $\phi_i$ is the density of $\xi_i$, and therefore $E[U_i] = 0$ for all $i \in \mathbb{N}$ with probability one. Letting $a = U_i + g(x) = \frac{G(x, \xi_i)}{\phi_i(\xi_i)}$, $c = -g(x)$ and $r = 2\alpha$ in Lemma 1, we find $E[|U_i|^{2\alpha}] \leq C \left(1 + E \left(\left(\frac{|G(x, \xi_i)|}{\phi_i(\xi_i)}\right)^{2\alpha}\right)\right)$, where $C = (1 + |g(x)|)^{2\alpha}$. Assumption 6 then yields

$$E \left(\frac{|G(x, \xi_i)|}{\phi_i(\xi_i)}\right)^{2\alpha} = E \left[E \left(\frac{|G(x, \xi_i)|}{\phi_i(\xi_i)}\right)^{2\alpha} \bigg| F_{i-1}\right] \leq E \left[k^{2\alpha} \exp(2\alpha \|\xi_i\|_2)\right] = k^{2\alpha} E[M_i(2\alpha b)]$$

Since $\alpha + 1 > 1$, we have $\sum_{i=1}^{\infty} i^{-(1+\alpha)} < \infty$, and with Assumption 7

$$\sum_{i=1}^{\infty} i^{-(1+\alpha)} E[|U_i|^{2\alpha}] \leq C \left(\sum_{i=1}^{\infty} i^{-(1+\alpha)} + k^{2\alpha} \sum_{i=1}^{\infty} i^{-(1+\alpha)} E[M_i(2\alpha b)]\right) < \infty$$

Hence, Chung’s condition holds.

**5 Normal Distributions and Smooth Functions**

Assumption 3 is stated in very general terms. Now we present specific conditions that are easier to verify. We consider the case in which all density functions correspond to normal distributions with different means $\mu$ and variances $\sigma^2$, so they are of the form

$$\varphi(\mu, \sigma, \xi) = \frac{1}{(\sqrt{2\pi})^d} \exp \left(-\frac{\|\xi - \mu\|^2}{2\sigma^2}\right).$$

(10)
Assumption 8 Let $\mathcal{X} = \mathbb{R}^d$, and for all $x \in \mathcal{X}$ and $\xi \in \mathbb{R}^d$ we have $h(x, \xi) = \varphi(x, \sigma, \xi)$ for some $\sigma > 0$. Furthermore, for all $i \in \mathbb{N}$, and $\xi \in \mathbb{R}^d$, we have $\mathcal{X}_i = \mathbb{R}^d$ and $\phi_i(\xi) = \varphi(\mu_i, \sigma_i, \xi)$ for some random variables $\mu_i \in \mathbb{R}$ and $\sigma_i \geq \sigma$. The sequence $\{\mu_i\}$ is uniformly bounded with probability one.

Under this assumption, the moment generating functions

$$M_i(s) = \int \exp(s\|\xi\|_2) \phi_i(\xi) \, d\xi = \frac{1}{(\sqrt{2\pi}\sigma_i)^d} \int \exp\left(s\|\xi\|_2 - \frac{\|\xi - \mu_i\|_2^2}{2\sigma_i^2}\right) \, d\xi,$$

are uniformly bounded for fixed $s$, and Assumption 7 holds (for any values of $\alpha \geq 1$ and $b > 0$). Furthermore, the following lemma establishes that the likelihood ratio has subexponential growth.

Lemma 2 Suppose Assumption 8 holds. Then there exist constants $k_i, b_i \geq 0$ so that $h(x, \xi) \leq k_i \exp(b_i \|\xi\|_2)$ for all $i \in \mathbb{N}$, $x \in \mathcal{X}$, and $\xi \in \mathcal{X}$.

Proof Choose any $i \in \mathbb{N}$, $x \in \mathcal{X}$, and $\xi \in \mathcal{X}$. Then

$$\log\left(\frac{h(x, \xi)}{\phi_i(\xi)}\right) = \log(\varphi(x, \sigma, \xi)) - \log(\varphi(\mu_i, \sigma_i, \xi))$$

$$(10) \quad \frac{1}{2\sigma^2} ||x - \xi||_2^2 + \frac{||\xi - \mu_i||_2^2}{2\sigma_i^2}$$

$$= \frac{1}{2\sigma^2} \left(-||x||_2^2 + 2\langle x, \xi \rangle - ||\xi||_2^2 + \frac{\sigma^2}{\sigma_i^2} ||\mu_i||_2^2 - 2\frac{\sigma^2}{\sigma_i^2} \langle \mu_i, \xi \rangle + \frac{\sigma^2}{\sigma_i^2} ||\xi||_2^2 \right)$$

$$= \frac{1}{2\sigma^2} \left(\frac{\sigma^2}{\sigma_i^2} ||\mu_i||_2^2 - ||x||_2^2 + 2\langle x, \xi \rangle - \frac{\sigma^2}{\sigma_i^2} \langle \mu_i, \xi \rangle + \left[\frac{\sigma^2}{\sigma_i^2} - 1\right] ||\xi||_2^2 \right). \quad (11)$$

By Assumption 8, $\sigma_i \geq \sigma$, and the term in the square brackets is non-positive. Because $\mathcal{X}$ is compact and $\mu_i$ is bounded by Assumption 5 there exist positive constants $k$ and $b$ so that for all $i \in \mathbb{N}$, $x \in \mathcal{X}$, and $\xi \in \mathcal{X}$, we have $\log\left(\frac{h(x, \xi)}{\phi_i(\xi)}\right) \leq k + b ||\xi||_2$. The claim of Lemma 2 follows with $k_i = \exp(k)$.

We also require some differentiability properties for $F$.

Assumption 9 Suppose, that $F$ in (1) is continuously differentiable in $x$ for any $\xi \in \mathcal{X}$, and that there exist $k_F, b_F > 0$ so that for any $x \in \mathcal{X}$ and $\xi \in \mathcal{X}$

$$(12a) \quad |F(x, \xi)| \leq k_F \exp(b_F \|\xi\|_2) \quad \text{and} \quad \|\nabla_x F(x, \xi)\|_2 \leq k_F \exp(b_F \|\xi\|_2). \quad (12b)$$

Here, $\nabla_x$ denotes the gradient with respect to $x$.

A consequence of the final proposition is that the claims of Theorems 1, 2, 3, and 4 hold under Assumptions 8 and 7.

Proposition 1 If Assumptions 5 and 6 hold, then Assumptions 2, 3, and 4 hold for $G(x, \xi) = F(x, \xi) h(x, \xi)$.
Proof Suppose the assumptions of Proposition 1 hold. Assumption 8 implies Assumption 1 and Assumption 9 implies Assumption 5. We already argued above that Assumption 7 holds because of Assumption 8. Assumption 6 holds, since for any \( i \in \mathbb{N}, x \in \mathcal{X} \), and \( \xi \in \Xi \),

\[
\frac{|G(x, \xi)|}{\phi_i(\xi)} = \left| \frac{h(x, \xi)}{\phi_i(\xi)} \right| \leq k_F \exp(b_F \|\xi\|_2) \cdot k_h \exp(b_h \|\xi\|_2),
\]

where we used Lemma 2. Therefore, Theorem 6 implies that Assumption 2 holds. It remains to prove that Assumption 3 is also implied.

Note that \( \nabla_x h(x, \xi) = \frac{\partial}{\partial x} h(x, \xi)(x - \xi) \) for all \( x, \xi \in \mathbb{R}^d \). Using this and the mean value theorem, we have for all \( i \in \mathbb{N} \) and \( x, x' \in \mathcal{X} \) that

\[
\left| G(x, \xi) - G(x', \xi) \right| = \left| \frac{1}{\phi_i(\xi)} \langle \nabla_x G(\bar{x}, \xi), x - x' \rangle \right|
\]

\[
= \frac{1}{\phi_i(\xi)} \left| \langle \nabla_x F(\bar{x}, \xi) h(\bar{x}, \xi) + F(\bar{x}, \xi) \nabla_x h(\bar{x}, \xi), x - x' \rangle \right|
\]

\[
= \frac{h(\bar{x}, \xi)}{\phi_i(\xi)} \left| \langle \nabla_x F(\bar{x}, \xi), x - x' \rangle \right| + \frac{1}{\sigma^2} \left| F(\bar{x}, \xi)(\bar{x} - \xi), x - x' \rangle \right|
\]

for some \( \bar{x} \in \{ \lambda x + (1 - \lambda) x' : \lambda \in (0, 1) \} \). With \( M_x = \max\{\|x\|_2 : x \in \mathcal{X}\} \), we find

\[
\left\| \nabla_x F(\bar{x}, \xi) + \frac{1}{\sigma^2} F(\bar{x}, \xi)(\bar{x} - \xi) \right\|_2 \leq k_F \frac{\sigma^2 + M_x + 1}{\sigma^2} \exp\left((b_F + 1)\|\xi\|_2\right)
\]

where we used Assumption 3 and \( \|\xi\|_2 \leq \exp(\|\xi\|_2) \).

Using similar arguments as in (11), we have with an arbitrary but fixed \( \hat{x} \in \mathcal{X} \) and all \( i \in \mathbb{N} \) that

\[
\log \left( \frac{h(\hat{x}, \xi)}{h(\bar{x}, \xi)} \right) = \frac{1}{2\sigma^2} \left( \|\hat{x}\|_2^2 - \|\bar{x}\|_2^2 + 2\langle \hat{x} - \bar{x}, \xi \rangle \right) \leq \frac{1}{2\sigma^2} \left( 2M_x^2 + 2M_x \|\xi\|_2 \right),
\]

so

\[
h(\hat{x}, \xi) \leq h(\bar{x}, \xi) \cdot \exp\left(\frac{M_x^2}{\sigma^2}\right) \cdot \exp\left(\frac{M_x \|\xi\|_2}{\sigma^2}\right).
\]

Combining this with (13) and (14), we have

\[
\left| G(x, \xi) - G(x', \xi) \right| = \left| \frac{1}{\phi_i(\xi)} \langle \nabla_x F(\bar{x}, \xi), x - x' \rangle \right|
\]

\[
\leq k_G \exp(b_G \|\xi\|_2) \cdot \|x - x'\|_2
\]

with \( k_G = k_F \left(1 + \frac{M_x}{\sigma^2}\right) \exp\left(\frac{M_x^2}{\sigma^2}\right) \) and \( b_G = b_F + 1 + \frac{M_x}{2\sigma^2} \). Defining \( \gamma_i(\xi) = \frac{k_G \exp(b_G \|\xi\|_2) h(\bar{x}, \xi)}{\phi_i(\xi)} \), it remains to show that (6) and (7) hold.

We are now going to apply Theorem 6 to the function \( G_\gamma(\hat{x}, \xi) = k_G \exp(b_G \|\xi\|_2) h(\hat{x}, \xi) \) with \( \mathcal{X}_\gamma = \{ \hat{x} \} \). For this, note that \( g_\gamma(\hat{x}) \) defined as

\[
g_\gamma(\hat{x}) := \int_{\Xi} G_\gamma(\hat{x}, \xi) \, d\xi = \int_{\Xi} \frac{G_\gamma(\hat{x}, \xi)}{\phi_i(\xi)} \, d\xi = \int_{\Xi} \gamma_i(\xi) \phi_i(\xi) \, d\xi = E[\gamma_i(\xi)]
\]

is finite. The last equality follows because \( \xi \) is sampled from density \( \phi_i \). Therefore, (6) holds, and Assumption 5 holds for \( G = G_\gamma \). Further consider \( \hat{g}_N(\hat{x}) := \frac{1}{N} \sum_{i=1}^N G_\gamma(\hat{x}, \xi_i) = \frac{1}{N} \sum_{i=1}^N \gamma_i(\xi_i) \). From the definition
of $G_\gamma$ and Lemma 2, we have for any $\xi \in \Xi$ that $\frac{|G_\gamma(\hat{\gamma},\xi)|}{\phi(y,\xi)} = \frac{h(\hat{\gamma},\xi)}{\phi(y,\xi)}$, $k_G \exp(b_G \|\xi\|_2) \leq k_h k_G \exp((b_h+b_G)\|\xi\|_2)$. Therefore, Assumption 6 holds for $G = G_\gamma$, and using Theorem 6 we obtain $0 = \lim_{N \to \infty} \left( \hat{g}_{\gamma,N}(\hat{x}) - g_{\gamma}(\hat{x}) \right) = \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^N \left( \gamma_i(\xi_i) - E[\gamma_i(\xi_i)] \right)$, which is (4).

6 Example: Regression Models for Step Computation in an Optimization Algorithm

As an illustration in which the importance sampling is adaptive and nuisance parameters are present, we consider the randomized optimization algorithm proposed by Maggiar et al. [15] in which a local model of the objective is constructed via a SAA regression problem in every iteration.

The algorithm in [15] addresses the minimization of the function $T : \mathcal{Z} \to \mathbb{R}$ given by $T(z) = \int_\Xi L(\xi) h(z,\xi) \, d\xi$, where $\mathcal{Z} \subset \mathbb{R}^d$ is a compact set, $\Xi = \mathbb{R}^d$, and $h(y,\xi) = \varphi(y,\sigma,\xi)$ is the normal density with mean $y$ and variance $\sigma^2$. The integral is finite because $L : \mathbb{R}^d \to \mathbb{R}$ is assumed to exhibit subexponential growth. $L(\xi)$ is the output of a deterministic computer simulation with input $\xi$ and the “original” objective function one would like to minimize. However, since $L$ is subject to numerical noise and therefore discontinuous, the task of minimizing $L$ is ill-defined. To overcome this difficulty, [15] proposes to minimize the convolution $T$ as a smooth approximate of $L$.

The derivative-free trust-region optimization algorithm proposed in [15] utilizes an SAA approximation $T_N(z) = \frac{1}{N} \sum_{i=1}^N L(\xi_i) \varphi(\xi_i | z)$ of $T$. The points $\xi_i$ are sampled randomly according to the normal pdf $\varphi(t,\sigma,\cdot)$, where its mean $t_i$ is either an iterate or a trial point encountered by the algorithm up to iteration $N$. Note that the likelihood ratio in the definition of $T(z)$ has the form of that in (3) and therefore falls into our framework.

Given an iterate $z_N \in \mathcal{Y}$, the optimization algorithm generates a trial point $\bar{z}_N$ as the minimizer of a quadratic model within a ball around $z_N$. The model has the form

$$q_N(\xi; z_N) = b + \langle g, \xi - z_N \rangle_2 + \frac{1}{2} \langle \xi - z_N, Q(\xi - z_N) \rangle_2,$$

where $b \in \mathbb{R}$, $g \in \mathbb{R}^d$. The matrix $Q \in \mathbb{R}^{d \times d}$ is symmetric, and $q_N(\xi; z_N)$ should approximate the simulation output $L(\xi)$ for $\xi$ close to $z_N$. Convergence of the optimization algorithm would follow if the model parameters are computed by a weighted local regression of $L$; that is, if $y = (b, g, Q)$ are the minimizers of

$$\min_{y \in \mathcal{Y}} \int_\Xi F(y, z, \xi) h(z, \xi) \, d\xi,$$

where $F(y, z, \xi) = (b + \langle g, \xi - z \rangle_2 + \frac{1}{2} \langle \xi - z, Q(\xi - z) \rangle_2 - L(\xi))^2$. This objective function has the form of (2). (In abuse of notation, we collect the model parameters $b$, $g$, and $Q$ in the vector $y$.)

To get an approximate solution of (15), at an iterate $Z_N$ (using an upper case letter to emphasize its stochastic nature), the optimization algorithm computes the quadratic model from the stochastic average approximation of...
that is
\[
\min_{y \in Y} \frac{1}{N} \sum_{i=1}^{N} \frac{\varphi(Z_N, \sigma, \xi_i)}{\varphi(T_i, \sigma, \xi_i)} \left( b + \langle g, \xi_i - Z_N \rangle + \frac{1}{2} \langle \xi_i - Z_N, Q(\xi_i - Z_N) \rangle + L(\xi) \right)^2.
\]  

(16)

The analysis of the algorithm in [15] requires that the model \(q_N(\xi; Z_N)\) converges to the optimal solution of (15) at any limit point \(Z_N\) of the iterates \(Z_N\). This can be proved using the results in Section 3.

For any \(\omega \in \Omega\), let \(\{Z_N(\omega)\}_{N=1}^{\infty}\) be a subsequence of iterates such that \(\{Z_N(\omega)\}_{N=1}^{\infty}\) converges to a limit point \(Z_*(\omega)\). Such a subsequence exists, due to compactness of \(Z\); thus Assumption 3 holds. Furthermore, since \(F(y, z, \xi)\) is a polynomial in \((y, z)\) and \(L\) exhibits subexponential growth, Assumption 9 holds. Also, because all iterates and trial points are contained in \(Z\), the sequence \(\{T_i\}\), consisting of such points, is uniformly bounded. Finally, the algorithm in [15] ensures that the optimal solutions of (15) and (16) are unique and uniformly bounded, by monitoring the condition number of matrices involved in the computation of the optimal solution of (16). In summary, Assumptions 4 and 9 hold, and Proposition 1 together with Theorem 2 yields \(\lim_{N \to \infty} D(S^*_N, S^*_Z) = 0\). So, the approximate model parameters in \(S^*_N\) in iteration \(N\) converge to the optimal parameters in \(S^*_Z\).

7 Conclusion

We considered the sample average approximation of stochastic optimization problems whose objective function is expressed as a parametric integral. The key contribution is that we permit non-independent, non-identical, and adaptive sampling, where the importance sampling distribution may depend on previous samples. Under the assumption of pointwise convergence and a stochastic Lipschitz condition, we proved uniform convergence of the sample average approximation of the parametric integral over a compact set as well as convergence of the optimal values and optimal solution sets of the sample average approximation problems as the number of samples goes to infinity.
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A Proof of Theorem 4

We establish the result in two lemmas.

Lemma 3 Suppose Assumptions 1, 2, and 3 hold. Further assume that $S_*$ is not empty and that, with probability one, $S_N$ is non-empty for all $N$ sufficiently large. Then $\lim_{N \to \infty} \hat{\vartheta}_N = \vartheta_*$ with probability one.

Proof We prove $\lim_{N \to \infty} \hat{\vartheta}_N = \vartheta_*$ in the event that $\hat{S}_N$ is non-empty for all $N$ sufficiently large and that $\lim_{N \to \infty} \|\hat{g}_N - g\| = 0$. This event has probability one by assumption and by Theorem 3.
Let \( x_* \) be an optimal solution of (3). Because \( \lim_{N \to \infty} \| \hat{g}_N - g \|_{\infty} = 0 \), \( \lim_{N \to \infty} \hat{g}_N(x_*) = g(x_*) = \vartheta_* \). Since \( \vartheta_N \) is the optimal value of (4), \( \vartheta_N \leq \hat{g}_N(x_*) \) for all \( N \). As a consequence, \( \limsup_{N \to \infty} \hat{\vartheta}_N \leq \vartheta_* \).

Define \( \vartheta_{\text{inf}} = \liminf_{N \to \infty} \hat{\vartheta}_N \). There exist a subsequence \( \{N_i\}_{i=1}^{\infty} \) of the natural numbers and a sequence \( \{x_N\}_{N=1}^{\infty} \) of points in \( X \) such that for every \( i = 1, \ldots, \infty \), \( x_{N_i} \in \hat{S}_{N_i} \), and \( \lim_{N \to \infty} \hat{g}_{N_i}(x_{N_i}) = \vartheta_{\text{inf}} \). Because \( \lim_{N \to \infty} \| \hat{g}_N - g \|_{\infty} = 0 \), we also have \( \lim_{i \to \infty} g(x_{N_i}) = \vartheta_{\text{inf}} \). Since \( \vartheta_* \) is the optimal value of (3), \( \vartheta_* \leq g(x_{N_i}) \) for all \( N_i \). Therefore \( \vartheta_* \leq \vartheta_{\text{inf}} \).

Overall, we have obtained \( \limsup_{N \to \infty} \hat{\vartheta}_N \leq \vartheta_* \leq \liminf_{N \to \infty} \hat{\vartheta}_N \).

**Lemma 4** Suppose the assumptions of Theorem 2 hold. Then, w.p.1, \( \lim_{N \to \infty} \mathcal{D}(\hat{S}_N, S_*) = 0 \).

**Proof** We prove \( \lim_{N \to \infty} \mathcal{D}(\hat{S}_N, S_*) = 0 \) in the event that \( \lim_{N \to \infty} \| \hat{g}_N - g \|_{\infty} = 0 \), \( \lim_{N \to \infty} \hat{\vartheta}_N = \vartheta_* \), and \( S_N \) is non-empty and contained in \( C \) for all \( N \) sufficiently large. This event has probability one by Theorem 1 by Lemma 3 and by assumption.

Consider any subsequence \( \{N_i\}_{i=1}^{\infty} \) of the natural numbers and sequence \( \{x_N\}_{N=1}^{\infty} \) of points in \( X \) such that for every \( i = 1, \ldots, \infty \), \( x_{N_i} \in \hat{S}_{N_i} \). Because \( C \) is compact, the sequence \( \{x_{N_i}\}_{i=1}^{\infty} \) has a limit point. Consider any such limit point, and denote it as \( x^* \). Consider any subsequence \( \{N'_i\}_{i=1}^{\infty} \) of \( \{N_i\}_{i=1}^{\infty} \) such that \( \lim_{i \to \infty} x_{N'_i} = x^* \). For any \( i \),

\[
\hat{\vartheta}_{N'_i} - g(x^*) = \hat{g}_{N'_i}(x_{N'_i}) - g(x^*) = \left( \hat{g}_{N'_i}(x_{N'_i}) - g(x_{N'_i}) \right) + \left( g(x_{N'_i}) - g(x^*) \right).
\]

It follows from assumptions (i) and (ii) in Theorem 2 and Theorem 7.47 in [10] that \( g \) is lower semi-continuous, which in turn implies that \( \lim_{i \to \infty} (g(x_{N'_i}) - g(x^*)) \geq 0 \). We also have \( \lim_{i \to \infty} (\hat{g}_{N'_i}(x_{N'_i}) - g(x_{N'_i})) = 0 \) since \( \lim_{N \to \infty} \| \hat{g}_N - g \|_{\infty} = 0 \). Therefore \( \lim_{i \to \infty} \hat{\vartheta}_{N'_i} \geq g(x^*) \). We also have \( \lim_{N \to \infty} \hat{\vartheta}_N = \vartheta_* \). Thus, \( g(x^*) \leq \vartheta_* \), which implies \( x^* \in S_* \).

In words: if \( x^* \) is a limit point of a sequence \( \{x_{N_j}\}_{j=1}^{\infty} \) of points that are optimal solutions of a sequence of sample average approximation problems given by (4), then \( x^* \) is in \( S_* \). Therefore,

\[
\limsup_{N \to \infty} \mathcal{D}(\hat{S}_N, S_*) = \limsup_{N \to \infty} \sup_{x \in \hat{S}_N} \text{dist}(x, S_*) = 0.
\]