A Stochastic MPC Framework for Stationary Battery Systems
Ranjeet Kumar, Michael J. Wenzel, Matthew J. Ellis, Mohammad N. ElBsat
Kirk H. Drees, and Victor M. Zavala

Abstract—We present a stochastic model predictive control (MPC) framework to determine real-time commitments in energy and frequency regulation markets for a stationary battery system while simultaneously mitigating long-term demand charges for an attached load. The framework solves a two-stage stochastic program over a receding horizon that maximizes the expected profit and that factors in uncertainty of the load, energy prices, regulation prices and dispatch signals. We use a Ledoit-Wolf covariance estimator to generate load and price scenario profiles from limited historical data. We benchmark the performance of stochastic MPC against that of perfect information MPC and deterministic MPC for different prediction horizon lengths and demand charge discounting strategies. We use real load data for a typical university campus and price and regulation data from PJM. We find that stochastic MPC can recover 83% of the ideal value of the battery, which we define as the expected savings obtained by installing the battery and operating it under perfect information MPC. In contrast, deterministic MPC can only recover 73% of this ideal value. We also find that operating the battery under stochastic MPC improves the battery payback period by 12.1% while operating it under perfect information improves it by 27.9%.
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I. INTRODUCTION

BATTERY systems are flexible assets that can provide energy and frequency regulation (FR) capacity for independent system operators (ISOs) and that can aid utility companies by providing demand-side management capabilities [1], [2]. This flexibility is becoming increasingly valuable as more intermittent renewable power is injected into the grid [3], [4]. In particular, ISOs have reported an increased demand for fast dispatchable resources and FR services to mitigate high-frequency power fluctuations and stranded power issues [5].

The economic benefits of using stationary battery systems to provide FR have been studied in [6]–[10]. The focus of [6]–[8] is on exploring the economic opportunities of using battery systems to provide FR capacity in day-ahead markets. The studies in [9] and [10] propose real-time control strategies for providing FR services to the grid. The potential of harnessing the flexibility of batteries from collections of electric vehicles has also been studied in [11]–[14]. The economic benefits of using battery systems to reduce demand charges in buildings and microgrids (via peak shaving) have been studied in [15]–[20]. A common limitation of these studies is that they assume that the battery either provides FR or demand-side management capabilities. The use of batteries for simultaneous FR and demand charge mitigation has been studied in [2], [14], [21]–[24]. These studies assume perfect knowledge of all the market and load parameters. Consequently, while these approaches are valuable for design and planning tasks, they can be limited in real-time operational settings where diverse uncertainties can hinder performance.

Stochastic optimization models have been proposed to maximize the performance of batteries from electric vehicles while capturing uncertainty in market prices and FR signals [3], [11], [25]–[27]. Some of these studies use stochastic dynamic programming methods to optimize charging policies and FR commitments [3], [11], [26]. In [3], model uncertainties in prices and FR signals as Markov random variables and demonstrate that their proposed method results in lower charging costs than a deterministic model predictive control (MPC) strategy. In [25] a strategy for computing optimal bidding strategies for an electric vehicle aggregator participating in day-ahead energy and FR markets is proposed. All of these studies consider mobile battery systems. Demand-side management in a commercial building using both mobile and stationary batteries was studied in [27].

We propose a stochastic MPC framework to obtain optimal participation strategies in energy and FR markets for stationary batteries while mitigating demand charges. We propose to use the Ledoit-Wolf covariance estimator to generate realizations from historical data. We use the framework to study the flexibility and economic benefits provided by a battery system attached to an aggregated load from a collection of buildings. We compare the benefits of stochastic MPC policies over those obtained with standard deterministic MPC and perfect information MPC strategies. We also study the effect of the prediction horizon length and demand charge discounting on the performance of the MPC policies. Using real load data for a typical university campus, we find that stochastic MPC can recover 83% of the ideal value of the battery (obtained by operating the battery under perfect information) while deterministic MPC can only recover 73%. We also find that operating the battery under stochastic MPC improves the battery payback period by 12.1% while operating it under perfect information improves it by 27.9%.

II. PROBLEM FORMULATION

We begin by describing the decision-making setting under which the battery is operated. We also describe a deterministic MPC model that will serve as a basis for comparison.

A. Decision-Making Setting

The goal is to determine the optimal participation strategies for the battery in energy and FR markets operated by ISO (here we consider PJM) while simultaneously mitigating demand
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charged from a utility company. The various cost and revenue components that are considered are:

- **Energy Transactions (hourly):** The battery system purchases energy to recharge and discharges to provide energy for the building and for the FR signal. The energy transactions are charged at the real-time energy price.
- **Frequency Regulation Capacity (hourly):** The ISO compensates the battery for providing an operational band (compensated based on FR capacity prices) around a charge/discharge level (charged at real-time energy prices). The ISO can request the battery to dispatch a fraction of the committed capacity based on the grid requirements (e.g., every 2 seconds in PJM). The real-time FR signal from the ISO is zero mean with a bounded range of [-1, 1]. In our planning setting we consider an hourly average FR signal. The hourly-averaged dispatch signal is also a zero-mean signal with a smaller variance (the variance is reduced due to averaging).
- **Demand Charges (monthly):** The attached load is charged for the peak demand (at a fixed demand charge price) incurred over a month by the utility company.

According to PJM rules, the decision of allocating commitments can be changed 90 minutes before the start of that trading hour. Consequently, the battery has the opportunity to reschedule commitments. Such commitments can be computed under a receding horizon (RH) by using an MPC scheme.

### III. Stochastic MPC Framework

The combined battery and load system is illustrated in Figure 1. This illustrates the interaction between the system, the ISO, and the utility. The proposed stochastic MPC scheme solves a two-stage stochastic programming problem at every time $t$ over the prediction horizon $N_t := \{t+1, t+2, \ldots, t+N\}$.

Here, $N$ is the length of the prediction horizon and index $t \in \mathbb{Z}_+$ corresponds to the time instant $t \cdot h$, where $h = 1$ hour. The optimization problem at time $t$ uses realizations for prices, loads, and FR dispatch signals over $N_t$. The MPC scheme is run over a month $M := \{0, \ldots, M\}$, with $M = 720$.

The following are the model parameters, data, and variables involved in the formulation of the MPC scheme:

1) **Model Parameters and Data:**
   - $L_t \in \mathbb{R}_+: $ Attached load [kW].
   - $\pi_t^E \in \mathbb{R}: $ Electricity price [$$/kWh].
   - $\pi_t^F \in \mathbb{R}: $ Forecast of electricity price [$$/kWh].
   - $\pi_t^D \in \mathbb{R}_+: $ FR capacity price [$$/kWh].
   - $\pi^D \in \mathbb{R}_+: $ Demand charge [$$/kWh].
   - $\alpha_t \in [-1, 1]: $ Hourly average fraction of FR capacity requested by ISO [-1]. If $\alpha_t > 0$, the ISO sends power to the battery while if $\alpha_t < 0$ the ISO withdraws power.
   - $\bar{F} \in \mathbb{R}_+: $ Battery capacity [kWh].
   - $P_t \in \mathbb{R}_+: $ Maximum discharging rate [kW].
   - $\bar{P} \in \mathbb{R}_+: $ Maximum charging rate [kW].
   - $\rho \in \mathbb{R}_+: $ Minimum fraction of battery capacity reserved as a buffer for a unit FR capacity [kWh/kWh].
   - $\Delta P \in \mathbb{R}_+: $ Maximum ramping limit [kWh].
   - $D_t \in \mathbb{R}_+: $ Peak load observed up to time $t \in M$ [kW].

2) **Model Variables:**
   - $P_t \in \mathbb{R}: $ Net battery charge/discharge rate [kW]. If $P_t > 0$, the battery is being discharged and if $P_t < 0$ the battery is being charged.
   - $F_t \in \mathbb{R}_+: $ FR capacity provided to ISO [kW].
   - $E_t \in \mathbb{R}_+: $ Battery state of charge (SOC) [kWh].
   - $d_t \in \mathbb{R}_+: $ Load requested from utility [kW].
   - $D_t \in \mathbb{R}_+: $ Peak load over horizon $N_t$ [kW].

All quantities with subindex $t$ are held constant over the time interval $[(t-1) \cdot h, t \cdot h]$. The FR capacity $F_t$ represents a symmetric band around the middle point $P_t$ (the net charge/discharge rate). The battery thus commits to a discharge level $P_t$ and an FR band of length $2 \cdot F_t$. The actual power requested by the ISO (averaged over an hour) is $\alpha_t F_t$. A value of $\alpha_t = -1$ indicates that the ISO requests all the FR capacity by charging the battery while $\alpha_t = 1$ indicates that the ISO requests all the capacity by discharging. When convenient, we use the notation $\pi_t = (\pi_t^E, \pi_t^F)$. We also use $\pi_{N_t}$ to denote the price trajectory over $N_t$, We use a similar notation to denote trajectories for load and FR signals.

The uncertain quantities $(\pi_{t+1}^E, \pi_{t+1}^F, L_{t+1}, \alpha_{t+1})$ can only be forecasted an hour in advance (i.e., at time $t$). To represent uncertainty in these forecasts (and over any future times) we model them as random variables with realizations denoted by $\xi \in \Xi$ (where $\Xi$ is the scenario set). At time $t$, a realization of the uncertain profiles for load, prices, and FR signals over $N_t$ are denoted as $L_{N_t}(\xi), \pi_{N_t}(\xi)$ and $\alpha_{N_t}(\xi)$, respectively. To account for uncertainty in the decision-making process, we define the net power $P_{t+1}$ and FR commitments $F_{t+1}$ over the next immediate trading hour as first-stage decisions (here-and-now) that need to be made prior to observing uncertainty (i.e., when the market is settled). The battery power and FR capacity trajectories $P_k(\xi)$ and $F_k(\xi)$ for all $k \in N_t \setminus \{t+1\}$ are modeled as second-stage or recourse decisions that can
be corrected once uncertainty variables. The residual and peak demands are also recourse uncertainty variables that we express as \(d_{N_t}(\xi)\) and \(D_t(\xi) = \max_{k \in N_t} d_k(\xi)\). The SOC at time \(t + 1\) only depends on the previous storage \(E_t\) and on \(P_{t+1}\). Consequently, \(E_{t+1}\) is also a first-stage variable. The rest of the trajectory \(E_k(\xi)\) for \(k \in N_t \setminus \{t + 1\}\) are second-stage variable because \(P_k(\xi)\) are second-stage variables for \(k \in N_t \setminus \{t + 1\}\).

### A. Objective Function

We maximize the expected profit over horizon \(N_t\):

\[
\mathbb{E} \left[ \sum_{k \in N_t} \left( \pi_k^f(\xi) F_k(\xi) - \pi_k^e(\xi) d_k(\xi) - \frac{\pi_k^D}{\sigma_k} \max_{k \in N_t} d_k(\xi) \right) \right].
\]

### (III.1)

Here, the expectation is computed using a scenario subset \(\Xi \subseteq \Xi\). The net residual demand is \(d_k(\xi) = L_k(\xi) - P_k(\xi) + \alpha_k(\xi) F_k(\xi)\). The first term is the revenue obtained from the provision of FR capacity, the second term is the cost of purchasing power from the ISO, and the third term is the demand charge. The parameter \(\sigma_k\) is a discounting factor for the monthly demand charge price \(\pi^D\), which can be used to adjust the demand charge when a prediction horizon of less than a month is used (i.e., \(N \leq M\)). By such a discounting factor is not used, the MPC scheme can operate conservatively because it will try to prevent the peak demand charge over the next immediate horizon \(N_t\). We note that the terms \(\pi_k^e(\xi) L_k(\xi)\) in the total net profit are constant quantities and thus do not affect the solution of the optimization problem. Consequently, the term \(\pi_k^f(\xi) F_k(\xi) - \pi_k^e(\xi) d_k(\xi)\) can be simplified as \(\pi_k^e(\xi) (P_k(\xi) - \alpha_k(\xi) F_k(\xi)) + \pi_k^e(\xi) F_k(\xi)\).

### B. Constraints

The net charged/discharged battery power plus the FR capacity provided must be within the maximum discharging and charging rates \(\mathcal{P}\) and \(\mathcal{P}\):

\[
P_k(\xi) + F_k(\xi) \leq \mathcal{P}, \quad k \in N_t, \xi \in \Xi
\]

\[
P_k(\xi) - F_k(\xi) \geq -\mathcal{P}, \quad k \in N_t, \xi \in \Xi
\]

### (III.2)

These constraints make allowable charge/discharge limits a function of the committed FR capacity. The larger the FR commitment, the less capacity available to charge/discharge the battery. The storage dynamics are given by:

\[
E_k(\xi) = E_{k-1}(\xi) - P_k(\xi) + \alpha_k(\xi) F_k(\xi), \quad k \in N_t, \xi \in \Xi
\]

### (III.3)

The following constraint is used to ensure that a certain amount of energy is reserved for the committed FR capacity over the interval \((k - 1, k)\):

\[
\rho F_k(\xi) \leq E_{k-1}(\xi) - \rho F_k(\xi), \quad k \in N_t, \xi \in \Xi
\]

\[
\rho F_k(\xi) \leq E_k(\xi) - \rho F_k(\xi), \quad k \in N_t, \xi \in \Xi
\]

### (III.4)

These constraints impose a safety margin to account for the fact that we do not capture the variability of the 2-second FR signal. Capturing such high time resolutions would significantly increase computational complexity. The ramping limits on the net power are given by:

\[
-\Delta F \leq P_k(\xi) - P_{k-1}(\xi) \leq \Delta F, \quad k \in N_t, \xi \in \Xi
\]

where the allowable ramp \(\Delta F\) is often tuned to prevent premature damage to the battery. The residual demand \(d_k\) requested from the utility is:

\[
d_k(\xi) = L_k(\xi) - P_k(\xi) + \alpha_k(\xi) F_k(\xi), \quad k \in N_t, \xi \in \Xi
\]

### (III.6)

We assume that the ISO does not allow the battery to sell back electricity. This is modeled by using the constraint:

\[
P_k(\xi) + F_k(\xi) \leq L_k(\xi), \quad k \in N_t, \xi \in \Xi
\]

### (III.7)

This constraint can also be written as \(L_k(\xi) - P_k(\xi) - F_k(\xi) \geq 0\). Consequently, when the ISO fully uses the FR capacity, we have that \(\alpha_k(\xi) = -1\) and the constraint implies that \(d_k(\xi) \geq 0\) because \(d_k(\xi) = L_k(\xi) - P_k(\xi) - \alpha_k(\xi) F_k(\xi)\). The constraint thus guarantees that the battery does not sell excess power. We use the following peak demand carryover constraint:

\[
\max_{k \in N_t} d_k(\xi) \geq \hat{D}_t, \quad \xi \in \Xi
\]

### (III.8)

The bounds on the variables are given by:

\[
0 \leq E_k(\xi) \leq E, \quad k \in N_t, \xi \in \Xi
\]

\[
-\mathcal{P} \leq P_k(\xi) \leq \mathcal{P}, \quad k \in N_t, \xi \in \Xi
\]

\[
0 \leq F_k(\xi) \leq \mathcal{P}, \quad k \in N_t, \xi \in \Xi
\]

### (III.9)

We enforce the fact that \(P_{t+1}\) and \(F_{t+1}\) are first-stage variables by using the non-anticipativity constraints:

\[
P_{t+1}(\xi) = \mathbb{E} [P_{t+1}(\xi)], \quad \xi \in \Xi
\]

\[
F_{t+1}(\xi) = \mathbb{E} [F_{t+1}(\xi)], \quad \xi \in \Xi
\]

### (III.10)

Figure 3 sketches the implementation of the stochastic RH scheme. The problem at time \(t\) uses realizations for the uncertain variables that we denote as \(L_{N_t}(\xi), \alpha_{N_t}(\xi), \pi_{N_t}^{f}(\xi), \pi_{N_t}^{e}(\xi)\). We can denote the problem solved at time \(t\) as \(\bar{\Xi}_t(\xi), \alpha_{N_t}(\xi), \pi_{N_t}^{f}(\xi), \xi \in \Xi\). For convenience, we simplify the notation to \(\bar{\Xi}_t(\xi), P_t, \bar{\Xi}_t\). From the solution of this problem we obtain the commitments \(P_{t+1}\) and \(F_{t+1}\). The actual (true) residual demand depends on the actual load and is given by \(d_{t+1} = L_{t+1} - P_{t+1} - \alpha_{t+1} F_{t+1}\), where \(L_{t+1}\) and \(\alpha_{t+1}\) are actual values.

![Fig. 3: Sketch of stochastic MPC scheme.](image)

We can now summarize the stochastic MPC scheme run over a month period \(M\) as follows:

- **START** at \(t = 0\) with \(E_0\) and \(\hat{D}_0 = 0\). **REPEAT** for \(t \in M\):
- Solve $P_t\left(E_t, P_t, \hat{D}_t\right)$ by using the forecast realizations $\pi_{N_t}(\xi)$, loads $L_t(\xi)$, and FR signals $\alpha_{N_t}(\xi)$ to obtain commitments $P_{t+1}$ and $F_{t+1}$. Implement these decisions over $(t, t+1)$ and update SOC $E_{t+1} = E_t - P_{t+1} + \alpha_{t+1} F_{t+1}$ using a random realized FR signal $\alpha_{t+1}(\xi)$.

- Using the actual realized load $L_{t+1}$ and FR signal $\alpha_{t+1}$ compute the actual net demand $d_{t+1} = L_{t+1} - P_{t+1} + \alpha_{t+1} F_{t+1}$. Update peak carryover demand as $\hat{D}_{t+1} = \max\{\hat{D}_t, d_{t+1}\}$.

- Set $t \leftarrow t + 1$. If $t = M$ STOP, otherwise RETURN.

We highlight that we impose a lower bound on the peak demand $D_t = \max_{k \in N_t} d_k$ (given by $\hat{D}_t$). This arises from carrying over the observed peak until time $t$ in the RH scheme. The need for such a lower bound is observed by noticing that the peak demand over $M$ can be computed as a recursion $\hat{D}_{k+1} = \max(\hat{D}_k, d_{k+1})$, $k \in M$ with $\hat{D}_0 = 0$. Consequently, at time $t$, the peak demand $D_t$ over the horizon $N_t$ must be at least $\hat{D}_t$, and thus $D_t \geq \hat{D}_t$ and this implies that $\max_{k \in N_t} d_k \geq \hat{D}_t$ must hold. The carryover constraint also indicates that the peak demand is in fact a state of the system.

C. Deterministic MPC Framework

In traditional deterministic MPC, we solve a single scenario problem at every time $t$ consisting of the most likely realization (i.e., the mean forecast). The mean forecasts for loads, prices, and FR signals are $\hat{L}_{t,N_t}, \hat{P}_{t,N_t}, \hat{\alpha}_{t,N_t}$. The optimization problem solved at time $t$ is $P_t(L_{t,N_t}, \hat{P}_{t,N_t}, \hat{\alpha}_{t,N_t}, \hat{D}_t)$. When convenient, we use the compact form $P_t(E_t, P_t, \hat{D}_t)$. The deterministic RH scheme is:

- START at $t = 0$ with $E_0$ and $\hat{D}_0 = 0$ given. REPEAT for $t \in \mathcal{M}$:
  - Solve $P_t(E_t, P_t, \hat{D}_t)$ by using the forecast prices $\hat{P}_{t,N_t}$, loads $\hat{L}_{t,N_t}$, and FR signals $\hat{\alpha}_{t,N_t}$ to obtain commitments $P_{t+1}$ and $F_{t+1}$. Implement these decisions over $(t, t+1)$ and update the new battery SOC to $E_{t+1} = E_t - P_{t+1} + \alpha_{t+1}(\xi) F_{t+1}$ using the true FR signal $\alpha_{t+1}(\xi)$.
  - Using the true load $L_{t+1}(\xi)$ and FR signal $\alpha_{t+1}(\xi)$ compute the true demand $d_{t+1}(\xi) = L_{t+1} - P_{t+1} + \alpha_{t+1}(\xi) F_{t+1}$. Update the carryover peak as $\hat{D}_{t+1}(\xi) = \max\{D_t(\xi), d_{t+1}(\xi)\}$.
  - Set $t \leftarrow t + 1$. If $t = M$ STOP, otherwise RETURN.

A limitation of deterministic MPC is that it only uses mean forecast information of the loads and prices and neglects their uncertainty when making commitments. This can introduce significant inefficiencies that we seek to quantify.

IV. BENCHMARKING STOCHASTIC MPC

We compare the performance of the proposed stochastic MPC framework against that of deterministic MPC and of perfect information MPC. We also describe a methodology to generate realizations from historical data.

A. Performance Metrics

To quantify the impact of forecast errors on the performance of deterministic MPC, we use the commitment trajectories $P_{\mathcal{M}}$ and $F_{\mathcal{M}}$ collected over the month and different realizations of the loads $L_{\mathcal{M}}(\xi)$, prices $\pi_{\mathcal{M}}(\xi)$, and FR signals $\alpha_{\mathcal{M}}(\xi)$, to compute the actual monthly net profit. Since the profit is usually negative, we find it more convenient to use the net cost (the negative net profit). The monthly net cost is a random variable with realizations:

$$\Phi^{\text{det}}(\xi) = \sum_{t \in \mathcal{M}} \left(\pi_t^p(\xi) (\alpha_t(\xi) F_t - P_t) + \pi_t^D \max_{t \in \mathcal{M}} d_t(\xi), \xi \in \mathcal{X} \right. \tag{IV.11}$$

where $d_t(\xi) = L_t(\xi) - P_t - \alpha_t(\xi) F_t$. We use the commitment policies $P_M, F_M$ obtained under the stochastic MPC scheme and the actual realizations of the loads, prices, and FR signals to compute the accumulated profit for every realization of the form (IV.11) as well (i.e., we use the same realizations but different commitments). The net profit under the stochastic policy is denoted as $\Phi^{\text{stoch}}(\xi)$. The profit of stochastic and deterministic MPC is computed for every realization of the uncertain variables $\xi \in \mathcal{X}$. This accounts for the fact that, in practice, the stochastic MPC policy cannot be solved for every possible realization of uncertainty (i.e., we often have that $|\mathcal{X}| \ll |\mathcal{X}|$). To evaluate the ideal performance of MPC (we call this perfect information MPC), we compute commitments for every realization $\xi \in \mathcal{X}$ of the loads, prices, and FR signals. The monthly cost for this scheme is given by:

$$\Phi^{\text{perf}}(\xi) = \sum_{t \in \mathcal{M}} \left(\pi_t^p(\xi) (\alpha_t(\xi) F_t - P_t) - \pi_t^D \right). \tag{IV.12}$$

In this case the decisions are a function of the realizations because we assume that we can compute policies by perfectly anticipating uncertainty. These policies, however, are not implementable in practice. One is often interested in evaluating the expected value of the stochastic solution (which is defined as $\mathbb{E}[\Phi^{\text{det}}(\xi) - \Phi^{\text{stoch}}(\xi)]$ and denoted as VSS). It is also often convenient to assess the value of having perfect information, which we define as $\Phi^{\text{perf}}(\xi) - \Phi^{\text{det}}(\xi)$ and which is denoted as VPI [28]. The first metric evaluates the benefit of stochastic over deterministic MPC while the second metric evaluates the impact of not being able to predict perfectly.

Of particular interest in our context is a metric that we call the expected value of the battery. To compute this value, we evaluate performance under the assumption that no battery has been installed (FR profit and peak shaving capabilities are not available). The total cost thus reduces to the demand charge:

$$\Phi^{\text{nobot}}(\xi) = \pi^D \max_{t \in \mathcal{M}} L_t(\xi) \tag{IV.13}$$

The ideal expected value of the battery is defined as $\mathbb{E}[\Phi^{\text{nobot}}(\xi) - \Phi^{\text{perf}}(\xi)]$. The value of the battery under stochastic MPC is $\mathbb{E}[\Phi^{\text{nobot}}(\xi) - \Phi^{\text{stoch}}(\xi)]$ and under deterministic MPC is $\mathbb{E}[\Phi^{\text{nobot}}(\xi) - \Phi^{\text{det}}(\xi)]$. These metrics are used to isolate the effect of the battery, which is usually significantly smaller than the total cost. Another important metric is the payback period, which is the ratio of the investment cost and the value of the battery (the expected savings).

B. Scenario Generation from Limited Historical Data

One often is interested in using historical data to model the uncertainty of random variables and generate scenarios
(realizations). In our context, we seek to generate scenarios by sampling an empirical multivariable Gaussian distribution that captures short-term and long-term time correlations. Unfortunately, historical data is often insufficient to obtain a sample covariance. For instance, if we seek to capture daily and weekly correlations, we can only obtain 52 samples from a full year of data and the sample covariance has a dimension of $24 \times 7 = 168$. Consequently, the covariance matrix does not have full rank. To address this issue, we use the Ledoit-Wolf estimator [29]. We consider the norm of a $p \times p$ matrix to be a scaled version of the Frobenius norm $||A||^2 = \text{Tr}(AA^T)/p$ and the associated inner product to be $\langle A_1, A_2 \rangle = \text{Tr}(A_1A_2^T)/p$. The advantage of dividing the trace by the dimension $p$ is that the norm of the identity matrix is one. Assume that we have $n$ independent and identically distributed (i.i.d.) observations of a $p$-dimensional random variable $X$ with mean 0 and covariance $\Sigma_n$, where $p \gg n$ (in our case $n = 52$ and $p = 168$). Let $X_n$ denote a $p \times n$ matrix of the $n$ realizations of the $x$ vector. Our goal is to find the linear combination $\Sigma_n^* = \rho_1 I_n + \rho_2 S_n$ of the identity matrix $I_n$ and the sample covariance matrix $S_n = X_nX_n^T/n$. Here, $\rho_1, \rho_2 \geq 0$ and we define the expected quadratic loss $E[||\Sigma_n^* - \Sigma_n||^2]$ where $\Sigma_n$ is the true (unobservable) covariance matrix. We also define the following scalar quantities, which play a central role in the analysis: $\mu_n = \langle \Sigma_n, I_n \rangle$, $\alpha_n^2 = ||\Sigma_n - \mu_n I_n||^2$, $\beta_n^2 = E[||S_n - \Sigma_n||^2]$, and $\delta_n^2 = E[||S_n - \mu_n I_n||^2]$. Using these definitions, it can be shown that $E[S_n] = \Sigma_n$ and that $\alpha_n^2 + \beta_n^2 = \delta_n^2$ hold. We obtain the optimal weighted combination $\Sigma_n^* = \rho_1 I_n + \rho_2 S_n$ by solving the quadratic program:

$$\min_{\rho_1, \rho_2} E[||\Sigma_n^* - \Sigma_n||^2] \text{ s.t. } \Sigma_n^* = \rho_1 I_n + \rho_2 S_n.$$  \hspace{1cm} (IV.14)

The solution of this quadratic program gives the optimal weights $\rho_1 = (\beta_n^2/\delta_n^2)\mu_n$ and $\rho_2 = (\alpha_n^2/\delta_n^2)$. The optimal covariance matrix $\Sigma_n$ (obtained by substituting the weights into the constraint of (IV.14)), however, is not a \textit{bona fide} estimator because it requires hindsight knowledge of the scalar functions of the true (but unobservable) covariance $\Sigma_n (\mu_n, \alpha_n^2, \beta_n^2, \text{and } \delta_n^2)$. This problem is addressed by obtaining an alternative estimator for $\Sigma_n^*$. To do this, we note that computing $\Sigma_n^*$ does not require knowledge of the whole matrix $\Sigma_n$ directly, but only of the scalars $\mu_n, \alpha_n^2, \beta_n^2,$ and $\delta_n^2$. We thus define estimators of $\mu_n, \alpha_n^2, \beta_n^2,$ and $\delta_n^2$ that converge to the true ones for large $n$. We define $m_n = \langle S_n, I_n \rangle$, $d_n^2 = ||S_n - m_n I_n||^2$, $\bar{b}_n^2 = \frac{1}{n} \sum_{k=1}^n ||x_k - \mu_k - S_k - m_n I_n||^2$, $b_n^2 = \min(\bar{b}_n^2, d_n^2)$, and $a_n^2 = d_n^2 - \bar{b}_n^2$. It is possible to prove that $E[m_n] = \mu_n$, that $m_n - \mu_n$, $m_n - m_n$, $d_n^2 - \delta_n^2$, $\bar{b}_n^2 - \beta_n^2$, and $b_n^2 - \beta_n^2$, $a_n^2 - \alpha_n^2$ all converge to 0 as $n$ increases. This yields the \textit{bona fide} estimator $\Sigma_n = (b_n^2/a_n^2)m_n I_n + (a_n^2/d_n^2)S_n$.

C. Computational Experiments

We consider a stationary battery that has a capacity 0.5 MWh, rated power of 1 MW, and we assume a ramping limit of 0.5 MW/hr. We use historical data for energy prices and FR prices and signals from PJM. Historical load data from a typical university campus is used. We consider cases with MPC prediction horizon lengths of $N = 24$ (1-day horizon) and $N = 168$ (7-day horizon). The horizon lengths that we consider are short compared to the demand charge period (one month). Consequently, we also consider strategies to estimate the \textit{discounting factor} $\sigma_t$. In the first case we consider a constant factor of $\sigma_t = 1$, which means that no discounting of the long-term demand charge rate is used. In the second case we use a discounting $\sigma_t = M/N$. We perform MPC simulations for a period of one month. Load realizations for this period are generated from one year of historical data using the Ledoit-Wolf covariance estimator. The one-year load (obtained from a large university campus) and the generated realizations are shown in Figure 4. The prediction errors for the realizations and for the mean profile remain in the range of $[-20\%, 10\%]$. This indicates that the proposed scenario generation approach provides reasonable estimates and preserves the correlation structure of the load.

The energy price profile obtained from PJM along with the generated Ledoit-Wolf realizations are shown in Figure 5. We observe that the profile also exhibits strong periodicity. The FR price data obtained from PJM is shown Figure 6a. We observe that, compared to the energy price, the FR price profile exhibits less correlation structure. We have found that the FR price follows a log-normal distribution and has high variance. In this case, we use the empirical log-normal distribution to generate FR price realizations. We note that the significant conservatism is expected with respect to this variable. To generate realizations of the hourly average FR dispatch signal, we note that the signal approximately follows a Gaussian distribution, which indicates that there is small temporal correlation. Figure 7 shows the realizations generated by sampling from the empirical Gaussian.

For the simulation of deterministic MPC, we use the mean (most likely) profiles of the random variables as forecasts. We evaluate the policy in $\mathbb{E} = 1000$ realizations to evaluate the distribution of the monthly cost. In the stochastic MPC
scheme, we solve a two stochastic program containing \( |\Xi| = 50 \) realizations to compute the planning policy and evaluate the policy using the same 1000 realizations. To simulate the perfect information MPC scheme, compute policies over individual realization [28]. All optimization problems in the MPC simulations were implemented in the modeling language JuMP and solved using Gurobi (version 6.5.0).

1) **Total Costs and Peak Demands:** In Figure 8, we compare the distribution of the total costs (negative net profits) for the 1000 realizations evaluated. The tail costs in the deterministic policy are significantly more pronounced, indicating that a larger number of realizations experience high costs. The stochastic MPC scheme mitigates these extreme costs and also has a mean cost shifted towards the left. The cost distribution for perfect information MPC is clearly superior but this approach is not implementable. From Table I we observe that average total costs for all MPC schemes decrease as we increase the prediction horizon. This indicates that extending the horizon is beneficial but using a longer horizon does not seem necessary. We can also see that the costs improve when the demand charge is discounted. This is because an undiscounted demand charge will force the MPC system to operate more conservatively.

2) **FR Commitments and SOC Policies:** The mean of the FR participation levels for the stochastic, deterministic, and perfect information MPC schemes are approximately 720, 740, and 780 kW, respectively. We can thus see that the deterministic policy is slightly more aggressive in allocating FR capacities. This, however, comes at the expense of higher peak demand. This highlights that the stochastic policy can better manage stored energy to protect against high peak demands. The perfect information policy can anticipate demand charges and thus be more aggressive in participating in the FR market. Figure 9 compares the dynamics of the SOC (for
TABLE I: Expected costs for MPC schemes. TC= Total cost, DC=Demand charge, FR=frequency regulation, and E=Energy.

<table>
<thead>
<tr>
<th>Horizon</th>
<th>$\sigma_t$</th>
<th>7-day</th>
<th>1-day</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost Item ($/month)</td>
<td>Perfect Information</td>
<td>Stochastic</td>
<td>Deterministic</td>
</tr>
<tr>
<td>TC</td>
<td>121,798.9</td>
<td>121,794.4</td>
<td>125,022.5</td>
</tr>
<tr>
<td>DC</td>
<td>137,077.0</td>
<td>137,090.5</td>
<td>138,572.9</td>
</tr>
<tr>
<td>FR</td>
<td>-14,812.9</td>
<td>-14,820.8</td>
<td>-13,073.7</td>
</tr>
<tr>
<td>E</td>
<td>-475.1</td>
<td>-475.2</td>
<td>-476.6</td>
</tr>
</tbody>
</table>

TABLE II: Value of stochastic solution (VSS) and value of perfect information (VPI).

<table>
<thead>
<tr>
<th>Horizon</th>
<th>$\sigma_t$</th>
<th>7-day</th>
<th>1-day</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost Item ($/month)</td>
<td>Perfect Information</td>
<td>Stochastic</td>
<td>Deterministic</td>
</tr>
<tr>
<td>TC</td>
<td>121,796.0</td>
<td>122,234.8</td>
<td>125,570.3</td>
</tr>
<tr>
<td>DC</td>
<td>136,983.3</td>
<td>137,537.5</td>
<td>138,427.6</td>
</tr>
<tr>
<td>FR</td>
<td>-14,715.6</td>
<td>-14,827.8</td>
<td>-12,371.3</td>
</tr>
<tr>
<td>E</td>
<td>-471.7</td>
<td>-474.9</td>
<td>-485.9</td>
</tr>
</tbody>
</table>

TABLE III: Value of the battery under different MPC schemes.

<table>
<thead>
<tr>
<th>Expected Total Cost ($/month)</th>
<th>Perfect Information MPC</th>
<th>Stochastic MPC</th>
<th>Deterministic MPC</th>
<th>Value of Stochastic MPC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without Battery</td>
<td>138,224</td>
<td>121,794</td>
<td>124,622</td>
<td>126,230</td>
</tr>
<tr>
<td>With Battery</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Expected Savings ($/month)</td>
<td></td>
<td>16,430</td>
<td>13,602</td>
<td>11,994</td>
</tr>
</tbody>
</table>

3) Expected Costs, Value of the Battery, and Payback:
Table I reports the total cost and its components for all the case studies. We observe a general trend of higher expected total costs with shorter horizon lengths and without discounted factors. Moreover, we observe that stochastic MPC outperforms deterministic MPC. In Table II we see that VSS can reach levels of $1,600 per month while VPI can reach up to $4,700 per month. Both of these quantities are small compared to the total cost (which reaches levels of $120,000 per month).

This is because the load of the university campus (and thus the demand charge) is significantly larger than the battery capacity. As a result, VSS and VPI are not particularly informative metrics on the added value of MPC.

Table III summarizes the results for the value of the battery under different schemes for a 7-day horizon and discounted demand charge. The expected savings obtained by installing the battery and operating it under perfect information (ideal value of the battery) reach $16,430 per month (approximately $197,160 by extrapolating over a year). This reveals that the battery is indeed highly valuable. From Table II we observe that FR revenue reaches levels of $14,000 per month (approximately $168,000 per year). From Table III we observe that stochastic MPC can recover 83% of the ideal value of the battery while deterministic MPC can only recover 73%. Assuming an investment cost of 1.0 M$, the payback period operated under perfect information MPC is 5.0 years, under stochastic MPC is 6.1 years, and under deterministic MPC is 6.94 years. Stochastic MPC achieves a relative improvement in the payback period achieved under deterministic MPC of 12.1%. By comparing the payback period of perfect information MPC and deterministic MPC, we can also conclude that the use of perfect information achieves a relative improvement of 27.9%. We thus see that, by improving the battery management strategy, one can significantly influence its value.

V. CONCLUSIONS AND FUTURE WORK
We present a stochastic MPC framework for evaluating the performance of stationary battery systems that provides FR capacity and mitigates demand charges. We use a Ledoit-Wolf
covariance estimate to generate load and price realizations from limited historical data. Our simulations demonstrate that stochastic MPC can recover 83% of the value of the battery while deterministic MPC can only recover 73% of such value. This indicates that important reductions in the battery payback period can be achieved. Extensions to this work include capturing price and load correlations and high-frequency FR dispatch signals. Such multi-scale implementations will require finer time discretizations and will require alternative algorithms such as stochastic dual dynamic programming.
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