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ABSTRACT
Under primal and dual nondegeneracy conditions, we establish the quadratic convergence of Newton’s method to the unique optimal solution of second-order conic optimization. Only very few approaches have been proposed to remedy the failure of strict complementarity, mostly based on nonsmooth analysis of the optimality conditions. Our local convergence result depends on the optimal partition of the problem, which can be identified from a bounded sequence of interior solutions. We provide a theoretical complexity bound for identifying the quadratic convergence region of Newton’s method from the trajectory of central solutions. By way of experimentation, we illustrate quadratic convergence of Newton’s method on some SOCO problems which fail strict complementarity condition.
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1. Introduction

Second-order conic optimization (SOCO) problems minimize a linear objective function over the intersection of an affine space and Cartesian product of $p$ second-order (Lorentz) cones of dimension $n_i$, i.e.,

$$\mathbb{L}^\mathbf{n} := \mathbb{L}^{n_1} \times \ldots \times \mathbb{L}^{n_p}, \quad \mathbf{n} := \sum_{i=1}^{p} n_i,$$

where

$$\mathbb{L}^{n_i} := \{ x^i := (x^i_1, \ldots, x^i_{n_i})^T \in \mathbb{R}^{n_i} \mid x^i_1 \geq \|x^i_{2:n_i}\| \}, \quad i = 1, \ldots, p. \quad (1)$$
The primal and dual SOCO problems in standard form are represented as

\[(P_{SOCO}) \quad \min \{c^T x \mid Ax = b, \ x \in \mathbb{L}^n_+ \},\]

\[(D_{SOCO}) \quad \max \{b^T y \mid A^T y + s = c, \ s \in \mathbb{L}^n_+ \},\]

where \(b \in \mathbb{R}^m, A := (A_1, \ldots, A_p), x := (x^1; \ldots; x^p), s := (s^1; \ldots; s^p),\) and \(c := (c^1; \ldots; c^p),\) in which \(A_i \in \mathbb{R}^{m \times n_i}, s^i \in \mathbb{R}^{n_i},\) and \(c^i \in \mathbb{R}^{n_i}\) for \(i = 1, \ldots, p.\) Notice that \(x, s,\) and \(c\) are concatenation of the column vectors \(x^i, s^i,\) and \(c^i,\) respectively. A wide range of applications in engineering, control, robust optimization, and combinatorial optimization can be modeled as SOCO problems, see e.g., [2, 21] for the applications of SOCO.

From an algebraic point of view, SOCO can be embedded in a semidefinite optimization (SDO) problem using the following equivalence between a second-order cone and a positive semidefinite cone:

\[L(x^i) := \begin{pmatrix}
    x^i_1 \\
    \frac{x^i_2}{x^i_1} \\
    x^i_{2,n_i}
\end{pmatrix}T \\
\begin{pmatrix}
    x^i_1 \\
    \frac{x^i_2}{x^i_1} \\
    x^i_{2,n_i}
\end{pmatrix} \geq 0 \iff x^i \in \mathbb{L}^n_i \iff (x^i)^TR_ix^i \geq 0, \ x^i_1 \geq 0,
\]

where \(R_i\) is an \(n_i \times n_i\) diagonal matrix given by

\[R_i := \text{diag}(1, -1, \ldots, -1), \quad (2)\]

and \(L(x^i) \succeq 0\) means that the matrix \(L(x^i)\) is positive semidefinite. All this hints that SOCO problems are polynomially solvable using an interior point method (IPM) for SDO. However, a direct implementation of IPMs for SOCO is proven to be more efficient in terms of computational complexity than IPMs applied to the equivalent SDO formulation [27]. The study on IPMs for SOCO problems was pioneered by the work of Nesterov and Nemirovskii [27], see also [28, 29] for the theory of linear conic optimization problems over self-scaled cones. Various search directions of IPMs have been studied for SOCO, see e.g., [1, 5, 25, 26, 37, 38].

Quadratic convergence of a primal-dual IPM for SOCO follows from Theorem 28 in [2] under nondegeneracy and strict complementarity conditions. Under the same conditions, the application of Newton’s method to the AHO system of optimality conditions enjoys a quadratic convergence, when the initial point is sufficiently close to the optimal set, see Corollary 3.2 in [1]. If strict complementarity condition fails, then this local convergence result is no longer maintained. To the best of our knowledge, only very few remedies are available to resolve the issue of strict complementarity for SDO and SOCO. Those mostly are based on nonsmooth analysis of the optimality conditions, see e.g., [9, 17, 20]. In such cases, the complementarity condition is replaced by \(x^i - \Pi_{\mathbb{L}^n_+}(x^i - s^i) = 0\) for \(i = 1, \ldots, p,\) where \(\Pi_{\mathbb{L}^n_+}(.)\) denotes the Euclidean projection on \(\mathbb{L}^n_i.\) Due to non-differentiability of \(\Pi_{\mathbb{L}^n_+}(.)\) at some points, smoothing functions have been proposed to reformulate the complementarity condition. Under primal and dual nondegeneracy conditions, Chan and Sun [11] and Kong [19] established the quadratic convergence of a smoothing Newton’s method to the unique optimal solution of SDO and symmetric conic optimization, respectively. Extending a smoothing function from nonlinear complementarity problems, Chi and Liu [10] proposed a non-interior continuation method for SOCO with superlinear convergence rate in the absence of strict complementarity. See also [11] for another derivation of smoothing function and smoothing
Newton’s method for SOCO with quadratic convergence rate.

In this paper, our goal is to establish quadratic convergence to the unique optimal solution of SOCO using the so called optimal partition of the problem, as introduced by Bonnans and Ramírez [7]. Analogous to e.g., [9, 19], we only assume primal and dual nondegeneracy conditions. However, in contrast to [9, 19], we do not consider the metric projection operator to reformulate the complementarity condition. In our case, quadratic convergence is established only when the solution is sufficiently centered and sufficiently close to the optimal set, which allows for the identification of the optimal partition. The optimal partition can be identified using a sequence of interior solutions which has accumulation points in the relative interior of the optimal set (e.g., interior solutions generated by a feasible primal-dual IPM). See Terlaky and Wang [36] for the identification of the optimal partition for SOCO. Given the optimal partition identified from a sequence of central solutions, we reformulate the SOCO problem as a reduced nonlinear optimization (NLO) problem and then apply Newton’s method to the first-order optimality conditions of the reduced problem. We show that if the primal and dual nondegeneracy conditions hold, then the Jacobian of the equations in KKT system of the reduced NLO problem is nonsingular at the unique globally optimal solution of the NLO problem. As a result, starting from a solution sufficiently close to the optimal set, Newton’s method converges quadratically to the unique optimal solution. We support the theory by some numerical results.

In Section 2, we review the concepts of strict and maximal complementarity, optimal partition, nondegeneracy conditions, and a second-order sufficient condition for SOCO. Furthermore, we reproduce the bounds for the identification of the optimal partition using an error bound result for linear conic systems. Section 3 presents the main result of this paper: we establish the quadratic convergence of Newton’s method to the unique optimal solution of SOCO. Furthermore, we provide a theoretical complexity bound for the identification of the quadratic convergence region of Newton’s method, which is dependent on some condition numbers of the problem. In Section 4, we derive our complexity bound for the case when the strict complementarity condition holds. In Section 5, we conduct numerical experiments to demonstrate quadratic convergence of Newton’s method on some instances of SOCO problems. Finally, our conclusions and ideas for future research are presented in Section 6.

Throughout this paper, int(.), ri(.), and bd(.) stand for the interior, the relative interior, and the boundary of a convex set, respectively, and the orthogonal complement of a linear subspace \( A \) is denoted by \( A^\perp \). Moreover, \( \text{Ker}(.) \) and \( \mathcal{R}(.) \) denote the null space and the range space of a matrix. An arbitrary optimal solution is denoted by \((\bar{x}; \bar{y}; \bar{s})\), and a maximally complementary optimal solution is indicated by \((x^*; y^*; s^*)\). An open ball of radius \( r \) is denoted by \( B(., r) \). For any \( I \subseteq \{1, \ldots, p\} \) and an arbitrary matrix \( A_I \), \( |I| \) denotes the cardinality of \( I \), and \( A_I \) represents the corresponding subset of the columns of \( A \). Furthermore, letting \( N_i \) be an \( m \times n_i \) matrix for \( i \in I \), \((N_i)_{i\in I}\) is an \( m \times \sum_{i\in I} n_i \) matrix formed by \( N_i \) for \( i \in I \) put side by side. Finally, \( \sigma_{\min}(.) \) stands for the minimum singular value of a matrix, and \( \| . \| \) denotes the \( l_2 \) norm and the induced 2-norm (spectral norm) for the vectors and matrices, respectively.

Note that a critical direction associated with (D_{SOCO}) and the reduced NLO problem is always denoted by \( h \). The reader should understand from the context to which problem the critical direction \( h \) belongs to. Moreover, we define and use the auxiliary vectors \( \xi \) and \( \eta \) occasionally to prove the linear independence of rows and columns of a matrix.
2. Preliminaries

The following assumptions are made throughout this paper:

**Assumption 1.** The coefficient matrix $A$ has full row rank.

**Assumption 2.** The interior point condition holds, i.e., there exists a feasible solution $(x; y; s)$ such that for all $i = 1, \ldots, p$ we have $x^i, s^i \in \text{int}(L^n_i)$, where

$$
\text{int}(L^n_i) := \{ x^i \in \mathbb{R}^{n_i} \mid x_1^i > \|x_{2:n_i}^i\| \}, \quad i = 1, \ldots, p.
$$

As a result, at optimality the duality gap is zero, and the optimal value of $(\text{P}_{\text{SOCO}})$ as well as that of $(\text{D}_{\text{SOCO}})$ is attained, see Theorem 2.4.1 in [6]. Since strong duality holds, the optimal set for $(\text{P}_{\text{SOCO}})$ and $(\text{D}_{\text{SOCO}})$ can be represented as

$$
Ax = b, \quad x \in L^n_+, \\
A^T y + s = c, \quad s \in L^n_+,
$$

in which $x \circ s = 0$ denotes the complementarity condition, where $x \circ s := (x^1 \circ s^1; \ldots; x^p \circ s^p)$, and the bilinear map

$$
x^i \circ s^i := \left( \begin{array}{c}
(x^i)^T s^i \\
x_1^i s^i_{2:n_i} + s_1^i x_{2:n_i}^i
\end{array} \right), \quad i = 1, \ldots, p,
$$

is called the Jordan product. The Jordan product $x^i \circ s^i$ can also be given by

$$
x^i \circ s^i = L(x^i)s^i.
$$

Any solution $(x; y; s)$ satisfying $x \circ s = 0$ is called complementary. Let $\mathcal{P}^*$ and $\mathcal{D}^*$ denote the primal and dual optimal sets, respectively. The interior point condition implies that the optimal set $\mathcal{P}^* \times \mathcal{D}^*$ is nonempty and compact, see e.g., Lemma 2 in [7].

Let $(x^*; y^*; s^*) \in \mathcal{P}^* \times \mathcal{D}^*$. Then $(x^*; y^*; s^*)$ is called strictly complementary if $x^* + s^* \in \text{int}(L^n_+)$. An optimal solution $(x^*; y^*; s^*)$ is called maximally complementary if $x^* \in \text{ri}(\mathcal{P}^*)$ and $(y^*; s^*) \in \text{ri}(\mathcal{D}^*)$. Under the interior point condition, a maximally complementary optimal solution always exists for SOCO, but a strictly complementary optimal solution may not exist.

2.1. Identification of the optimal partition

The notion of the optimal partition of LO can be extended to SOCO. Even though a SOCO problem can be embedded in SDO, the optimal partition in SOCO is more nuanced when it is defined and analyzed directly in the SOCO setting. In SOCO, the index set $\{1, \ldots, p\}$ of the second-order cones is partitioned into four subsets $B, N, R,$
We also define Terlaky and Wang [36] defined two condition numbers, see [27] or Corollary 3.5 in [36].

\begin{align*}
\mathcal{B} := \{ i \mid \bar{\bar{x}}^i_1 > \|\bar{\bar{x}}^i_{2:n}\|, \text{ for some } \bar{x} \in \mathcal{P}^* \}, \\
\mathcal{N} := \{ i \mid \bar{s}^i_1 > \|\bar{s}^i_{2:n}\|, \text{ for some } \bar{s} \in \mathcal{D}^* \}, \\
\mathcal{R} := \{ i \mid \bar{x}^i_1 = \|\bar{x}^i_{2:n}\| > 0, \quad \bar{s}^i_1 = \|\bar{s}^i_{2:n}\| > 0, \quad \text{ for some } (\bar{x};\bar{s}) \in \mathcal{P}^* \times \mathcal{D}^* \}, \\
\mathcal{T}_1 := \{ i \mid \bar{x}^i = \bar{s}^i = 0, \quad \text{ for all } (\bar{x};\bar{s}) \in \mathcal{P}^* \times \mathcal{D}^* \}, \\
\mathcal{T}_2 := \{ i \mid \bar{s}^i = 0, \quad \text{ for all } (\bar{y};\bar{s}) \in \mathcal{D}^* \}, \\
\mathcal{T}_3 := \{ i \mid \bar{x}^i = 0, \quad \text{ for all } \bar{x} \in \mathcal{P}^* \},
\end{align*}

The convexity of the optimal set implies that \( \mathcal{B}, \mathcal{N}, \mathcal{R}, \) and \( \mathcal{T} \) are mutually disjoint and their union is the index set \( \{1,\ldots,p\} \). Therefore, it follows from the complementarity condition that for all \( (\bar{x};\bar{y};\bar{s}) \in \mathcal{P}^* \times \mathcal{D}^* \), \( \bar{x}^i = 0 \) for all \( i \in \mathcal{N} \), and \( \bar{s}^i = 0 \) for all \( i \in \mathcal{B} \), see e.g., [36]. An optimal solution \( (x^*;y^*;s^*) \) is maximally complementary if \( (x^*)^t \in \text{int}(\mathcal{L}^n_+) \) for all \( i \in \mathcal{B} \), \( (s^*)^t \in \text{int}(\mathcal{L}^n_+) \) for all \( i \in \mathcal{N} \), and \( (x^*)^t, (s^*)^t \neq 0 \) for all \( i \in \mathcal{R} \), see Definition 5 in [7]. Further, a strictly complementary optimal solution \( (x^*;y^*;s^*) \) exists if \( \mathcal{T} = \emptyset \).

Let \( e_i := (1;0) \) denote the unit vector for the \( i \)th second-order cone, and \( e := (e_1;\ldots;e_p) \). Then, for \( \mu > 0 \), the central path is defined as the solution set of

\begin{align}
Ax &= b, \quad x \in \text{int}(\mathcal{L}^n_+), \\
A^ty + s &= c, \quad s \in \text{int}(\mathcal{L}^n_+), \\
x \circ s &= \mu e. \tag{5}
\end{align}

By Assumptions 1 and 2, for all \( \mu > 0 \) system \( \mathcal{P} \) has a unique solution \( (x(\mu);y(\mu);s(\mu)) \), the so called central solution, where \( x(\mu), s(\mu) \in \text{int}(\mathcal{L}^n_+) \). For \( \mu > 0 \) the set of central solutions forms a smooth analytical curve which converges to a maximally complementary optimal solution, see [27] or Corollary 3.5 in [36].

To identify the optimal partition from a central solution, some proximity measures are needed to evaluate the magnitude of the solutions on the central path. Toward this end, Terlaky and Wang [36] defined two condition numbers, \( \sigma_1 \) and \( \sigma_2 \), as

\begin{align}
\sigma_\mathcal{B} &:= \min_{i \in \mathcal{B}} \max_{x \in \mathcal{P}^*} \{ \bar{x}^i_1 - \|\bar{x}^i_{2:n}\| \}, \\
\sigma_\mathcal{N} &:= \min_{i \in \mathcal{N}} \max_{(\bar{y};\bar{s}) \in \mathcal{D}^*} \{ \bar{s}^i_1 - \|\bar{s}^i_{2:n}\| \}, \\
\sigma_1 &:= \min \{ \sigma_\mathcal{B}, \sigma_\mathcal{N} \}, \\
\sigma_2 &:= \min_{i \in \mathcal{R}} \max_{(\bar{x};\bar{y};\bar{s}) \in \mathcal{P}^* \times \mathcal{D}^*} \{ \bar{x}^i_1 + \bar{s}^i_1 - \|\bar{x}^i_{2:n} + \bar{s}^i_{2:n}\| \}, \tag{6}
\end{align}

We also define

\begin{align}
\sigma_3 &:= \max_{(\bar{x};\bar{y};\bar{s}) \in \mathcal{P}^* \times \mathcal{D}^*} \{ \|\bar{x};\bar{y};\bar{s}\| \}. \tag{7}
\end{align}

Note that the interior point condition implies that the condition numbers \( \sigma_1, \sigma_2, \) and \( \sigma_3 \) are finite positive values, see Lemma 3.3 in [36].

Theorem 2.3 presents the magnitude of the solutions on the central path for \( \mathcal{B}, \mathcal{N}, \) and \( \mathcal{R} \), as given in Theorem 3.4 in [36]. For \( \mathcal{T} \) we reproduce the bounds using the error
bound result for a linear conic system defined as

\[
\begin{cases}
x \in \bar{b} + \mathcal{A}, \\
x \in \mathcal{L}^n_+,
\end{cases}
\]

where $\mathcal{A}$ is a linear subspace of $\mathbb{R}^n$ and $\bar{b} \in \mathbb{R}^n$. The following Hölderian error bound is well-known from Theorem 7.4.2 in [22].

**Lemma 2.1.** Let $x(\zeta)$ with $0 < \zeta \leq 1$ be a bounded set of solutions so that for all $0 < \zeta \leq 1$ we have

\[
\text{dist} \left(x(\zeta), \bar{A}\right) \leq \zeta, \quad x_i^1(\zeta) - \|x_i^2(\zeta)\| \geq -\zeta, \quad i = 1, \ldots, p,
\]

where $\bar{A}$ is the minimal linear subspace which contains $\bar{b} + \mathcal{A}$, and

\[
\text{dist} \left(x(\zeta), \bar{A}\right) := \min \{ \|\psi - x(\zeta)\| \mid \psi \in \bar{A} \}
\]

denotes the distance of $x(\zeta)$ from the subspace $\bar{A}$. Then there exist a positive condition number $\kappa'$ independent of $\zeta$ and a positive exponent $\gamma'$ so that

\[
\text{dist} \left(x(\zeta), (\bar{b} + \mathcal{A}) \cap \mathcal{L}^n_+ \right) \leq \kappa' \zeta^{\gamma'},
\]

where $\gamma' := 2^{-d(A, \mathcal{L}^n_+)}$ and $d(A, \mathcal{L}^n_+)$ denotes the degree of singularity\(^1\) of the subspace $\bar{A}$.

We use Lemma 2.1 to specify an upper bound on the distance of a central solution to the optimal set. To do so, let $(\hat{x}; \hat{y}; \hat{s})$ be a primal-dual optimal solution of $(P_{SOCO})$ and $(D_{SOCO})$. Note that the primal and dual optimal sets can be equivalently written as the following linear conic systems

\[
\begin{cases}
x \in \hat{x} + \text{Ker}(A), \\
\hat{s}^T x = 0, \\
x \in \mathcal{L}^n_+,
\end{cases} \quad \begin{cases}
s \in \hat{s} + \mathcal{R}(A^T), \\
\hat{x}^T s = 0, \\
s \in \mathcal{L}^n_+,
\end{cases}
\]

(9)

see also Section 4 in [35]. In this case, the linear subspace $\bar{A}(\mathcal{P}^*)$, which contains $\mathcal{P}^*$, is defined as

\[
\bar{A}(\mathcal{P}^*) := (\text{Ker}(A) \cap (\mathbb{R}\hat{s})^\perp) + \mathbb{R}\hat{x},
\]

where $\mathbb{R}\hat{x}$ and $\mathbb{R}\hat{s}$ denote the line generated by $\hat{x}$ and $\hat{s}$, respectively. Analogously, the linear subspace $\bar{A}(\mathcal{D}^*)$, which is the orthogonal complement of $\bar{A}(\mathcal{P}^*)$, is defined as

\[
\bar{A}(\mathcal{D}^*) := (\mathcal{R}(A^T) \cap (\mathbb{R}\hat{x})^\perp) + \mathbb{R}\hat{s}.
\]

From the orthogonality of $(x(\mu) - \hat{x})$ and $(s(\mu) - \hat{s})$ we have

\[
\hat{x}^T s(\mu) + \hat{s}^T x(\mu) = p\mu,
\]

\(^1\)The degree of singularity [35] is defined as the number of facial reduction steps to get the minimal face of the second-order cone $\mathcal{L}^n_+$ which contains $\bar{b} + \mathcal{A}$. 6
which implies $0 \leq \hat{s}^T x(\mu) \leq p\mu$ and $0 \leq \hat{x}^T s(\mu) \leq p\mu$. Then the application of the Hoffman error bound [16] gives
\[
\text{dist} \left( x(\mu), \tilde{A}(P^*) \right) \leq \text{dist} \left( x(\mu), \{ x \in \hat{x} + \text{Ker}(A) \mid \hat{s}^T x = 0 \} \right)
\]
\[
= \text{dist} \left( x(\mu), \{ x \mid Ax = b, \hat{s}^T x = 0 \} \right)
\]
\[
\leq \theta_1 \left( \|Ax(\mu) - b\| + \hat{s}^T x(\mu) \right) = \theta_1 s^T x(\mu) \leq \theta_1 p\mu,
\]
where $\theta_1 > 0$ denotes the Hoffman condition number. Analogously, we derive
\[
\text{dist} \left( s(\mu), \tilde{A}(D^*) \right) \leq \text{dist} \left( s(\mu), \{ s \in \hat{s} + \mathcal{R}(A^T) \mid \hat{x}^T s = 0 \} \right) \leq \theta_2 p\mu,
\]
where $\theta_2 > 0$ is the Hoffman condition number. Note that the condition numbers $\theta_1$ and $\theta_2$ depend on $A$ and $\hat{s}$, and $A$ and $\hat{x}$, respectively.

**Lemma 2.2.** Let $(x(\mu); y(\mu); s(\mu))$ be a central solution with
\[
\mu \leq \hat{\mu} := \frac{1}{p} \min \{ \theta_1^{-1}, \theta_2^{-1} \}.
\]

Then there exist $(x_\mu; y_\mu; s_\mu) \in P^* \times D^*$, a positive condition number $\kappa$ independent of $\mu$, and $\gamma > 0$ so that
\[
\|x(\mu) - x_\mu\| \leq \kappa(p\mu)^\gamma,
\]
\[
\|y(\mu) - y_\mu\| \leq \kappa(p\mu)^\gamma,
\]
\[
\|s(\mu) - s_\mu\| \leq \kappa(p\mu)^\gamma.
\]

**Proof.** Conditions [5] hold if $\mu \leq \hat{\mu}$. Moreover, Assumptions [1] and [2] imply that the set
\[
\{ (x(\mu); y(\mu); s(\mu)) \mid 0 < \mu \leq \hat{\mu} \}
\]
is contained in a compact set, see Lemma 3.2 in [12]. Therefore, the result of Lemma 2.1 is applicable to the linear conic systems in [12]. Furthermore, the compactness of $P^*$ and $D^*$ implies the existence of $(x_\mu; y_\mu; s_\mu) \in P^* \times D^*$ so that
\[
\|x(\mu) - x_\mu\| \leq \kappa_1(p\mu)^\gamma_1, \quad \|s(\mu) - s_\mu\| \leq \kappa_2(p\mu)^\gamma_2,
\]
where $\gamma_1 := 2^{-d(\tilde{A}(P^*), \mathcal{L}^+)}$ and $\gamma_2 := 2^{-d(\tilde{A}(D^*), \mathcal{L}^+)}$. Since the rows of $A$ are assumed to be linearly independent, system $A^T(y(\mu) - y_\mu) = s(\mu) - s_\mu$ has a unique solution. Therefore, using Lemma 2.1 again, we get
\[
\|y(\mu) - y_\mu\| \leq \|(A^T)^\dagger\|\|s(\mu) - s_\mu\| \leq \kappa_3(p\mu)^\gamma_2,
\]
where $(A^T)^\dagger := (AA^T)^{-1}A$ stands for the pseudo-inverse of $A^T$. Then, taking $\kappa := \max\{\kappa_1, \kappa_2, \kappa_3\}$ and $\gamma := \min\{\gamma_1, \gamma_2\}$, we get the results as desired. \qed

Now, the bounds on the magnitude of the central solutions are summarized in Theorem 2.3.
Theorem 2.3. Let \((x(\mu); y(\mu); s(\mu))\) be a central solution such that \(\mu \leq \hat{\mu}\), where \(\hat{\mu}\) is defined in \([10]\). Then we have

\[
\begin{align*}
&x^i_1(\mu) \geq x^i_1(\mu) - \|x^i_{2,n}(\mu)\| > \frac{\sigma_1}{2p}, \quad \text{and} \quad s^i_1(\mu) \leq \frac{\mu}{\sigma_1}, \quad \forall i \in \mathcal{B}, \\
&s^i_1(\mu) \geq s^i_1(\mu) - \|s^i_{2,n}(\mu)\| > \frac{\sigma_1}{2p}, \quad \text{and} \quad x^i_1(\mu) \leq \frac{\mu}{\sigma_1}, \quad \forall i \in \mathcal{N}, \\
&x^i_1(\mu) > \frac{\sigma_2}{4p}, \quad \text{and} \quad s^i_1(\mu) > \frac{\sigma_2}{4p}, \quad \forall i \in \mathcal{R}, \\
&(x^i_1(\mu) - \|x^i_{2,n}(\mu)\|) + (s^i_1(\mu) - \|s^i_{2,n}(\mu)\|) \leq \frac{2\mu}{\sigma_2}, \quad \forall i \in \mathcal{R}, \\
x^i_1(\mu) + s^i_1(\mu) - \|x^i_{2,n}(\mu) + s^i_{2,n}(\mu)\| > \frac{\sigma_1}{2p}, \quad \forall i \in \mathcal{B} \cup \mathcal{N}, \\
x^i_1(\mu) + s^i_1(\mu) - \|x^i_{2,n}(\mu) + s^i_{2,n}(\mu)\| > \frac{\sigma_2}{2p}, \quad \forall i \in \mathcal{R}, \\
\frac{\mu}{2\kappa(p\mu)\gamma} \leq x^i_1(\mu) - \|x^i_{2,n}(\mu)\| \leq x^i_1(\mu) \leq \kappa(p\mu)^{\gamma}, \quad \forall i \in \mathcal{T}_1, \\
\frac{\mu}{2\kappa(p\mu)\gamma} \leq s^i_1(\mu) - \|s^i_{2,n}(\mu)\| \leq s^i_1(\mu) \leq \kappa(p\mu)^{\gamma}, \quad \forall i \in \mathcal{T}_1, \\
\frac{\mu}{2\kappa(p\mu)\gamma} \leq x^i_1(\mu) - \|x^i_{2,n}(\mu)\| \leq \sqrt{2\kappa(p\mu)^{\gamma}}, \quad \forall i \in \mathcal{T}_2, \\
\frac{\mu}{2\sqrt{2\kappa(p\mu)^{\gamma}}} \leq s^i_1(\mu) \leq \kappa(p\mu)^{\gamma}, \quad \forall i \in \mathcal{T}_2, \\
\frac{\mu}{2\kappa(p\mu)\gamma} \leq x^i_1(\mu) - \|x^i_{2,n}(\mu)\| \leq \sqrt{2\kappa(p\mu)^{\gamma}}, \quad \forall i \in \mathcal{T}_3, \\
\frac{\mu}{2\sqrt{2\kappa(p\mu)^{\gamma}}} \leq s^i_1(\mu) \leq \kappa(p\mu)^{\gamma}, \quad \forall i \in \mathcal{T}_3, \\
\frac{\mu}{2\kappa(p\mu)\gamma} \leq x^i_1(\mu) + s^i_1(\mu) - \|x^i_{2,n}(\mu) + s^i_{2,n}(\mu)\| \leq 4\kappa(p\mu)^{\gamma}, \quad \forall i \in \mathcal{T},
\end{align*}
\]

where \(\kappa\) and \(\gamma\) are defined in Lemma 2.2.

Proof. The sketch of the proof for the subsets \(\mathcal{B}, \mathcal{N}\), and \(\mathcal{R}\) is similar to Theorem 3.4 in \([10]\). Let \(i \in \mathcal{T}\) denote a block \((x^i(\mu); y^i(\mu); s^i(\mu))\) of the central solution with \(\mu \leq \hat{\mu}\). From (10) and the central path equation \(x^i(\mu) \circ s^i(\mu) = \mu e_i\) we get

\[
s^i(\mu) = \frac{\mu(x^i_1(\mu) - x^i_{2,n}(\mu))}{(x^i_1(\mu))^2 - \|x^i_{2,n}(\mu)\|^2}.
\]

Therefore, from \(x^i_1(\mu) > \|x^i_{2,n}(\mu)\|\) we have

\[
s^i_1(\mu) = \frac{\mu x^i_1(\mu)}{(x^i_1(\mu))^2 - \|x^i_{2,n}(\mu)\|^2} \geq \frac{\mu x^i_1(\mu)}{2(x^i_1(\mu) - \|x^i_{2,n}(\mu)\|)}.
\]
Analogously, we can derive
\[ x_1^i(\mu) \geq \frac{\mu}{2(s_1^i(\mu) - \|s_{2,n}^i(\mu)\|)}. \tag{13} \]

- \( i \in \mathcal{T}_1 \): In this case, we have \( \tilde{x}^i = \tilde{s}^i = 0 \) for all \((\tilde{x}; \tilde{y}; \tilde{s}) \in \mathcal{P}^* \times \mathcal{D}^*\), and thus the bounds in (11) reduce to
\[ \|x^i(\mu)\| \leq \kappa(p\mu)^\gamma, \quad \|s^i(\mu)\| \leq \kappa(p\mu)^\gamma. \tag{14} \]
Consequently, it can be deducted from (12) and (14) that
\[ x_1^i(\mu) - \|s_{2,n}^i(\mu)\| \leq x_1^i(\mu) \leq \|x^i(\mu)\| \leq \kappa(p\mu)^\gamma. \]
In a similar manner, using (13) we can show that
\[ \frac{\mu}{2\kappa(p\mu)^\gamma} \leq s_1^i(\mu) - \|s_{2,n}^i(\mu)\| \leq s_1^i(\mu) \leq \kappa(p\mu)^\gamma, \]
which completes the first part of the proof.

- \( i \in \mathcal{T}_2 \): In this case, the bound in (11) reduces to \( \|s^i(\mu)\| \leq \kappa(p\mu)^\gamma \). Thus, we can conclude from (12) that
\[ x_1^i(\mu) - \|s_{2,n}^i(\mu)\| \leq x_1^i(\mu) \leq \|x^i(\mu)\| \leq \kappa(p\mu)^\gamma. \]
Furthermore, it follows from \( (x_{\mu})_1 = \|(x_{\mu})_{2,n}^i\| \) that
\[ x_1^i(\mu) - \|s_{2,n}^i(\mu)\| = (x_1^i(\mu) - (x_{\mu})_1^i) + \|((x_{\mu})_{2,n}^i) - \|s_{2,n}^i(\mu)\|\|
\leq |x_1^i(\mu) - (x_{\mu})_1^i| + \|(x_{\mu})_{2,n} - x_{2,n}^i(\mu)\|
\leq \sqrt{2}\|x^i(\mu) - x^i(\mu)\| \leq \sqrt{2}\kappa(p\mu)^\gamma. \tag{15} \]
Therefore, using (12) and (15) we get
\[ \kappa(p\mu)^\gamma \geq s_1^i(\mu) \geq \frac{\mu}{2(s_1^i(\mu\|s_{2,n}^i(\mu)\|\})} \geq \frac{\mu}{2\sqrt{2}\kappa(p\mu)^\gamma}, \]
which completes the proof for the second part.

- \( i \in \mathcal{T}_3 \): It immediately follows after reversing the roles of \( x^i(\mu) \) and \( s^i(\mu) \).

The rest of the theorem follows by applying the results from the previous parts as in Theorem 3.8 in [36]. \[\square\]

From the bounds of Theorem 2.3 one can observe that a complete separation of the
variables to the partition $B, N, R$ and $T$ can be made if
\[
\frac{p\mu}{\sigma_1} < \min\left\{\frac{\sigma_1 \sigma_2}{2p}, \frac{\sigma_2}{4p}\right\}, \quad \max\left\{\frac{p\mu}{\sigma_1}, \frac{2p\mu}{\sigma_2}\right\} < \frac{\sigma_1}{2p}, \quad 4\kappa(p\mu)^{\gamma} < \min\left\{\frac{\sigma_1}{2p}, \frac{\sigma_2}{4p}\right\},
\]
which can be simplified to
\[
\mu < \tilde{\mu} := \min\left\{\frac{\sigma_1^2}{2p^2}, \frac{\sigma_1 \sigma_2}{4p^2}, \frac{1}{p} \left(\frac{1}{4\kappa} \min\left\{\frac{\sigma_1}{2p}, \frac{\sigma_2}{4p}\right\}\right)^{\gamma}, \tilde{\mu}\right\}.
\] (16)

However, we do not have enough information for a further separation of $T$ into $T_1$, $T_2$, and $T_3$. To that end, we need positive lower bounds for $x^1(\mu)$ and $s^1(\mu)$ in $T_2$ and $T_3$, respectively, which cannot be directly obtained from Theorem 2.3. Nevertheless, we assume in the convergence analysis of Section 3 that $\mu < \tilde{\mu}$ is small enough for a complete identification of $(T_1, T_2, T_3)$.

### 2.2. Primal and dual nondegeneracy conditions in SOCO

The primal and dual nondegeneracy conditions for a feasible solution of SOCO are presented in [2, 5]. Let $\tan(x^i, L^n_{x^i})$ be the tangent space to $L^n_{x^i}$ at $x^i$, see [2] for the definition of tangent space. Then a primal feasible solution $x$ is called nondegenerate if
\[
\tan(x^1, L^n_{x^1}) \times \ldots \times \tan(x^p, L^n_{x^p}) + \text{Ker}(A) = \mathbb{R}^n.
\]
A dual feasible solution $(y; s)$ is called nondegenerate if
\[
\tan(s^1, L^n_{s^1}) \times \ldots \times \tan(s^p, L^n_{s^p}) + \mathcal{R}(A^T) = \mathbb{R}^n.
\]
The existence of a primal (dual) nondegenerate optimal solution implies the uniqueness of the dual (primal) optimal solution. If the strict complementarity condition holds, then the converse is true as well, see Theorem 22 in [2].

Since we assume both the primal and dual nondegeneracy almost everywhere in this paper, using the optimal partition we characterize the primal and dual nondegeneracy conditions for the unique optimal solutions of (P_{SOCO}) and (D_{SOCO}). To that end, the matrix of the eigenvectors of $L(x^i)$ is denoted by $Q_i := (\sqrt{2}q_1^i, \sqrt{2}q_2^i, \tilde{Q}_i)$, where
\[
q_1^i := \frac{1}{2}\left(1; \frac{-x^i_{2,n}}{\|x^i_{2,n}\|}\right), \quad q_2^i := \frac{1}{2}\left(1; \frac{x^i_{2,n}}{\|x^i_{2,n}\|}\right),
\]
and $\tilde{Q}_i \in \mathbb{R}^{(n \times n - 2)}$ is a matrix with orthogonal columns. The eigenvectors of $L((x^*)^i)$ are indicated by superscript $\ast$.

**Theorem 2.4** (Theorems 20 and 21 in [2]). Let $(x^*; y^*; s^*)$ be the unique optimal solution of (P_{SOCO}) and (D_{SOCO}). Then $x^*$ is primal nondegenerate iff the matrix
\[
((A, \tilde{Q}_i^t)_{i \in RU{T_Z}, A_B})
\] (17)
has full row rank, where \( \tilde{Q}_i := (\sqrt{2}(q^*)_i^T, \tilde{Q}_i^*) \). Furthermore, \((y^*; s^*)\) is dual nondegenerate iff the matrix
\[
\left( (A_iR_i(s^*)^i)_{i \in \mathcal{R} \cup \mathcal{T}_3}, \; A_{B \cup \mathcal{T}_1 \cup \mathcal{T}_2} \right)
\]
has full column rank, where \( R_i \) is defined in \([2]\).

For the sake of convenience, given the unique optimal solution \((x^*; y^*; s^*)\), the primal nondegeneracy of \( x^* \) and the dual nondegeneracy of \((y^*; s^*)\) are simply called the primal and dual nondegeneracy conditions, respectively.

### 2.3. Second-order sufficient condition for SOCO

We highlight the connection between the second-order sufficient condition of Bonnans and Ramírez \([7]\) and the primal nondegeneracy condition. In Section 3, we use the second-order sufficient condition to show the nonsingularity of the Jacobian of the equations in the KKT conditions for a reduced NLO problem.

Let \( h \in \mathbb{R}^m \), and assume that \( \mathcal{R} \) is nonempty so that there exists \((\tilde{y}; \tilde{s}) \in \mathcal{D}^* \) with \( \tilde{s}^i \in \text{bd}(\mathbb{L}^n_{+}) \setminus \{0\} \) for some \( i \in \mathcal{R} \). Then the specialization of the second-order sufficient condition for \((\mathcal{D}_{SOCO})\), where the objective is to minimize \(-b^Ty\), is given by
\[
\sup_{\tilde{x} \in \mathbb{R}^n} h^T H(\tilde{y}, \tilde{x}) h > 0, \quad \forall h \in C(\tilde{y}) \setminus \{0\},
\]
where
\[
H(\tilde{y}, \tilde{x}) := \sum_{i=1}^p H^i(\tilde{y}, \tilde{x}),
\]
\[
H^i(\tilde{y}, \tilde{x}) := \begin{cases}
-\frac{x_i^1}{s_i^1} A_i R_i A_i^T, & s^i \in \text{bd}(\mathbb{L}^n_{+}) \setminus \{0\}, \\
0_{m \times m}, & \text{otherwise},
\end{cases}
\]
and \( C(\tilde{y}) \) is the cone of critical directions for \((\mathcal{D}_{SOCO})\) which is defined as follows
\[
\begin{align*}
\{ h \in \mathbb{R}^m, \\
-A_i^T h \in \mathbb{L}^n_{+}, \\
-A_i^T h \in \{ d \mid d_{2m_i} - d_1 s_i^1 \leq 0 \}, \\
A_i^T h = 0, \\
(\tilde{x}_i^1) A_i^T h = 0, \\
-A_i^T h \in \mathbb{R}_+ (\tilde{x}_i^1; -\tilde{x}_i^1),
\end{align*}
\]
\[
\tilde{x}_i^1, \tilde{s}_i^1 = 0, \\
\tilde{x}_i^1 = 0, \tilde{s}_i^1 \in \text{bd}(\mathbb{L}^n_{+}) \setminus \{0\}, \\
\tilde{x}_i^1 \in \text{int}(\mathbb{L}^n_{+}), \\
\tilde{x}_i^1 \in \text{bd}(\mathbb{L}^n_{+}) \setminus \{0\}, \tilde{s}_i^1 = 0.
\]

Then, by \( \tilde{x}_i^1 = 0 \) for \( i \in \mathcal{T}_3 \), we have
\[
h^T H(\tilde{y}, \tilde{x}) h = \sum_{i \in \mathcal{R}} -\frac{x_i^1}{s_i^1} h^T A_i R_i A_i^T h.
\]

The connection between the primal nondegeneracy condition and the second-order sufficient condition \([19]\) is stated in the following lemma.
Lemma 2.5 (Proposition 3.2 in [21]). Let $\mathcal{R} \neq \emptyset$ and $(x^*; y^*; s^*)$ be the unique optimal solution of (P_{SOCO}) and (D_{SOCO}). Then, under the primal nondegeneracy condition, the second-order sufficient condition [19] holds at $(y^*; s^*)$.

It follows from the definition, see e.g., (3.109) in [8], that $h^T H(\tilde{y}, \tilde{x}) h \geq 0$ for all $(\tilde{x}; \tilde{y}; \tilde{s}) \in P^* \times D^*$ and $h \in \mathcal{C}(\tilde{y})$. We can also observe from the proof of Lemma 2.5 that under the primal nondegeneracy condition we have $h^T A_i R_i A_i^T h < 0$ for some $i \in \mathcal{R}$. More precisely, notice from $(x^*)^T A_i^T h = 0$ that $A_i^T h \notin \text{int}(\mathbb{L}^+_n)$ and $-A_i^T h \notin \text{int}(\mathbb{L}^+_n)$ for every $h \in \mathcal{C}(y^*) \setminus \{0\}$. Then from the characterization of the primal nondegeneracy condition in Theorem 2.4 we have that

$$
\begin{align*}
A_i^T \eta &= 0, \quad i \in \mathcal{B}, \\
((x^*)^T A_i^T \eta &= 0, \quad i \in \mathcal{R} \cup \mathcal{T}_2, \\
(\hat{Q}_i^*)^T A_i^T \eta &= 0, \quad i \in \mathcal{R} \cup \mathcal{T}_2
\end{align*}
$$

has only a trivial solution $\eta = 0$, where $\hat{Q}_i^*$ is defined in [17], and $\eta \in \mathbb{R}^m$. From [20] we can observe that a critical direction $h \in \mathcal{C}(y^*) \setminus \{0\}$ satisfies

$$
\begin{align*}
A_i^T h &= 0, \quad i \in \mathcal{B}, \\
((x^*)^T A_i^T h &= 0, \quad i \in \mathcal{R} \cup \mathcal{T}_2, \\
(\hat{Q}_i^*)^T A_i^T h &= 0, \quad i \in \mathcal{T}_2,
\end{align*}
$$

where the last two equalities hold, because $-A_i^T h = \rho R_i (x^*)^i$ for some $\rho \geq 0$, and the columns of $\hat{Q}_i^*$ are orthogonal to both $(x^*)^i$ and $R_i (x^*)^i$ for $i \in \mathcal{T}_2$. Therefore, we have $(\hat{Q}_i^*)^T A_i^T h \neq 0$ for some $i \in \mathcal{R}$, since otherwise we would get a nontrivial solution $\eta$ for (21). Consequently, from $(\hat{Q}_i^*)^T A_i^T h \neq 0$ and $((x^*)^T A_i^T h = 0$ it can be deduced that $A_i^T h \notin \mathbb{L}^+_n$ and $-A_i^T h \notin \mathbb{L}^+_n$ for all $h \in \mathcal{C}(y^*) \setminus \{0\}$.

Example 2.6. Consider the following SOCO problem from [2]:

$$
\begin{align*}
\min \quad & -x_2^1 \\
\text{s.t.} \quad & x_1^1 = 1, \\
& 2x_2^1 + x_3^1 - x_2^2 = 0, \\
& 2x_3^1 - x_3^2 = 0, \\
& x_1^2 = 2, \\
& x_1^1 \geq \sqrt{(x_1^2)^2 + (x_2^2)^2}, \\
& x_1^2 \geq \sqrt{(x_2^2)^2 + (x_3^2)^2}.
\end{align*}
$$

The SOCO problem [22] satisfies the interior point condition, and it has the unique primal-dual optimal solution

$$
x^* = (1, 1, 0, 2, 2, 0)^T, \quad y^* = (-1, 0, 0, 0)^T, \quad s^* = (1, -1, 0, 0, 0)^T,
$$
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which fails strict complementarity. The optimal partition is given by
\[ R = \{1\}, \ T_2 = \{2\}, \ B = \mathcal{N} = T_1 = T_3 = \emptyset. \]

We can check that both the primal and dual nondegeneracy conditions hold. Note that
\[ A_1 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 2 & 1 \\ 0 & 0 & 2 \\ 0 & 0 & 0 \end{pmatrix}, \quad A_2 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & -1 \\ 1 & 0 & 0 \end{pmatrix}, \quad Q_1^* = Q_2^* = \begin{pmatrix} 1/\sqrt{2} & 0 \\ 1/\sqrt{2} & 0 \\ 0 & 1 \end{pmatrix}, \]

which gives
\[ (A_1 Q_1^*, A_2 Q_2^*) = \begin{pmatrix} 1/\sqrt{2} & 0 & 0 & 0 \\ \sqrt{2} & 1 & -1/\sqrt{2} & 0 \\ 0 & 2 & 0 & -1 \\ 0 & 0 & 1/\sqrt{2} & 0 \end{pmatrix}, \quad (A_1 R_1(s^*)^T, A_2) = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 2 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1 \\ 0 & 1 & 0 & 0 \end{pmatrix}. \]

Since both of these matrices are nonsingular, the unique optimal solution is primal and dual nondegenerate. For the dual problem the cone of critical directions is given by
\[ C(y^*) = \begin{cases} h \in \mathbb{R}^4, \\ ((x^*)^T A_1^T h = 0, \\ -A_2^T h \in \mathbb{R} \begin{pmatrix} 2 \\ -2 \\ 0 \end{pmatrix}, \end{cases} \]

which is equivalent to \( C(y^*) = \{ h \in \mathbb{R}^4 \mid h_1 \geq 0, \ h_3 = 0, \ h_2 = h_4 = -\frac{1}{2} h_1 \leq 0 \}. \)

Therefore, we get
\[ -(x^*)_1^T A_1 R_1 (s^*)_1^T A_1^T = \begin{pmatrix} -1 & 0 & 0 & 0 \\ 0 & 5 & 2 & 0 \\ 0 & 2 & 4 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \]

which implies that
\[ h^T H(y^*, x^*) h = h_2^2 > 0, \quad \forall h \in C(y^*) \setminus \{0\}. \]

Thus, the second-order sufficient condition holds at \((y^*; s^*)\).

3. Quadratic convergence to the unique optimal solution

In this section, under the primal and dual nondegeneracy conditions, we establish quadratic convergence of Newton’s method to the unique optimal solution of \((P_{SOCO})\) and \((D_{SOCO})\). To that end, we need the optimal partition \((B, N, R, T)\) to be known
and \((\mathcal{T}_1, \mathcal{T}_2, \mathcal{T}_3)\) to be correctly identified. Hence, it is assumed that \(\mu < \tilde{\mu}\) allows for a complete identification of \((\mathcal{T}_1, \mathcal{T}_2, \mathcal{T}_3)\).

**Lemma 3.1.** Assume that the primal and dual nondegeneracy conditions hold. Then \(\mathcal{R} = \emptyset\) implies \(\mathcal{T} = \emptyset\).

**Proof.** Suppose that \(\mathcal{R} = \emptyset\) and \(\mathcal{T} \neq \emptyset\), and \((x^*; y^*; s^*)\) is the unique\(^2\) optimal solution of \((P_{\text{SOCO}})\) and \((D_{\text{SOCO}})\). Then, for every possible case in which \(\mathcal{T}_1, \mathcal{T}_2, \) or \(\mathcal{T}_3\) is nonempty, the number of columns in \([17]\) is strictly greater than the number of columns in \([18]\), i.e., \([17]\) and \([18]\) have \(\sum_{i \in B \cup \mathcal{T}_2} n_i - |\mathcal{T}_2|\) and \(\sum_{i \in B \cup \mathcal{T}_1 \cup \mathcal{T}_3} n_i + |\mathcal{T}_3|\) columns, respectively. Thus, \([17]\) and \([18]\) cannot be simultaneously of full row rank and full column rank.

As a result of Lemma 3.1, if \(\mathcal{R} = \emptyset\), then \(A_B\) is a nonsingular matrix by the primal and dual nondegeneracy conditions. Therefore, the unique optimal solutions of \((P_{\text{SOCO}})\) and \((D_{\text{SOCO}})\) can be obtained by solving two linear systems of equations. Hence, in the sequel we assume that \(\mathcal{R} \neq \emptyset\).

Let \((x^*; y^*; s^*)\) be the unique optimal solution of \((P_{\text{SOCO}})\) and \((D_{\text{SOCO}})\) which satisfies the primal and dual nondegeneracy conditions. Further, let us assume that \(\mathcal{T}_1, \mathcal{T}_2, \mathcal{T}_3 \neq \emptyset\).

If we drop the dual constraints \(c^T - A_i^T y \in L^+\) for \(i \in \mathcal{T}_1 \cup \mathcal{T}_3\), then we obtain a relaxation of \((D_{\text{SOCO}})\) as

\[
(D'_{\text{SOCO}}) \quad \max \{b^T y \mid A_i^T y + s^i = c^i, \ s^i \in L^+_n, \ i \in \{1, \ldots, p\} \setminus \{\mathcal{T}_1 \cup \mathcal{T}_3\}\},
\]

and its dual is written as

\[
(P'_{\text{SOCO}}) \quad \min \{ \sum_{i \in \{1, \ldots, p\} \setminus \{\mathcal{T}_1 \cup \mathcal{T}_3\}} (c^i)^T x^i \mid \sum_{i \in \{1, \ldots, p\} \setminus \{\mathcal{T}_1 \cup \mathcal{T}_3\}} A_i x^i = b, \ x^i \in L^+_n, \ i \in \{1, \ldots, p\} \setminus \{\mathcal{T}_1 \cup \mathcal{T}_3\}\}.
\]

Since \((x^i)^T = 0\) for \(i \in \mathcal{T}_1 \cup \mathcal{T}_3\), it follows from the optimality conditions, \([17]\), and \([18]\) that \(((x^i)^T; y^*; (s^i)^T)\) for \(i \in \{1, \ldots, p\} \setminus \{\mathcal{T}_1 \cup \mathcal{T}_3\}\) is a primal-dual optimal solution for \((P'_{\text{SOCO}})\) and \((D'_{\text{SOCO}})\), and it satisfies the primal and dual nondegeneracy conditions. To see this, the primal nondegeneracy condition is the same as the one for \(x^*\), and the dual nondegeneracy condition needs

\[
((A_i R_i (s^i)^T))_{i \in \mathcal{R}}, \ A_{B \cup \mathcal{T}_3})
\]

to have linearly independent columns, which is true by the dual nondegeneracy of \((y^*; s^*)\). As a result, if we remove the columns of \(\mathcal{T}_1\) and \(\mathcal{T}_3\) from \(A\) and \(c\), we can recover the unique optimal solutions of \((P_{\text{SOCO}})\) and \((D_{\text{SOCO}})\) by solving \((P'_{\text{SOCO}})\) and \((D'_{\text{SOCO}})\). At the risk of causing confusion, we refer to \((\bar{x}; \bar{y}; \bar{s})\) as the unique optimal solution of \((P'_{\text{SOCO}})\) and \((D'_{\text{SOCO}})\).

The algebraic definition \([14]\) can be used to reformulate \((D'_{\text{SOCO}})\) as a nonconvex NLO problem. Then inspired by the optimal partition information and the characteristics of a maximally complementary optimal solution, one can realize that the unique dual optimal solution \((\bar{y}; \bar{s})\) can be obtained by solving the NLO reformulation of \((D'_{\text{SOCO}})\).

\(^2\)Otherwise, the nondegeneracy conditions fail.
as

\[(D_{\text{NLO}}) \quad \min \quad -b^T w \\
\text{s.t.} \quad A_i^T w = c_i, \quad i \in B \cup T_2, \\
A_i^T w + z^i = c_i, \quad i \in R \cup N, \\
(z^i)^T R_i z^i = 0, \quad i \in R, \\
z \in W,
\]

where \( w \in \mathbb{R}^m, z^i \in \mathbb{R}^{n_i} \) for \( i \in R \cup N \), and \( W \) is a nonempty open convex cone defined as

\[ W := \{ z \mid z^i_1 > 0, \quad z^i \in \text{int}(L_i^{n_i}), \ i \in N \}. \]

Let \( z \) denote the concatenation of the column vectors \( z^i \) for \( i \in R \cup N \). It then follows that \((D_{\text{NLO}})\) has the unique globally optimal solution \((\bar{w}; \bar{z})\), since otherwise the optimality or the uniqueness of \((\bar{y}; \bar{s})\) is contradicted. The unique globally optimal solution is given by

\[ \bar{w} := \bar{y}, \quad \bar{z}^i := \bar{s}^i, \quad i \in R \cup N. \tag{23} \]

In a similar manner, the unique optimal solution \( \bar{x} \) can be computed by solving

\[(P_{\text{NLO}}) \quad \min \quad \sum_{i \in B \cup R \cup T_2} (c_i^T v^i) \\
\text{s.t.} \quad \sum_{i \in B \cup R \cup T_2} A_i v^i = b, \\
(c_i^T v^i)^T R_i c_i = 0, \quad i \in R \cup T_2, \\
v \in V,
\]

where \( v^i \in \mathbb{R}^{n_i} \) for \( i \in B \cup R \cup T_2 \), and \( V \) is an open convex cone defined as \( V := \{ v \mid v^i_1 > 0, \quad v^i \in \text{int}(L_i^{n_i}), \ i \in B \} \).

For the sake of convenience, we only consider \((D_{\text{NLO}})\). Analogous results can be derived for problem \((P_{\text{NLO}})\). Let \( u^i \in \mathbb{R}^{n_i} \) for \( i \in B \cup T_2 \cup R \cup N \) and \( v \in \mathbb{R}^{|R|} \) be the Lagrange multipliers associated with the constraints in \((D_{\text{NLO}})\). The first-order optimality conditions for \((D_{\text{NLO}})\) are given by

\[ \begin{align*}
-\sum_{i \in B \cup T_2 \cup R \cup N} A_i u^i &= b, \\
-u^i - 2v_i R_i z^i &= 0, \quad i \in R, \\
-u^i &= 0, \quad i \in N, \\
A_i^T w &= c_i, \quad i \in B \cup T_2, \\
A_i^T w + z^i &= c_i, \quad i \in R \cup N, \\
(z^i)^T R_i z^i &= 0, \quad i \in R, \\
z \in W,
\end{align*} \tag{24} \]

which bears a striking resemblance to the optimality conditions \cite{3}. Let \( u \) be the concatenation of the column vectors \( u^i \) for \( i \in B \cup T_2 \cup R \cup N \). Then we can observe that for \( \bar{z} \in W \) there exist Lagrange multipliers \( \bar{u} \) and \( \bar{v} \) so that \((\bar{w}; \bar{z}; \bar{u}; \bar{v})\) satisfies
the first-order optimality conditions (24). Such a solution can be obtained by setting
\[ \bar{u}_i := -\bar{x}_i, \quad i \in \mathcal{B} \cup \mathcal{T}_2 \cup \mathcal{R}, \]
\[ \bar{u}_i := 0, \quad i \in \mathcal{N}, \]
\[ \bar{v}_i := \frac{1}{2} \bar{x}_i^T, \quad i \in \mathcal{R}. \]

We show in Lemma 3.2 that, under the dual nondegeneracy condition, the Lagrange multipliers \((\bar{u}; \bar{v})\) are unique. Let \(J((w; z))\) denote the Jacobian of the equality constraints in (D_NLO) as follows
\[ J((w; z)) := \begin{pmatrix} A^T_{\mathcal{B}} & 0 & 0 \\ A^T_{\mathcal{T}_2} & 0 & 0 \\ A^T_{\mathcal{T}_1} & I & 0 \\ A^T_{\mathcal{N}} & 0 & I \\ 0 & Z_R & 0 \end{pmatrix}, \]
where \(Z_R\) is given by
\[ Z_R := \begin{pmatrix} 2(z_1^i; -z_{2,n_i}^i)^T & 0 & 0 & 0 \\ 0 & 2(z_1^j; -z_{2,n_j}^j)^T & 0 \\ 0 & 0 & \ddots & 0 \\ 0 & 0 & 0 & 2(z_1^k; -z_{2,n_k}^k)^T \end{pmatrix}, \]
in which \(i \in \mathcal{R}\). Note that \(Z_R\) has full row rank since \((z^i)^T R_i \neq 0\) for every \(i \in \mathcal{R}\).

**Lemma 3.2.** Let \((\bar{w}; \bar{z})\) be the unique globally optimal solution of (D_NLO). Then, under the dual nondegeneracy condition, \(J((\bar{w}; \bar{z}))\) has full row rank.

**Proof.** We show that \(J((\bar{w}; \bar{z}))^T \eta = 0\) has only the trivial solution \(\eta = 0\), where \(\eta := (\eta^1; \ldots; \eta^5)\) is a vector of appropriate size. Then from \(J((\bar{w}; \bar{z}))^T \eta = 0\) we have
\[ A_B \eta^1 + A_{T_2} \eta^2 + A_R \eta^3 + A_N \eta^4 = 0, \]
\[ \eta^3 + Z_R^T \eta^5 = 0, \]
\[ \eta^4 = 0, \]
which implies
\[ A_B \eta^1 + A_{T_2} \eta^2 - A_R Z_R^T \eta^5 = 0, \]
where \(A_R Z_R^T = (2A_1 R_1 z_1^1, \ldots, 2A_i R_i z_i^i, \ldots)\) for \(i \in \mathcal{R}\). Since \((\bar{w}; \bar{z})\) is the unique dual nondegenerate optimal solution of (D_SOCO), it follows from (18) that \((A_R Z_R^T, A_B; T_2)\) has full column rank, and thus \(\eta = 0\) is the unique solution of \(J((w; z))^T \eta = 0\).

Under the full rank result of Lemma 3.2, the linear independence constraint qualification (LICQ) [30] holds at \((\bar{w}; \bar{z})\). This regularity condition guarantees that the set of Lagrange multipliers associated with \((\bar{w}; \bar{z})\) is a singleton.

For the sake of simplicity let \(\vartheta := (w; z; u; v)\). The Lagrange function of (D_NLO) is defined as
\[ L(\vartheta) := -b^T w - \sum_{i \in \mathcal{B} \cup \mathcal{T}_2} (u^i)^T (A^T_{\mathcal{B}} w - c^i) - \sum_{i \in \mathcal{R} \cup \mathcal{N}} (u^i)^T (A^T_{\mathcal{T}_2} w + z^i - c^i) - \sum_{i \in \mathcal{R}} v_i (z^i)^T R_i z^i, \]
and the Hessian of $L(\vartheta)$ is given by
\[
\nabla^2 L(\vartheta) := \begin{pmatrix} 0 & 0 & 0 \\ 0 & V_R & 0 \\ 0 & 0 & 0 \end{pmatrix},
\]
where
\[
V_R := -2\text{diag}(v_1 R_1, v_2 R_2, \ldots, v_i R_i, \ldots)
\]
is a block diagonal matrix, in which $i \in \mathcal{R}$. Let $h = (h^1; h^2; h^3) \in \text{Ker}(J((\bar{w}; \bar{z})))$, where $h^1 \in \mathbb{R}^m$ and $h^2$ as well as $h^3$ is the concatenation of the vectors $(h^2)^i \in \mathbb{R}^{n_i}$ for $i \in \mathcal{R}$ and $(h^3)^i \in \mathbb{R}^{n_i}$ for $i \in \mathcal{N}$, respectively. In Lemma 3.3, we show that under the primal nondegeneracy condition, the second-order sufficient condition for $(D_{\text{NLO}})$ holds at $(\bar{w}; \bar{z})$, i.e.,
\[
 h^T \nabla^2 L(\bar{\vartheta}) h > 0, \quad \forall h \in \text{Ker}(J((\bar{w}; \bar{z}))) \setminus \{0\},
\]
in which $\bar{\vartheta} := (\bar{w}; \bar{z}; \bar{\nu}; \bar{v})$.

**Lemma 3.3.** Let $(\bar{w}; \bar{z})$ be the unique globally optimal solution of $(D_{\text{NLO}})$. Then, under the primal nondegeneracy condition, the second-order sufficient condition holds at $(\bar{w}; \bar{z})$.

**Proof.** Note that $\text{Ker}(J((\bar{w}; \bar{z})))$ can be equivalently written as the solution set of
\[
\begin{align*}
A_i^T h^1 &= 0, \quad i \in \mathcal{B} \cup \mathcal{T}_2, \\
A_i^T h^1 + (h^2)^i &= 0, \quad i \in \mathcal{R}, \\
A_i^T h^1 + (h^3)^i &= 0, \quad i \in \mathcal{N}, \\
(z^i)^T R_i (h^2)^i &= 0, \quad i \in \mathcal{R}.
\end{align*}
\]
Then we get
\[
h^T \nabla^2 L(\bar{\vartheta}) h = -2 \sum_{i \in \mathcal{R}} \bar{v}_i (h^2)^i R_i (h^2)^i = -2 \sum_{i \in \mathcal{R}} \bar{v}_i (h^1)^T A_i R_i A_i^T h^1.
\]
By the primal nondegeneracy condition and the argument after Lemma 2.5 for the unique primal optimal solution $\bar{z}$ system (21) has only a trivial solution. Thus, we have $(Q_i^*)^T A_i^T h^1 \neq 0$ for some $i \in \mathcal{R}$, where $Q_i^*$ is defined as in (17). Hence, it follows from (25) and (28) that $\bar{v}_i (h^1)^T A_i R_i A_i^T h^1 < 0$ for Lagrange multipliers $(\bar{\nu}; \bar{v})$ for all $h^1 \neq 0$ satisfying (28).

**Example 3.4.** Problem (22) in the nonlinear format $(P_{\text{NLO}})$ has four isolated locally optimal solutions
\[
\begin{align*}
\nu_{(1)} &= (1, -0.2425, 0.9701, 2, 0.4851, 1.9403)^T, \\
\nu_{(2)} &= (1, -1, 0, 2, -2, 0)^T, \\
\nu_{(3)} &= (1, 0.2425, -0.9701, 2, -0.4851, -1.9403)^T, \\
\nu_{(4)} &= (1, 1, 0, 2, 2, 0)^T,
\end{align*}
\]
where the objective values are $0.2425, 1, -0.2425$, and $-1$, respectively. The second-order constraint $x_1^2 \geq \sqrt{(x_2^2)^2 + (x_3^2)^2}$ is weakly inactive at $\nu_{(4)}$, i.e., its removal does not affect the optimality of $\nu_{(4)}$. Removing the weakly inactive constraint reduces the set of locally optimal solutions to $\{\nu_{(2)}, \nu_{(3)}\}$ but leaves the set of globally optimal solutions $\{\nu_{(4)}\}$ unchanged. Note that the Jacobian matrix (26) is nonsingular at the unique globally optimal solution $(\bar{w}; \bar{z})$. Therefore, the second-order sufficient condition (27) trivially holds at $(\bar{w}; \bar{z})$.
3.1. Quadratic convergence of Newton’s method

We apply Newton’s method to the first-order optimality conditions of \((\text{D}_{\text{NLO}})\). The idea is to start from a central solution, for which \(\mu\) satisfies (16), and take Newton steps to converge to \(\bar{\mu}\). The first-order optimality conditions (24) can be written as 

\[ G(\bar{\mu}) := \begin{pmatrix} -\sum_{i \in B \cup T_2 \cup R \cup N} A_i u^i - b \\ -u^i - 2v_i R_i z^i \\ -u^i \\ A^T_i w - c^i \\ A^T_i w + z^i - c^i \\ (z^i)^T R_i z^i \end{pmatrix}, \]

in which \(\bar{n}_c := \sum_{i \in B \cup T_2 \cup R \cup N} n_i + \sum_{i \in R \cup N} n_i + |R| + m\).

For ease of exposition, the equations of (24) are indexed in mapping \(G\). The Jacobian of \(G\) is given by 

\[ \nabla G(\bar{\mu}) := \begin{pmatrix} \nabla^2 L(\bar{w}; \bar{z}) & -J((\bar{w}; \bar{z}))^T \\ J((\bar{w}; \bar{z})) & 0 \end{pmatrix}. \]

Letting \(\hat{\mu}^{(k)}\) be the \(k\)th iterate, a Newton step is taken by computing 

\[ \hat{\mu}^{(k+1)} := \hat{\mu}^{(k)} + d\hat{\mu}^{(k)}, \quad d\hat{\mu}^{(k)} := (dw^{(k)}; dz^{(k)}; du^{(k)}; dv^{(k)}), \]

where the search direction \(d\hat{\mu}^{(k)}\) is obtained by solving 

\[ \nabla G(\hat{\mu}^{(k)}) d\hat{\mu}^{(k)} = -G(\hat{\mu}^{(k)}). \]

Lemma 3.2 shows that \(J((\bar{w}; \bar{z}))\) is of full row rank, and by Lemma 3.3 it holds that \(L(\hat{\mu})\) has a positive curvature in the null space of \(J((\bar{w}; \bar{z}))\). Now, we show that \(\nabla G(\hat{\mu})\) is nonsingular.

**Lemma 3.5.** Assume that the primal and dual nondegeneracy conditions hold. Then \(\nabla G(\hat{\mu})\) is nonsingular.

**Proof.** Let \(\eta := (\eta^1; \eta^2)\) be a vector of appropriate size and consider the linear system 

\[ \nabla G(\hat{\mu})\eta = 0. \]

Then we have 

\[ \nabla^2 L(\bar{w}; \bar{z})\eta^1 - J((\bar{w}; \bar{z}))^T \eta^2 = 0, \]

\[ J((\bar{w}; \bar{z}))\eta^1 = 0. \]

From the first equation we have \((\eta^1)^T \nabla^2 L(\bar{w}; \bar{z})\eta^1 = 0\), which implies \(\eta^1 = 0\) by Lemma 3.3. Setting \(\eta^1 = 0\), the first equation gives \(J((\bar{w}; \bar{z}))^T \eta^2 = 0\), which implies \(\eta^2 = 0\) by Lemma 3.2. \(\square\)

The next lemma shows that \(\nabla G\) is Lipschitz continuous, regardless of any regularity condition.

**Lemma 3.6.** The Jacobian \(\nabla G\) is Lipschitz continuous with global Lipschitz constant \(\tau_1 := 2\sqrt{2}\).
Proof. Let $\xi := (\xi^1; \ldots; \xi^8)$ be a vector of appropriate size. Then we have
\[
\|\nabla G(\vartheta) - \nabla G(\vartheta')\| \leq \max_{\|\xi\|=1} \|(V_R - V_R')\xi^2\|
\]
\[
+ \max_{\|\xi\|=1} \|(Z_R^T - Z_R'^T)\xi^2\| + \max_{\|\xi\|=1} \|(Z_R - Z_R')\xi^2\|
\]
\[
\leq \max_{\|\xi\|=1} \|(V_R - V_R')\xi^2\| + 2 \max_{\|\xi\|=1} \|(Z_R - Z_R')\xi^2\|
\]
\[
= \|V_R - V_R'\| + 2\|Z_R - Z_R'\|.
\]
Then from the properties of the spectral norm we get
\[
\|V_R - V_R'\| \leq 2 \max_{i \in R} |v_i - v_i'| \leq 2\|v - v'\|,
\]
\[
\|Z_R - Z_R'\| \leq \max_{i \in R} \|z_i^* - (z_i')^*\| \leq \|z - z'\|.
\]
All this gives
\[
\|\nabla G(\vartheta) - \nabla G(\vartheta')\| \leq 2(\|v - v'\| + \|z - z'\|) \leq 2\sqrt{2}\|\vartheta - \vartheta'\|,
\]
for all $\vartheta$ and $\vartheta'$.

The following lemma will be useful for establishing the quadratic convergence of Newton's method.

Lemma 3.7. Let $(x(\mu); y(\mu); s(\mu))$ be a central solution with $\mu \leq \bar{\mu}$, where $\bar{\mu}$ is defined by \((10)\). $(\bar{x}; \bar{y}; \bar{s})$ be the unique optimal solution of \((P_{SOCO})\) and \((D_{SOCO})\), and $(x^*; y^*; s^*)$ be the unique optimal solution of \((P_{SOCO})\) and \((D_{SOCO})\). Then, under the primal and dual nondegeneracy conditions, we have
\[
\sqrt{\sum_{i \in R} \left( \frac{x_i^1(\mu)}{s_i^1(\mu)} - \frac{\bar{x}_i^1}{\bar{s}_i^1} \right)^2} \leq \frac{4p\sqrt{\|R\|} \kappa(\mu) \gamma}{\sigma_2} \left( 1 + \frac{2\sigma_3}{\sigma_2} \right). \quad (32)
\]

Proof. Note that for every $i \in R$ we have
\[
\frac{\bar{x}_i^2}{\|\bar{x}_i^2\|} = -\frac{s_i^2}{\|s_i^2\|}. \quad (33)
\]
Since $\bar{x}^i = (x^*)^i$ and $\bar{s}^i = (s^*)^i$ for $i \in R$, it follows from \((6)\) and \((33)\) that for every $i \in R$
\[
\sigma_2 \leq \bar{x}_i^1 + s_i^1 - \|\bar{x}_i^2\| + s_i^2 = \bar{x}_i^1 + s_i^1 - |\bar{x}_i^1 - s_i^1| = 2 \min\{\bar{x}_i^1, s_i^1\}. \quad (34)
\]
Furthermore, it holds that
\[
\frac{x_i^1(\mu)}{s_i^1(\mu)} - \frac{\bar{x}_i^1}{\bar{s}_i^1} = \left( \frac{x_i^1(\mu)}{s_i^1(\mu)} - \frac{\bar{x}_i^1}{\bar{s}_i^1} \right) + \left( \frac{\bar{x}_i^1}{\bar{s}_i^1} - \frac{x_i^1(\mu)}{s_i^1(\mu)} - \frac{\bar{x}_i^1}{\bar{s}_i^1} \right)
\]
\[
\leq \frac{1}{s_i^1(\mu)} |x_i^1(\mu) - \bar{x}_i^1| + \bar{x}_i^1 \left( 1 + \bar{s}_i^2 \right)
\]
\[
\leq \frac{1}{s_i^1(\mu)} |x_i^1(\mu) - \bar{x}_i^1| + \frac{\bar{x}_i^1}{s_i^1(\mu)} |s_i^1(\mu) - \bar{s}_i^1| \leq \frac{\kappa(\mu) \gamma}{\sigma_2} \left( 1 + \frac{\bar{s}_i^1}{\bar{s}_i^1} \right),
\]
where the last inequality follows from \((11)\). Now using \((7)\), \((34)\), and Theorem 2.3 we get
\[
\frac{x_i^1(\mu)}{s_i^1(\mu)} - \frac{\bar{x}_i^1}{\bar{s}_i^1} \leq \frac{4p\kappa(\mu) \gamma}{\sigma_2} \left( 1 + \frac{2\sigma_3}{\sigma_2} \right).
\]
which completes the proof.

Let Newton’s method be initiated with a given interior solution
\[
\begin{align*}
  w^{(0)} &= y(\mu), \\
  (z^i)^{(0)} &= s^i(\mu), & i \in \mathcal{R} \cup \mathcal{N}, \\
  (u^i)^{(0)} &= -x^i(\mu), & i \in \mathcal{B} \cup \mathcal{T}_2 \cup \mathcal{R} \cup \mathcal{N}, \\
  v_i^{(0)} &= \frac{1}{2} \frac{x_i^1(\mu)}{s_i^1(\mu)}, & i \in \mathcal{R}.
\end{align*}
\]

Then a search direction is computed by using (31), and the new iterate is obtained by (30). Theorem 3.9 shows that if \( \mu \) is sufficiently small, then Newton’s method converges quadratically to the unique optimal solution \((\bar{x}; \bar{y}; \bar{s})\). To that end, we adopt the quadratic convergence result of Newton’s method from Theorem 5.2.1 in [13].

**Lemma 3.8.** Consider a continuously differentiable mapping \( G : \mathbb{R}^n \rightarrow \mathbb{R}^n \) on an open convex set \( C \subseteq \mathbb{R}^n \). Let \( x^* \in \mathbb{R}^n \) be a root of \( G(x) = 0 \) so that \( B(x^*, r) \subseteq C \) for some \( r > 0 \). If \( \nabla G \) is Lipschitz continuous with constant \( \tau \) on \( B(x^*, r) \) and \( \| \nabla G(x^*)^{-1} \| \leq \beta \) for some \( \beta > 0 \), then for a given \( x^{(0)} \in B(x^*, \epsilon) \), where
\[
\epsilon := \min \left\{ r, \frac{1}{2\beta \tau} \right\},
\]
the Newton iterates \( x^{(k)} \) are well-defined and converge to \( x^* \) so that
\[
\| x^{(k+1)} - x^* \| \leq \beta \tau \| x^{(k)} - x^* \|^2, \quad k \geq 0.
\]

Now, we present the following result, as planned.

**Theorem 3.9.** Assume that the primal and dual nondegeneracy conditions hold. Let
\[
\mu < \min \left\{ p^{-1} \left( 4\sqrt{2} \beta_1 \kappa \left( \sqrt{3} + \frac{2p \sqrt{|\mathcal{R}|}}{\sigma_2} \left( 1 + \frac{2\sigma_3}{\sigma_2} \right) \right) \right)^{-\frac{1}{2}}, \tilde{\mu} \right\},
\]
in which \( \beta_1 \) denotes an upper bound on \( \| \nabla G(\bar{\vartheta})^{-1} \| \), and \( \tilde{\mu} \) is defined in [10]. Then, initiated as given in (35), Newton’s method converges to \( \bar{\vartheta} \) with quadratic rate. In particular, the convergence to the unique optimal solution \((\bar{x}; \bar{y}; \bar{s})\) is quadratic.

**Proof.** By Lemmas 3.5 and 3.6, the conditions of Lemma 3.8 hold, and we get
\[
\epsilon := \frac{1}{4\sqrt{2} \beta_1}.
\]

Therefore, the Newton steps are well-defined in the neighborhood \( B(\bar{\vartheta}, \epsilon) \), and the convergence of Newton’s method to \( \bar{\vartheta} \) is quadratic if \( \vartheta^{(0)} \in B(\bar{\vartheta}, \epsilon) \). The quadratic convergence to \((\bar{x}; \bar{y}; \bar{s})\) follows from (23) and (25). Using the bounds in Theorem 2.3 and (32) we get
\[
\| v^{(0)} - \bar{v} \| = \sqrt{\frac{1}{4} \sum_{i \in \mathcal{R}} \left( \frac{x_i^1(\mu)}{s_i^1(\mu)} - \frac{\bar{x}_i^1}{\bar{s}_i^1} \right)^2} \leq 2p \sqrt{|\mathcal{R}|} \kappa(p \mu)^{\gamma} \left( 1 + \frac{2\sigma_3}{\sigma_2} \right).
\]
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Then, considering the error bounds given in (11), we obtain
\[
\|\varrho(0) - \tilde{\varrho}\| \leq \|(w(0) - \tilde{w}; z(0) - \tilde{z}; u(0) - \tilde{u})\| + \|v(0) - \tilde{v}\|
\]
\[
\leq \|(x(\mu) - x^*; y(\mu) - y^*; s(\mu) - s^*)\| + \|u(0) - \tilde{u}\|
\]
\[
\leq \sqrt{3}k(p\mu)^\gamma + \frac{2p\sqrt{|R|}k(p\mu)^\gamma}{\sigma_2}(1 + \frac{2\sigma_3}{\sigma_2}),
\]
where \((x^*; y^*; s^*)\) is the unique optimal solution of \((P_{SOCO})\) and \((D_{SOCO})\). The result of the theorem follows if we satisfy
\[
\sqrt{3}k(p\mu)^\gamma + \frac{2p\sqrt{|R|}k(p\mu)^\gamma}{\sigma_2}(1 + \frac{2\sigma_3}{\sigma_2}) < \epsilon,
\]
or equivalently,
\[
(p\mu)^\gamma < \frac{\epsilon}{\kappa\left(\sqrt{3} + \frac{2p\sqrt{|R|}}{\sigma_2}(1 + \frac{2\sigma_3}{\sigma_2})\right)}.
\]
This completes the proof. \(\Box\)

Recall that \((\bar{x}; \bar{y}; \bar{s})\) is the unique optimal solution for \((P_{SOCO})\) and \((D_{SOCO})\). If \(T_1, T_3 \neq \emptyset\), then we can recover the unique optimal solutions of the original problems \((P_{SOCO})\) and \((D_{SOCO})\) by appending \(T_1\) and \(T_3\) so that
\[
(s^*_i) := c_i^T \bar{y}, \quad i \in T_3,
\]
\[
(s^*_i) := 0, \quad i \in T_1,
\]
\[
(x^*_i) := 0, \quad i \in T_1 \cup T_3.
\]

**Remark 1.** We can obtain a nontrivial lower bound \(\gamma \geq 2^{-p}\) from Theorem 7.4.1 in [22]. Furthermore, a positive lower bound can be computed for the condition numbers \(\sigma_1\) and \(\sigma_2\) using the method given in [24]. Under the uniqueness condition, an upper bound can be computed for the condition number \(\sigma_3\), by representing the set of primal-dual optimal solutions of SOCO as a semi-algebraic set, see Proposition 1.3 in [32]. However, we are not aware of any upper bound on \(\beta_1, \theta_1, \theta_2\), and the condition number \(\kappa\).

**Remark 2.** Theorem 2.3 can be extended to the case when IPMs generate approximate solutions in a neighborhood of the central path, see Section 4 in [36] for a detailed discussion. Hence, an upper bound analogous to (37) can be derived for approximate solutions in a neighborhood of the central path.

**Remark 3.** In a special case when the subsets \(R\) and \(T\) are empty, a strictly complementary optimal solution can be obtained as easily as in LO [23, 40], regardless of the nondegeneracy conditions. In fact, a central solution, with sufficiently small \(\mu\), can be rounded to an exact strictly complementary optimal solution in strongly polynomial time through solving two least squares problems.

4. Discussion

4.1. Stronger results with strict complementarity condition

When the strict complementarity condition holds in addition to the primal and dual nondegeneracy conditions, the quadratic convergence of Newton’s method follows from Theorem 28 in [2]. In this case, a stronger complexity bound can be obtained in order
to identify the quadratic convergence region. Note that the optimality conditions (3) can be written as
\[ F((x; y; s)) = 0 \] where the mapping
\[ F : \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^n \to \mathbb{R}^m \times \mathbb{R}^n \times \mathbb{R}^n \]
is given by
\[ F((x; y; s)) := \begin{pmatrix} A x - b \\ A^T y + s - c \\ x \circ s \end{pmatrix}. \] (38)
The Jacobian of \( F \) is given by
\[ \nabla F((x; y; s)) := \begin{pmatrix} A & 0 & 0 \\ 0 & A^T & I \\ L(s) & 0 & L(x) \end{pmatrix}, \]
where
\[ L(x) := \text{diag}(L(x^1), \ldots, L(x^p)), \]
\[ L(s) := \text{diag}(L(s^1), \ldots, L(s^p)). \]
By Theorem 28 in [2], \( \nabla F((x^\ast; y^\ast; s^\ast)) \) is nonsingular, where \((x^\ast; y^\ast; s^\ast)\) is the unique optimal solution. Furthermore, analogous to Lemma 3.6, we can show that \( \nabla F \) is Lipschitz continuous with global Lipschitz constant \( \tau_2 := 2 \). Then the following result is immediate from Lemma 3.8.

**Theorem 4.1.** Assume that there exists \( \beta_2 > 0 \) so that
\[ \| \nabla F((x^\ast; y^\ast; s^\ast))^{-1} \| \leq \beta_2. \]
Let \( \hat{\mu} \) be defined by (10) and a central solution \((x(\mu); y(\mu); s(\mu))\) with
\[ \mu < \min \left\{ \beta^{-1}(4\sqrt{3}\beta_2 \gamma)^{-\gamma}, \hat{\mu} \right\} \] (39)
be given, where \( \kappa \) and \( \gamma \) are defined as in (11). Then starting from a central solution \((x(\mu); y(\mu); s(\mu))\), Newton’s method is quadratically convergent to \((x^\ast; y^\ast; s^\ast)\).

**Proof.** Since \( F \) is continuously differentiable, the result of Lemma 3.8 is valid. Hence, Newton steps are well-defined in a neighborhood of \((x^\ast; y^\ast; s^\ast)\). Additionally, from Lemma 2.2 there exist positive \( \kappa \) and \( \gamma \) so that
\[ \| (x(\mu) - x^\ast; y(\mu) - y^\ast; s(\mu) - s^\ast) \| \leq \sqrt{3} \kappa (p\mu)^\gamma. \]
Then it is immediate from (36) that \((x(\mu); y(\mu); s(\mu))\) is in the quadratic convergence region of Newton’s method if
\[ \sqrt{3} \kappa (p\mu)^\gamma < \frac{1}{4\beta_2}, \]
which yields the result.

**Remark 4.** Bound (37), relying on the condition numbers \( \sigma_1, \sigma_2, \sigma_3, \) and \( \kappa \), is significantly more complicated than (39). In fact, the intricacy of bound (37) indicates that quadratic convergence is harder to achieve in the absence of strict complementarity. To that end, \( \mu \) has to be small enough so that the optimal partition can be identified.

### 4.2. Magnitude of the condition numbers

The condition number \( \sigma_1 \) may have a magnitude in the order of \( 2^{-L} \) for LO, where \( L \) is the binary length of the parameters, while this condition number could be doubly exponentially small for some instances of SOCO, see Example 22 in [31]. It can be inferred from this comparison that an exact solution of SOCO is generally harder...
to compute than for an LO problem. Nevertheless, even for the case of LO, very high accuracy, far beyond the double precision arithmetic, might be needed for the computation of an exact solution. For instance, LO solvers, regardless of the algorithm used, fail to produce an accurate solution for an LO problem with a Hilbert matrix of size larger than 20.

5. Numerical experiments

We demonstrate quadratic convergence of Newton’s method, applied to the first-order optimality conditions of (D\textsubscript{NLQ}), on some instances of SOCO problems. For the first part of numerical experiments we solve (22) and the following SOCO problem

\[
\begin{align*}
\min & \quad -\frac{1}{2}x_2^1 - \frac{1}{2}x_3^1 \\
\text{s.t.} & \quad x_1^1 = 1, \\
& \quad x_1^2 - x_1^4 = 1, \\
& \quad x_2^2 - x_2^1 = 0, \\
& \quad x_3^2 - x_3^1 = 0, \\
& \quad x_3^1 - x_4 - x_3^3 = -1, \\
& \quad x_1^1 \geq \sqrt{(x_1^3)^2 + (x_3^1)^2 + (x_1^4)^2}, \\
& \quad x_1^2 \geq \sqrt{(x_2^3)^2 + (x_3^2)^2}, \\
& \quad x_1^3 \geq 0.
\end{align*}
\]  

(40)

The SOCO problem (40) has the unique primal-dual optimal solution

\[
\begin{align*}
x^* &= (1, 1/\sqrt{2}, 1/\sqrt{2}, 0, 1, 1/\sqrt{2}, 1/\sqrt{2}, 1 + 1/\sqrt{2})^T, \\
y^* &= (-1/\sqrt{2}, 0, 0, 0, 0)^T, \\
s^* &= (1/\sqrt{2}, -1/2, -1/2, 0, 0, 0, 0, 0)^T,
\end{align*}
\]

and its optimal partition is given by

\[
\begin{align*}
B &= \{3\}, \\
R &= \{1\}, \\
T_2 &= \{2\}, \\
N &= T_1 = T_3 = \emptyset.
\end{align*}
\]

For the second part of this section we generate a set of 10 random SOCO problems which fail the strict complementarity condition, but satisfy both the primal and dual nondegeneracy conditions, see [39] for degenerate random SDO problems. Specifically, we generate random problems with a unique primal-dual optimal solution. We choose \(m\) and the optimal partition \((B, N, R, T)\), see Table 1, in such a way that the necessary conditions for primal and dual nondegeneracy are satisfied, i.e.,

\[
|R \cup T_3| + \sum_{i \in B \cup T_1 \cup T_2} n_i \leq m \leq \sum_{i \in B \cup R \cup T_2} n_i - |R \cup T_2|.
\]

Then the interior point condition automatically holds by the uniqueness of the optimal solution, see Theorem 5.81 in [8].
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For the random problems we generate the unique optimal solution \((x^*; y^*; s^*)\) as follows

\[
\begin{align*}
(x^*)_i^1 &\sim U\left(\|x^*\|_{2,n_i} + 0.1, \ |(x^*)_i^1| + 100.1\right), \quad i \in B, \\
(s^*)_i^1 &\sim U\left(\|s^*\|_{2,n_i} + 0.1, \ |(s^*)_i^1| + 100.1\right), \quad i \in \mathcal{N}, \\
(x^*)_i^j &\sim U\left(-100, 100\right), \quad j = 2, \ldots, n_i, \quad i \in B, \\
(s^*)_i^j &\sim U\left(-100, 100\right), \quad j = 2, \ldots, n_i, \quad i \in \mathcal{N}, \\
(y^*)_i^j &\sim U\left(-100, 100\right), \quad j = 1, \ldots, n_i - 1, \quad i \in \mathcal{R} \cup \mathcal{T}_2, \\
(y^*)_i^j &\sim U\left(-100, 100\right), \quad j = 1, \ldots, n_i - 1, \quad i \in \mathcal{R} \cup \mathcal{T}_2, \\
(s^*)_i^j &\sim U\left(-100, 100\right), \quad j = 1, \ldots, n_i - 1, \quad i \in \mathcal{R} \cup \mathcal{T}_2, \\
\end{align*}
\]

where

\[
\begin{align*}
\|x^*\| := \frac{x^*}{\|x^*\|}, \quad y^* := \frac{y^*}{\|y^*\|}, \quad s^* := \frac{s^*}{\|s^*\|}.
\end{align*}
\]

Analogous to the optimal solution, the entries of \(A\) are uniformly distributed in \((-100, 100)\). However, we keep generating random \(A\) until Assumption 1 holds and the nondegeneracy conditions in Theorem 2.3 hold\(^3\). We then compute \(A := A/\|A\|\) and generate the right hand side and objective vectors by \(b := Ax^*\) and \(c := A^Ty^* + s^*\).

We solve all the SOCO problems by using SeDuMi 1.3\(^{13}\) included in the CVX optimization package\(^{14, 15}\) and applying Newton’s method to\(^{16, 17}\) throughout this section. The codes are run in MATLAB 9.2 environment on a MacBook Pro with Intel Core i5 CPU @ 2.3 GHz and 8GB of RAM. The Newton based approaches are referred to as NLO-Newton and SOCO-Newton, respectively. To solve\(^{22}\) and\(^{40}\) by Newton based approaches, we choose a central solution with \(\mu = 10^{-2}\) as the initial point. However, we choose smaller values of \(\mu\) for the random problems, as specified in Table 8. For the Newton based approaches \(\|F((x^{(k)}; y^{(k)}; s^{(k)}))\| \leq 10^{-14}\) is set as the terminating condition, and the optimality tolerance for SeDuMi is fixed at \(10^{-15}\). For NLO-Newton we remove the rows and columns associated with \(T_1\) and \(T_3\) from both the primal and dual problems. Additionally, we assign \((x(\mu); y(\mu); s(\mu))\) to \(\vartheta(0)\).

\(^3\)Since Assumption 1 and the nondegeneracy conditions hold generically, see e.g.,\(^{13}\), the expected number of iterations to get the desired coefficient matrix is one.
according to (35), and we form the solution \((x^{(k)}; y^{(k)}; s^{(k)})\) by setting
\[
\begin{align*}
(x^{(k)})_i &= -(u^{(k)})_i, & i & \in \mathcal{B} \cup \mathcal{T}_2 \cup \mathcal{R} \cup \mathcal{N}, \\
y^{(k)}_i &= w^{(k)}_i, & \text{(a)} \\
(s^{(k)})_i &= (z^{(k)})_i, & i & \in \mathcal{R} \cup \mathcal{N}, \\
(s^{(k)})_i &= 0, & i & \in \mathcal{B} \cup \mathcal{T}_2,
\end{align*}
\]

since there is no \(s^i\) corresponding to \(\mathcal{B}\) and \(\mathcal{T}_2\) in (29).

Tables 2 to 4 illustrate the numerical results of the Newton based approaches on SOCO problem (22). For NLO-Newton we report both the Newton residuals \(\|G(\vartheta^{(k)}_i)\|\) and \(\|F((x^{(k)}; y^{(k)}; s^{(k)}))\|\). NLO-Newton meets the stopping condition in only 4 iterations while this number is 21 for SOCO-Newton. As can be observed from Tables 2 and 3 the convergence of NLO-Newton to the unique optimal solution of (22) is quadratic while the convergence for SOCO-Newton is no better than linear. Additionally, SeDuMi arrives at the Newton residual \(1.445657 \times 10^{-12}\), and in that sense it is less accurate than NLO-Newton and SOCO-Newton.

Table 2.: The numerical results of NLO-Newton on SOCO problem (22).

<table>
<thead>
<tr>
<th>(k)</th>
<th>(|Ax^{(k)} - b|)</th>
<th>(c^T x^{(k)})</th>
<th>(|x^{(k)} \circ s^{(k)}|)</th>
<th>(G(.))</th>
<th>(F(.))</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>5.551115E-17</td>
<td>-9.222138E-01</td>
<td>1.000000E-02</td>
<td>9.420176E-02</td>
<td>9.432417E-02</td>
</tr>
<tr>
<td>1</td>
<td>5.551115E-17</td>
<td>-1.004244E+00</td>
<td>1.132375E-02</td>
<td>2.952235E-02</td>
<td>1.132375E-02</td>
</tr>
<tr>
<td>2</td>
<td>0.000000E+00</td>
<td>-1.000041E+00</td>
<td>5.817148E-05</td>
<td>4.551179E-05</td>
<td>5.817148E-05</td>
</tr>
<tr>
<td>3</td>
<td>0.000000E+00</td>
<td>-1.000000E+00</td>
<td>2.149505E-10</td>
<td>1.600968E-10</td>
<td>2.149505E-10</td>
</tr>
<tr>
<td>4</td>
<td>0.000000E+00</td>
<td>-1.000000E+00</td>
<td>0.000000E+00</td>
<td>0.000000E+00</td>
<td>0.000000E+00</td>
</tr>
</tbody>
</table>

Table 3.: The numerical results of SOCO-Newton on SOCO problem (22).

<table>
<thead>
<tr>
<th>(k)</th>
<th>(|Ax^{(k)} - b|)</th>
<th>(c^T x^{(k)})</th>
<th>(|x^{(k)} \circ s^{(k)}|)</th>
<th>(\sigma_{\min}(\nabla F(.)))</th>
<th>(F(.))</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>0.000000E+00</td>
<td>-1.000000E+00</td>
<td>1.540356E-11</td>
<td>1.270995E-06</td>
<td>1.540356E-11</td>
</tr>
<tr>
<td>16</td>
<td>0.000000E+00</td>
<td>-1.000000E+00</td>
<td>3.850891E-12</td>
<td>6.354972E-07</td>
<td>3.850891E-12</td>
</tr>
<tr>
<td>17</td>
<td>2.220446E-16</td>
<td>-1.000000E+00</td>
<td>9.627227E-13</td>
<td>3.177485E-07</td>
<td>6.927227E-13</td>
</tr>
<tr>
<td>18</td>
<td>2.220446E-16</td>
<td>-1.000000E+00</td>
<td>2.406807E-13</td>
<td>1.588743E-07</td>
<td>2.406807E-13</td>
</tr>
<tr>
<td>19</td>
<td>0.000000E+00</td>
<td>-1.000000E+00</td>
<td>6.017017E-14</td>
<td>7.943713E-08</td>
<td>6.017017E-14</td>
</tr>
<tr>
<td>20</td>
<td>0.000000E+00</td>
<td>-1.000000E+00</td>
<td>1.504254E-14</td>
<td>3.971856E-08</td>
<td>1.504254E-14</td>
</tr>
<tr>
<td>21</td>
<td>2.220446E-16</td>
<td>-1.000000E+00</td>
<td>3.760636E-15</td>
<td>1.985928E-08</td>
<td>3.768821E-15</td>
</tr>
</tbody>
</table>

Table 4.: The \(k^{th}\) iterate of NLO-Newton and SOCO-Newton on SOCO problem (22).

<table>
<thead>
<tr>
<th>(k)</th>
<th>(\begin{pmatrix} x^{(k)}_1 \ x^{(k)}_2 \end{pmatrix})</th>
<th>(\begin{pmatrix} x^{(k)}_1 \ x^{(k)}_2 \end{pmatrix})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>(-6.410764E-02)</td>
<td>(-1.282138E-01)</td>
</tr>
<tr>
<td>1</td>
<td>(8.783536E-03)</td>
<td>1.400000E-02</td>
</tr>
<tr>
<td>2</td>
<td>(0.000000E+00)</td>
<td>(-1.400000E+00)</td>
</tr>
<tr>
<td>3</td>
<td>(0.000000E+00)</td>
<td>(-1.400000E+00)</td>
</tr>
<tr>
<td>4</td>
<td>(0.000000E+00)</td>
<td>(-1.400000E+00)</td>
</tr>
</tbody>
</table>

The numerical results of Newton based approaches on SOCO problem (40) are summarized in Tables 5 to 7. From Tables 5 and 6 we can observe the quadratic convergence of NLO-Newton, versus linear convergence of SOCO-Newton. Furthermore, Table 7 confirms that NLO-Newton evolves faster toward the unique optimal solution of (40).
than SOCO-Newton. NLO-Newton arrives at the Newton residual $1.110223 \times 10^{-16}$ in only 4 iterations, while SeDuMi ends up with the Newton residual $1.777953 \times 10^{-9}$.

Table 5.: The numerical results of NLO-Newton on SOCO problem (40).

<table>
<thead>
<tr>
<th>$k$</th>
<th>$|A x^{(k)} - b|$</th>
<th>$c^T y^{(k)}$</th>
<th>$|x^{(k)} \circ s^{(k)}|$</th>
<th>$| G_c(\cdot) |$</th>
<th>$| F(\cdot) |$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.110223E-16</td>
<td>-6.995520E-01</td>
<td>1.000000E-02</td>
<td>7.979631E-02</td>
<td>8.014507E-02</td>
</tr>
<tr>
<td>1</td>
<td>2.220446E-16</td>
<td>-7.102731E-01</td>
<td>6.634877E-03</td>
<td>8.185201E-03</td>
<td>6.634877E-03</td>
</tr>
<tr>
<td>3</td>
<td>0.000000E+00</td>
<td>-7.071068E-01</td>
<td>6.959588E-11</td>
<td>4.962837E-11</td>
<td>6.959588E-11</td>
</tr>
<tr>
<td>4</td>
<td>0.000000E+00</td>
<td>-7.071068E-01</td>
<td>1.110223E-16</td>
<td>1.110223E-16</td>
<td>1.110223E-16</td>
</tr>
</tbody>
</table>

Table 6.: The numerical results of SOCO-Newton on SOCO problem (40).

<table>
<thead>
<tr>
<th>$k$</th>
<th>$|A x^{(k)} - b|$</th>
<th>$c^T y^{(k)}$</th>
<th>$|x^{(k)} \circ s^{(k)}|$</th>
<th>$\sigma_{\text{min}}(\nabla F(\cdot))$</th>
<th>$| F(\cdot) |$</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>1.110223E-16</td>
<td>-7.071068E-01</td>
<td>9.289517E-12</td>
<td>9.289517E-12</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>1.110223E-16</td>
<td>-7.071068E-01</td>
<td>2.322376E-12</td>
<td>2.322376E-12</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>1.110223E-16</td>
<td>-7.071068E-01</td>
<td>5.805962E-13</td>
<td>5.805962E-13</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>1.110223E-16</td>
<td>-7.071068E-01</td>
<td>1.452016E-13</td>
<td>1.452016E-13</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>2.482534E-16</td>
<td>-7.071068E-01</td>
<td>3.629592E-14</td>
<td>3.629592E-14</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>0.000000E+00</td>
<td>-7.071068E-01</td>
<td>1.210874E-07</td>
<td>1.210874E-07</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.000000E+00</td>
<td>-7.071068E-01</td>
<td>6.054371E-08</td>
<td>6.054371E-08</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.: The $k$th iterate of NLO-Newton and SOCO-Newton on SOCO problem (40).

<table>
<thead>
<tr>
<th>NLO-Newton</th>
<th>SOCO-Newton</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$</td>
<td>$(x^*_1)^{(k)}$</td>
</tr>
<tr>
<td>0</td>
<td>7.86081643E-02</td>
</tr>
<tr>
<td>1</td>
<td>-4.67865604E-03</td>
</tr>
<tr>
<td>2</td>
<td>0.00000000E+00</td>
</tr>
<tr>
<td>3</td>
<td>0.00000000E+00</td>
</tr>
<tr>
<td>4</td>
<td>0.00000000E+00</td>
</tr>
</tbody>
</table>

We draw a sample of 100 instances for each random SOCO problem and report the average results in Tables 5 to 10. To ensure convergence of NLO-Newton to the unique optimal solution, we choose initial solutions with sufficiently small $\mu$ when solving the random problems. Table 5 reports the values of $\mu$ as well as the distance of the initial solution and the SeDuMi’s solution from the unique optimal solution $\omega^* := (x^*; y^*; s^*)$, where $\omega_{\text{se}}, \omega_{\text{nn}},$ and $\omega_{\text{st}}^*$ stand for the solution output by SeDuMi, NLO-Newton, and SOCO-Newton. For NLO-Newton the solution $\omega_{\text{nn}}^*$ is formed by $(x_{\text{nn}}^*, y_{\text{nn}}^*, s_{\text{nn}}^*)$, where:

\[
(x_{\text{nn}}^*)_i^{} = -(u_i^*)^{(k)}, \quad i \in \mathcal{B} \cup \mathcal{T}_2 \cup \mathcal{R} \cup \mathcal{N},
\]

\[
(x_{\text{nn}}^*)_i^{} = 0, \quad i \in \mathcal{B} \cup \mathcal{T}_3,
\]

\[
y_{\text{nn}}^* = w^{(k)},
\]

\[
(s_{\text{nn}}^*)_i^{} = (z_i^*)^{(k)}, \quad i \in \mathcal{R} \cup \mathcal{N},
\]

\[
(s_{\text{nn}}^*)_i^{} = c_i^{} - A_i^T w^{(k)}, \quad i \in \mathcal{T}_3,
\]

\[
(s_{\text{nn}}^*)_i^{} = 0, \quad i \in \mathcal{B} \cup \mathcal{T}_1 \cup \mathcal{T}_2,
\]

where $\bar{k}$ denotes the index of final iterate.

Tables 9 and 10 demonstrate the numerical results of Newton based approaches on the random SOCO problems. The values of $\|\omega_{\text{nn}}^* - \omega^*\|$, $\|\omega_{\text{nn}}^* - \omega^*\|$, and $\#\text{Iter}$ indicate
the accuracy and fast convergence of NLO-Newton in comparison to SOCO-Newton.

Table 8.: The initial and optimal solutions for random SOCO problems.

<table>
<thead>
<tr>
<th>Problem</th>
<th>µ</th>
<th>((x^{(0)}, y^{(0)}, s^{(0)}) - \omega^+)</th>
<th>(\omega^+ - \omega^-)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.0E-05</td>
<td>1.912776E-02</td>
<td>1.592721E-06</td>
</tr>
<tr>
<td>2</td>
<td>1.0E-05</td>
<td>9.125473E-02</td>
<td>6.738418E-06</td>
</tr>
<tr>
<td>3</td>
<td>1.0E-05</td>
<td>1.643906E-02</td>
<td>2.662254E-06</td>
</tr>
<tr>
<td>4</td>
<td>1.0E-05</td>
<td>1.795054E-02</td>
<td>1.607865E-06</td>
</tr>
<tr>
<td>5</td>
<td>1.0E-05</td>
<td>2.629707E-02</td>
<td>2.758546E-07</td>
</tr>
<tr>
<td>6</td>
<td>1.0E-05</td>
<td>4.050471E-02</td>
<td>3.003945E-05</td>
</tr>
<tr>
<td>7</td>
<td>1.0E-05</td>
<td>8.766428E-03</td>
<td>4.772793E-07</td>
</tr>
<tr>
<td>8</td>
<td>1.0E-06</td>
<td>1.555120E-02</td>
<td>3.128175E-06</td>
</tr>
<tr>
<td>9</td>
<td>1.0E-06</td>
<td>1.551210E-02</td>
<td>3.128175E-06</td>
</tr>
<tr>
<td>10</td>
<td>1.0E-06</td>
<td>2.267326E-02</td>
<td>1.741151E-06</td>
</tr>
</tbody>
</table>

Table 9.: The numerical results of NLO-Newton on random SOCO problems.

<table>
<thead>
<tr>
<th>Problem #Iter</th>
<th>(F((x^{(0)}, y^{(0)}, s^{(0)})))</th>
<th>(F(\omega^+_{nn}))</th>
<th>(\omega^+<em>{nn} - \omega^-</em>{sn})</th>
<th>(\omega^+<em>{sn} - \omega^+</em>{sn})</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 5 5.92721E-06 2.059106E-16 1.592721E-06 2.021790E-13 7.452722E-07</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 3 2.58982E-06 2.622254E-06 6.738418E-06 1.390557E-14 1.056285E-06</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 3 1.908819E-06 2.662254E-06 2.662254E-06 8.634383E-12 5.002596E-07</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 3 2.555563E-06 6.078650E-06 2.758546E-07 1.975277E-14 4.794085E-07</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 4 1.494956E-04 5.555563E-06 3.003945E-05 2.171982E-12 2.831458E-04</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 4 1.149507E-06 6.27231E-06 4.772793E-07 1.107431E-14 4.519775E-07</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7 4 1.70883E-06 3.192262E-16 7.187394E-13 9.655715E-07</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8 4 1.960026E-03 5.365570E-16 1.741151E-06 8.266871E-13 8.583896E-07</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 10.: The numerical results of SOCO-Newton on random SOCO problems.

<table>
<thead>
<tr>
<th>Problem #Iter</th>
<th>(F((x^{(0)}, y^{(0)}, s^{(0)})))</th>
<th>(F(\omega^+_{nn}))</th>
<th>(\omega^+<em>{nn} - \omega^-</em>{sn})</th>
<th>(\omega^+<em>{sn} - \omega^+</em>{sn})</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 15 1.996282E-06 6.229178E-15 9.947566E-09 1.226415E-06 7.452725E-07</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 16 5.999936E-15 1.413926E-08 5.774589E-06 1.056285E-06</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 14 4.582706E-15 1.458812E-08 2.463535E-06 5.082683E-06</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 14 6.101894E-15 1.575818E-08 1.226000E-06 4.794086E-07</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 15 6.644257E-15 3.546504E-07 6.052626E-07</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 14 6.379693E-09 3.108220E-04 2.831458E-04</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7 14 6.201575E-15 5.217249E-07 4.519775E-07</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8 13 5.319422E-07 2.633089E-06 9.655715E-07</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9 15 4.950853E-09 3.668787E-07 4.071836E-07</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10 15 5.222010E-06 4.778974E-09 1.179792E-06 8.583897E-07</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

6. Conclusion and future studies

Using the optimal partition of a SOCO problem, we established quadratic convergence of Newton’s method to the unique optimal solution of \((P_{SOCO})\) and \((D_{SOCO})\) without strict complementarity condition. We showed that if the primal and dual nondegeneracy conditions hold, then \(\nabla G(\bar{\theta})\) is nonsingular. Furthermore, we derived a complexity bound for identifying the quadratic convergence region of Newton’s method from a sequence of central solutions. The numerical results confirmed the quadratic convergence...
of Newton’s method to the unique optimal solution of SOCO in the absence of strict complementarity.

The optimal partition approach in Section 3 can be directly applied to the optimality conditions for \((P_{SOCO})\) and \((D_{SOCO})\). If we assume the primal and dual nondegeneracy conditions, then the optimality conditions are written as

\[
\sum_{i \in \mathcal{B} \cup \mathcal{T}_2 \cup \mathcal{R}} A_i x^i = b, \\
A_i^T y = c^i, \\
A_i^T y + s^i = c^i, \\
x^i \circ s^i = 0, \\
x^i \in \mathbb{L}^n_{+}, \\
s^i \in \mathbb{L}^n_{+},
\]

where the zero variables are set aside. Analogous to (38), the equality constraints in the reduced system can be represented by the mapping \(F' : \mathbb{R}^{n'} \to \mathbb{R}^{n'}\), where

\[
n' := m + \sum_{i \in \mathcal{B} \cup \mathcal{N} \cup \mathcal{T}_3} n_i + 2 \sum_{i \in \mathcal{R}} n_i.
\]

Hence, Newton’s method is applicable to the mapping \(F'\), since the domain and the range of \(F'\) are equal. Nevertheless, the nonsingularity of \(\nabla F'\) at the optimal solution should be investigated.

To establish quadratic convergence of Newton’s method, we assumed that the optimal partition is known, and that \(T_1, T_2,\) and \(T_3\) can be identified from \(T\). The derivation of upper bounds on \(\theta_1, \theta_2, \kappa,\) and \(\beta_1\) deserves further research. Further, it is worth investigating the application of numerical algebraic geometry to establish quadratic convergence to an isolated solution without primal or dual nondegeneracy condition.

At this point, we are investigating the parametric analysis of SOCO problems using the notion of the optimal partition.
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