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Abstract

We describe a nonlinear generalization of dual dynamic programming theory and its application to value function estimation for deterministic control problems over continuous state and action (or input) spaces, in a discrete-time infinite horizon setting. We prove that the result of a one-stage policy evaluation can be used to produce nonlinear lower bounds on the optimal value function that are valid over the entire state space. These bounds reflect the functional form of the system’s costs, dynamics, and constraints. We provide an iterative algorithm that produces successively better approximations of the optimal value function, prove some key properties of the algorithm, and describe means of certifying the quality of the output. We demonstrate the efficacy of the approach on systems whose dimensions are too large for conventional dynamic programming approaches to be practical.

I. INTRODUCTION

Dynamic Programming (DP) facilitates the computation of optimal control actions for dynamical system regulation, or other multi-stage decision problems, by representing future costs via a value function, or cost-to-go. This article is concerned with the solution of deterministic infinite-horizon control problems in discrete time, with continuous state and action (control input) spaces. These are a common variant of the broader class of Markov Decision Problems (MDPs) [11].

The DP algorithm was originally developed for problems with discrete state and action spaces [3]. With continuous state and action spaces it is typical to discretize, or “grid”, these spaces, and revert to the same algorithmic approach as for discrete problems. This brings about two computational issues. Firstly, for a given grid resolution, the number of discrete points created is exponential in the dimensions of the state and action spaces. Chow and Tsitsiklis proved [11, equation 7.13] that a successive gridding approach leads to a worst-case complexity (under certain assumptions) of $O\left(\left(1 - \gamma\right)\delta^{-\left(2n+m\right)}\right)$, where $\gamma$ is the discount factor, $\delta$ is the desired value function approximation accuracy, and $n$ and $m$ are the dimensions of the continuous state and action spaces respectively. Secondly, the evaluation of the optimal action requires interpolation between grid points of the successor state in order to estimate the cost-to-go implied by any candidate action.

In continuous state and action spaces, most existing approaches to value function estimation have been motivated by optimal control [7] and reinforcement learning problems [9]. Computing a value function for such problems is attractive because in real-time applications it is not generally possible to
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compute an optimal infinite sequence of control inputs for the current system state. Access to a value function, whether exact or approximate, allows the control input to be computed using a one-stage optimization, in which the value function encodes all costs or rewards incurred from the successor state onward.

For some problems, the optimal value function and control policy can, at least for systems of modest size, be calculated exactly – and in the case of the unconstrained linear-quadratic regulator (LQR), are straightforwardly obtained even for large systems via the discrete algebraic Riccati equation [25]. Bemporad et al. showed that the value function for finite-horizon constrained LQR is piecewise quadratic, and presented an algorithm for computing the polyhedral “critical regions” of the state space, in each of which the optimal control action is given by a different affine function [4]. This approach is known as explicit MPC. As long as a sufficiently large number of time steps are modelled, it can also be shown to produce the exact value function for an infinite-horizon problem within a compact subset of the state space, by virtue of the fact that in a neighbourhood of the origin reachable in a finite number of steps, the optimal control actions are unconstrained [10], [18].

One limitation of explicit MPC is that as the regions are defined by the indices of active constraints in the finite-horizon optimization problem, their number in general grows combinatorially with the number of state and input constraints, and with the time horizon. Also, although this computation is carried out offline, an additional potential difficulty when implementing explicit MPC is the storage in memory, and real-time look-up, of the correct region’s control law following measurement of the current state [22]. That said, constructive methods have been developed for approximating optimal control laws using polyhedral computations [23], although mature tools only exist for simplifying the full explicit control law after it has been generated [19]. Lastly, explicit MPC is difficult to extend to nonlinear systems or non-convex value functions, since the piecewise linear or quadratic characterization of the value function no longer holds in general. This has prompted methods such as input quantization to be applied [17], in effect borrowing from standard discretized DP ideas.

For systems too large for the value function and/or policy to be computed exactly using techniques such as the above, a separate group of methods known collectively as approximate DP (ADP) has arisen in the literature. ADP is closely related to reinforcement learning [34], in that both fields are concerned with finding approximate value functions and policies for MDPs [9]. The method we present in this article can be considered a novel ADP approach.

Recent approaches to ADP have been based on the so-called linear programming (LP) approach of de Farias and Van Roy [13], in which a maximization of the value function, cast as a sum of appropriate basis functions, is performed subject to a so-called Bellman inequality constraint, which uses the Bellman operator’s monotonicity property to guarantee that the solution found is an underestimator of the optimal value function. Several variants of this approach have arisen. Wang et al. [35] used an iterated Bellman inequality to enlarge the feasible set of the problem, Summers et al. considered polynomial basis functions and used sum-of-squares programming to compute the value function [33], and Beuchat et al. iteratively constructed polynomial lower bounds whose pointwise maximum represents the value function approximation, with numerical emphasis on quadratic functions [8].

Another key development of relevance to the present article is dual DP (DDP), first used to solve
multi-stage optimization problems in the area of hydro power planning [26], [27]. This method, also referred to as multi-stage Benders decomposition [5], [16], decomposes the problem into single-stage problems connected by an estimate of the value function of the following stage. It has since found use in further applications such as finance, economics, and power system optimization [12], [15], [36]. The basic algorithm generates a trajectory forward through the planning horizon, in which control decisions are made by solving the single-stage problems, and then performs a backward pass in which a duality argument is used to generate hyperplanes underestimating each stage’s value function. At convergence a locally-exact representation of the value function around the optimal trajectory will have been generated [28], [32]. Powell and others have presented adjustments and approximations that aim to improve convergence rate, particularly in a stochastic setting [29], [21], [24], [14].

This article proposes a generalization of DDP, using duality arguments and the properties of the Bellman operator to construct analytical lower bounds on the optimal value function of a deterministic, infinite-horizon control problem over continuous state and action spaces. These bounds arise from the dual solution of the one-stage control problem, and in contrast to the hyperplanes from standard DDP they are generally nonlinear and account for the functional form of the problem’s dynamics, costs and constraints. Each iteration uses lower-bounding functions from previous iterations to influence the new bound generated. The algorithm works by increasing the value function estimate anywhere a so-called “Bellman error” [9, §3.6.1], or violation of the Bellman optimality condition, is present, while guaranteeing that the new estimate will still be a global lower bound on the optimal value function. We refer to this method as generalized DDP (GDDP). To the best of our knowledge, duality arguments of this kind have not been used to estimate infinite-horizon value functions before.

The lower-bounding functions generated in our GDDP formulation apply for the (single) infinite-horizon value function of the problem, whereas the hyperplanes generated by DDP are lower bounds on value functions for specific time steps of a multi-stage problem, and are obtained by backward recursion through the planning horizon. In both GDDP and conventional DDP, though, the value function is represented as the pointwise maximum of all lower-bounding functions generated. GDDP could alternatively be applied to finite-horizon problems in which more general lower-bounding functions may be beneficial, for example hydro-power scheduling in the presence of non-convexities [1, §7], but we do not explore this in the present article.

The method offers several potential attractions. Firstly, the solution of each one-stage problem instance generates a more expressive lower bound on the optimal value function than the hyperplanes used in conventional finite-horizon DDP. In contrast, discretization approaches to DP for continuous-state problems do not generate global lower bounds at all.

Secondly, each algorithm iteration has (under standard convexity assumptions) only polynomial complexity in the state and action dimension. This contrasts with the exponential complexity of the standard discretization approach. Although we do not claim to have overcome the so-called curse of dimensionality in this manner – in particular we do not bound the number of iterations required – the algorithm at least avoids the need to interpolate between points on a grid [11], or in the case of local approximation techniques, to locate the nearest sampled point for the purpose of using its associated
local value function estimate [2].

Thirdly, when strong duality holds in the one-stage problem, each step of our algorithm guarantees a strict improvement in the value function estimate for some value of the state \( \hat{x} \) at which the Bellman optimality condition does not already hold. This is reminiscent of the well-known improvement property of value function iteration for discrete reinforcement learning problems [34, §4.1].

Lastly, where the input dimension is relatively low, valid lower-bounding functions can be generated even for non-convex value functions of high state dimension, since the one-stage problem, which is solved with the state as a fixed parameter, still has limited complexity. It may even be convex or at least exhibit strong duality in practice. To generate a new lower-bounding function, it need only be possible to extract optimal dual variables from this smaller problem.

A. Contributions

1) We derive a globally-valid lower bounding function for the optimal value function parameterized by the solution of a one-stage control problem, in which the “current” system state appears as a parameter. This lower bound is in general nonlinear, and predicated on one or more existing valid lower bounding functions being available. This generalizes the existing concept of Dual Dynamic Programming, which typically generates lower-bounding hyperplanes, and only in a finite-horizon setting.

2) We provide an iterative algorithm for improving the value function estimate, which is represented as the pointwise maximum of all lower bounds generated so far. We prove that under a strong duality assumption, an iteration of this algorithm causes strict improvement in the value function estimate for any value of the state where the Bellman optimality condition does not yet hold.

3) We provide a generic guarantee that the value function estimate converges over the region of the state space where the optimal value function is finite. We also prove that where strong duality holds in the one-stage problem, the Bellman error, or difference between the two sides of the Bellman optimality condition, converges to zero for all points in the state space visited “infinitely often” by the GDDP algorithm. For a given desired Bellman error tolerance, the algorithm terminates in a finite number of iterations.

4) We demonstrate application of GDDP to numerous case studies, including linear and nonlinear control problems for which the conventional discretization approach to DP is computationally intractable.

B. Article structure

Section II states the infinite-horizon control problem to be studied, and reviews standard results on value functions and the Bellman equation. Section III derives the proposed algorithm for producing successive approximations to the optimal value function, and proves some of its key properties. Section

1In some circumstances with a discrete action set, random sampling of the state can lead to a DP algorithm for which the solution time remains polynomial in the state dimension, thanks to the scaling properties of Monte Carlo integration in higher dimensions [30]. However to our knowledge there are no such results for problems with continuous state and action spaces.
IV discusses implementation choices. Section V presents numerical simulations for linear systems of various sizes as well as a nonlinear example, and Section VI concludes.

C. Notation

The symbol $\mathbb{R}^n$ ($\mathbb{R}_{+}^n$) represents the field of (non-negative) real vectors in $n$ dimensions, and $\mathbb{S}_+^n$ ($\mathbb{S}_{++}^n$) represent the cone of symmetric (strictly) positive semidefinite $n \times n$ matrices. Inequalities are as follows: $a \leq b$ for $n$-dimensional vectors $a$ and $b$ means $b - a \in \mathbb{R}_{+}^n$, $A \preceq B$ for $n \times n$ matrices $A$ and $B$ means $B - A \in \mathbb{S}_+^n$, and $A \prec B$ means $B - A \in \mathbb{S}_{++}^n$. For a function $f : \mathbb{R}^n \rightarrow \mathbb{R}$, the vector $\nabla_x(y)$ is the gradient of $f$ with respect to $x$, evaluated at $x = y$. The spectral radius (magnitude of the largest singular value) of a matrix $A$ is denoted $\sigma(A)$.

Notation $\max\{a, b, \ldots\}$ represents the maximum of scalars $a$, $b$, and so on. When $\max\{\ldots\}$ is used with a subscript parameter below the symbol $\max$, it denotes the maximum attained value of the parameterized quantity in braces.

The symbol $0$ is used to represent a scalar, vector, or matrix of zeroes of appropriate dimension, and $1$ represents a vector of ones of appropriate dimension. Symbol $I_n$ denotes the $n \times n$ identity matrix. The notation $\text{diag}\{a, b, \ldots\}$ signifies a diagonal matrix whose diagonal entries are $a$, $b$, and so on.

II. Problem Statement

A. Infinite-horizon control problem

We consider the solution of an infinite-horizon deterministic optimal control problem in which stage costs, dynamics, and constraints are time-invariant.

\[
\begin{align*}
\min_{\pi \in \Pi} & \quad \mathbb{E}_{x_0 \sim \mathcal{P}_0} \left[ \sum_{t=0}^{\infty} \gamma^t \ell(x_t, u_t) \right] \\
\text{s. t.} & \quad x_{t+1} = f(x_t, u_t), \quad t = 0, \ldots, \infty, \quad (1a) \\
& \quad u_t = \pi(x_t), \quad t = 0, \ldots, \infty, \quad (1b) \\
& \quad Eu_t \leq h(x_t), \quad t = 0, \ldots, \infty. \quad (1d)
\end{align*}
\]

The state at time $t$ is denoted $x_t \in \mathbb{R}^n$, and the input $u_t \in \mathbb{R}^m$. Constant $\gamma \in (0, 1]$ is a discount factor for costs encountered later in the horizon, and $\ell : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}_{+}$ is the stage cost function, which we assume to be non-negative. The expectation is defined over possible initial states $x_0$, which are weighted according to some probability measure $\mathcal{P}_0$ on $\mathbb{R}^n$.

Although the initial state $x_0$ is random, variables $x_t$ for $t \geq 1$ and $u_t$ for $t \geq 0$ are uniquely determined by the dynamics $f : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^n$ and the control policy $\pi : \mathbb{R}^n \rightarrow \mathbb{R}^m$, which are time-invariant and common to every possible $x_0$.

Set $\Pi$ contains all policies $\pi$ that are generated by minimizing the sum of the one-stage cost plus a $\gamma$-discounted cost-to-go function, $V : \mathbb{R}^n \rightarrow \mathbb{R}$:

\[
u_t = \pi(x_t) = \arg \min_{u \in \ell(x_t)} \{ \ell(x_t, u) + \gamma V(f(x_t, u)) \}, \quad (2)\]
where
\[ U(x) := \{ u : Eu \leq h(x) \} , \tag{3} \]
with \( E \in \mathbb{R}^{n_c \times m} \) and \( h : \mathbb{R}^n \to \mathbb{R}^{n_c} \) mapping the state \( x \) to a vector of right-hand-side quantities, where \( n_c \) is the number of state-input constraints present. In accordance with other DP literature [9, §2.2], we refer to \( \pi(x) \) as the **greedy policy** evaluated at \( x \), since only the stage cost for the immediate time step is modelled explicitly in the calculation. We also refer to function \( V \) as an **approximate value function**, as its purpose is to represent all future (discounted) stage costs incurred from controlling the system according to (2).

**B. Optimal value function**

We define the Bellman operator on function \( V \) in terms of the objective value attained in the one-stage problem:
\[ T V(x) := \min_{u \in U(x)} \{ \ell(x,u) + \gamma V(f(x,u)) \} \tag{4} \]
We use \( V^* \) to denote the **optimal** value function for problem (1). This function satisfies the Bellman optimality condition,
\[ V^*(x) = T V^*(x) , \quad \forall x \in \mathcal{X} , \tag{5} \]
where \( \mathcal{X} \) is a set containing all trajectories generated by following policy (2) under \( V^* \) from any initial state \( x_0 \) in the support of measure \( \mathcal{P}_0 \).

**Assumption 1.** An unique, time-invariant, optimal value function satisfying (5) for problem (1) exists.

Assumption 1 is satisfied in various settings. For example, a straightforward guarantee of a unique (and moreover finite) \( V^*(x) \) for all \( x \in \mathcal{X} \) is that the stage cost is bounded, and the discount factor \( \gamma \) is strictly less than 1 [6, Prop. 1.2.3]. Alternatively, unbounded functions such as quadratic stage costs over a non-compact \( \mathcal{X} \) may be accommodated under different assumptions, such as those of Hernández-Lerma and Lasserre [20, §4.2].

Our later results are generic enough to rely only on Assumption 1 holding, and not on any particular setting. The following property of \( V^* \) follows immediately:

**Lemma II.1** (Non-negative optimal value function). For all \( x \in \mathcal{X} \), \( V^*(x) \geq 0 \).

**Proof.** For any positive value function \( V(x) \) we have \( T V(x) = \min_{u \in U(x)} \{ \ell(x,u) + \gamma V(f(x,u)) \} \geq 0 \forall x \in \mathbb{R}^n \), since \( \ell(x,u) \) is non-negative. Therefore \( T^2 V(x) \) is also non-negative, and by induction (under the assumed existence of \( V^*(x) \)), repeated application of the Bellman operator on \( V \) either converges to a finite fixed point \( V^* \) (see for example Proposition 1.2.1 in [6]), in which case \( \lim_{t \to \infty} T^t V(x) = V^*(x) \geq 0 \), or it diverges to \( +\infty \) for states where \( V^*(x) = +\infty \). \( \square \)

**C. Discounted LQR**

Problem (1) is difficult to solve in general, and even an approximate solution is difficult to obtain when the state vector has more than just a few dimensions [11]. However, a special case is the
discounted unconstrained linear-quadratic regulator problem, in which \( f(x, u) = Ax + Bu \) with \((A, B)\) stabilizable, and \( \ell(x, u) = \frac{1}{2} x^T Q x + \frac{1}{2} u^T R u \) with \( Q \succeq 0 \) and \( R > 0 \). For this problem the optimal value function is \( V^*(x) = \frac{1}{2} x^T P x \), where \( P \) is the solution of the (discounted) discrete algebraic Riccati equation. This is obtained in the same manner as for the well-known undiscounted case [25], via the substitutions \( \tilde{A} := \sqrt{\gamma} A \) and \( \tilde{B} := \sqrt{\gamma} B \).

D. Restriction of problem class

We impose the following additional restrictions before addressing problem (1):

**Restriction 1.** The stage cost \( \ell(x, u) \) consists of \( K \geq 1 \) terms, each of which is the pointwise maximum of general functions of \( x \) plus linear and quadratic terms in \( u \):

\[
\ell(x, u) = \sum_{k=1}^{K} \ell_k(x, u)
\]

where

\[
\ell_k(x, u) := \max_l \left\{ \phi_{kl}(x) + r_{kl}^T u + \frac{1}{2} u^T R_{kl} u \right\}
\]

and the maximum is over a finite number of indices \( l \) for each \( k \).

This functional form encompasses, but is not limited to, affinely-scaled \( p \)-norms for \( p \in \{1, 2, \infty\} \), and convex piecewise affine functions of \( x \) and \( u \). It also allows for constant terms within the functions \( \phi_{kl} \).

**Restriction 2.** The dynamics \( f(x, u) \) take the following form:

(a) If \( R_{kl} \succ 0 \) for each of the \( l \) functions in braces in (7), then \( f(x, u) = f_x(x) + F_u(x) u \).

(b) Otherwise, the dynamics take the form \( f(x, u) = f_x(x) + B u \), where \( B \in \mathbb{R}^{n \times m} \).

The reasons for Restriction 2 will become clear in the derivation of value function under-approximators in Section III-B.

III. LOWER BOUNDING ALGORITHM

We now describe an algorithm for producing successively better approximations of the optimal value function \( V^*(x) \) for problem (1).

A. Epigraph form of one-stage problem (4)

Let an approximation of the optimal value function be denoted \( \hat{V}_I \), taking the form

\[
\hat{V}_I(x) = \max_{i=1,\ldots,I} g_i(x)
\]

for a finite number \( I \) of functions \( g_i : \mathbb{R}^n \to \mathbb{R} \). We define \( g_0(x) = 0 \), which by Lemma II.1 is always a valid lower bound on \( V^*(x) \).

Under Restrictions 1 and 2, the one-stage problem (4) can be written in the form (9), in which epigraph variables \( \beta \in \mathbb{R}^K \) and \( \alpha \in \mathbb{R} \) are used to model the stage cost and cost-to-go respectively.
We use form (a) of the dynamics from Restriction 2, noting that the derivation is the same under form (b) but with $B$ replacing $F_u(\hat{x})$.

\[
\min_{u,x,\beta,\alpha} \quad \mathbf{1}^\top \beta + \gamma \alpha \\
\text{s. t.} \quad x_+ = f_+(\hat{x}) + F_u(\hat{x})u, \\
E u \leq h(\hat{x}), \\
l_j^\top \beta \geq \phi_j(\hat{x}) + r_j^\top u + \frac{1}{2} u^\top R_j u, \quad j = 1, \ldots, n_j, \\
\alpha \geq g_i(x_+), \quad i = 1, \ldots, I. \tag{9a}
\]

This can be considered a parametric optimization problem in which the current state of the system $\hat{x}$ is the (fixed) parameter.

Vector $x_+ \in \mathbb{R}^n$ is the successor state to $\hat{x}$ when input $u$ is applied. In constraint (9d), vector $l_j \in \mathbb{R}^K$ is the $k^{th}$ unit vector (selecting the $k^{th}$ element of vector $\beta$) if constraint $j$ is present in the $k^{th}$ summand in (6). This allows all terms contributing to $\ell(x,u)$ to be indexed with a single subscript, $j = 1, \ldots, n_j$, where $n_j$ is the total number of functions needed to model the stage cost in (7).

**Lemma III.1.** The optimal value of problem (9) for parameter $\hat{x}$ is equal to $T\hat{V}_I(\hat{x})$. That is, if it is feasible and $(\hat{u}^*, \hat{x}_+, \hat{\beta}^*, \hat{\alpha}^*)$ is an optimal solution,

\[
1^\top \hat{\beta}^* + \gamma \hat{\alpha}^* = \min_{u \in \mathcal{U}(\hat{x})} \left\{ \ell(\hat{x}, u) + \gamma \hat{V}_I(f(\hat{x}, u)) \right\}.
\]

**Proof.** The condition $u \in \mathcal{U}(\hat{x})$ is reflected in constraint (9c), and constraint (9b) can be eliminated by substituting the definition of $x_+$ into constraint (9e). It is immediate that $1^\top \hat{\beta}^* = \sum_{k=1}^K \hat{\beta}_k^*$, where to be feasible and optimal each $\hat{\beta}_k^* = \max_j \{ \phi_j(\hat{x}) + r_j^\top \hat{u}^* + \frac{1}{2} \hat{u}^*^\top R_j \hat{u}^* \}$ for those entries $j$ corresponding to the $k^{th}$ summand in definition (6). Therefore it follows that $1^\top \hat{\beta}^* = \ell(\hat{x}, \hat{u}^*)$. If $\hat{\alpha}^* > \max_i g_i(\hat{x}_+^*) = \max_i g_i(f(\hat{x}, \hat{u}^*))$ there must be an improving direction for $\alpha$, and if $\exists i : \hat{\alpha}^* < g_i(\hat{x}_+^*)$ then $\hat{\alpha}^*$ is infeasible. Therefore $\gamma \hat{\alpha}^* = \gamma \hat{V}_I(f(\hat{x}, \hat{u}^*))$. \hfill \Box

**B. Lower-bounding lemma**

We now derive the dual of problem (9) in order to support the lemma that follows. Assign the multipliers $\pi \in \mathbb{R}^n$ to constraint (9b), $\lambda_c \in \mathbb{R}^{n_c}_+$ to constraint (9c) (where $n_c$ is the number of elements in $h$), $\lambda_\beta \in \mathbb{R}^{n_+}_+$ to constraint (9d), and $\lambda_\alpha \in \mathbb{R}^{n_+}_+$ to constraint (9e). We use $\lambda_{\beta,j}$ to denote the $j^{th}$ element of $\lambda_\beta$, and $\lambda_{\alpha,i}$ to denote the $i^{th}$ element of $\lambda_\alpha$. 

The Lagrangian of (9) is
\[
\mathcal{L}(u, x, \beta, \alpha, \pi, \lambda_c, \lambda_{\beta}, \lambda_{\alpha}) := 1^T \beta + \gamma \alpha \\
+ \pi^T (f_\beta(x) + F_u(\hat{x}) u - x) + \lambda_c^T (E u - h(x)) \\
+ \sum_{j=1}^{n_j} \lambda_{\beta,j} \left( \phi_j(\hat{x}) + r_j^T u + \frac{1}{2} u^T R_j u - l_j^T \beta \right) \\
+ \sum_{i=0}^{I} \lambda_{\alpha,i} (g_i(x) - \alpha)
\]
\[
= (1 - \mathcal{L}^T \lambda_{\beta})^T \beta + (\gamma - 1^T \lambda_{\alpha}) \alpha - \pi^T x + \sum_{i=0}^{I} \lambda_{\alpha,i} g_i(x)
\]
\[
+ (\pi^T F_u(\hat{x}) + \lambda_c^T E + \lambda_{\beta}^T R) u + \frac{1}{2} u^T \left( \sum_{j=1}^{n_j} \lambda_{\beta,j} R_j \right) u
\]
\[
+ \pi^T f_\beta(\hat{x}) - \lambda_{\beta}^T h(\hat{x}) + \lambda_{\beta}^T \phi(\hat{x})
\]
(10)
where for compactness we have introduced the additional symbols \( \mathcal{L} \in \mathbb{R}^{n_j \times K} \), \( R \in \mathbb{R}^{n_j \times m} \) and \( \phi(\hat{x}) \in \mathbb{R}^{n_j} \), whose \( j^{th} \) rows contain \( l_j^T \), \( r_j^T \), and \( \phi_j(\hat{x}) \) respectively. The dual of problem (9) can then be written:
\[
\max_{\pi, \lambda_c, \lambda_{\beta}, \lambda_{\alpha}} \phi(\hat{x})^T \lambda_{\beta} - h(\hat{x})^T \lambda_c + f_\beta(\hat{x})^T \pi \\
+ \zeta_1(\pi, \lambda_{\alpha}) + \zeta_2(\hat{x}, \pi, \lambda_c, \lambda_{\beta})
\]
(11a)
\[
\text{s. t.} \quad \mathcal{L}^T \lambda_{\beta} = 1
\]
(11b)
\[
1^T \lambda_{\alpha} = \gamma
\]
(11c)
\[
\lambda_c \geq 0, \quad \lambda_{\beta} \geq 0, \quad \lambda_{\alpha} \geq 0.
\]
(11d)
where
\[
\zeta_1(\pi, \lambda_{\alpha}) := \min_{x_+ \in \mathbb{R}^n} \left\{ -\pi^T x_+ + \sum_{i=0}^{I} \lambda_{\alpha,i} g_i(x_+) \right\}
\]
(12)
and
\[
\zeta_2(\hat{x}, \pi, \lambda_c, \lambda_{\beta}) := \min_{u \in \mathbb{R}^m} \left\{ (\pi^T F_u(\hat{x}) + \lambda_c^T E + \lambda_{\beta}^T R) u + \frac{1}{2} u^T \left( \sum_{j=1}^{n_j} \lambda_{\beta,j} R_j \right) u \right\}
\]
(13)
The requirement for the minimizations in (12) and (13) to be bounded from below may place additional implicit constraints on the dual problem. We do not write these constraints out explicitly, because they do not always apply and their form is not in fact relevant. However it is critical for the proof of Lemma III.2 below that they do not depend on parameter \( \hat{x} \), since we will require that the constraints of problem (11) are invariant to \( \hat{x} \).

This is satisfied for (12), which has no dependence on \( \hat{x} \), but consideration of (13) makes the reason for Restriction 2 clear. If all matrices \( R_j \) are strictly positive definite (form (a) of the restriction), then
\( \zeta_2(\hat{x}, \pi, \lambda_c, \lambda_\beta) \) has a finite analytic value for any \( \hat{x} \). If not, then it is generally unbounded from below unless \( F_u(\hat{x})^\top \pi + E^\top \lambda_c + \overline{R}^\top \lambda_\beta \) lies in the range space of \( \sum_{j=1}^n \lambda_{\beta_j} R_j \). This range space constraint must then be invariant to \( \hat{x} \), which is satisfied if \( F_u(\hat{x}) \) is a constant (form (b) of the restriction).

Let \( J_P(\hat{x}) \) denote the optimal objective value of problem (9) as a function of the parameter \( \hat{x} \), and similarly define \( J_D(\hat{x}) \) as the optimal objective value of problem (11). We now state the lemma on which the GDDP algorithm is based.

**Lemma III.2 (Lower-bounding lemma).** Suppose \( g_i(x) \leq V^*(x) \), \( \forall x \in \mathbb{R}^n \), for \( i = 1, \ldots, I \). Then if optimal dual variables exist for problem (11) with parameter \( \hat{x} \), denote these \( (\hat{\pi}^*, \hat{\lambda}_c^*, \hat{\lambda}_\beta^*) \). The following relationship then holds:

\[
g_{I+1}(x) := \hat{\lambda}_\beta^T \phi(x) - \hat{\lambda}_c^T h(x) + \hat{\pi}^T f_x(x) + \zeta_1(\hat{\pi}^*, \hat{\lambda}_c^*) + \zeta_2(x, \hat{\pi}^*, \hat{\lambda}_c^*, \hat{\lambda}_\beta^*) \leq V^*(x) , \quad \forall x \in \mathbb{R}^n
\]  

(14)

**Proof.** Consider solving problem (11) for some other \( \pi \neq \hat{x} \). If the optimal objective value is finite, denote the optimal solution \( (\pi^*, \lambda_c^*, \lambda_\beta^*, \lambda_\alpha^*) \).

Then

\[
J_D(\pi) = \phi(\pi)^\top \lambda_\beta^* - h(\pi)^\top \lambda_c^* + f_x(\pi)^\top \pi^* + \zeta_1(\pi^*, \lambda_c^*, \lambda_\alpha^*) + \zeta_2(\pi, \pi^*, \lambda_c^*, \lambda_\alpha^*)
\]  

(15a)

\[
\geq \phi(\pi)^\top \lambda_\beta^* - h(\pi)^\top \lambda_c^* + f_x(\pi)^\top \hat{\pi}^* + \zeta_1(\hat{\pi}^*, \hat{\lambda}_c^*) + \zeta_2(\pi, \hat{\pi}^*, \hat{\lambda}_c^*, \hat{\lambda}_\beta^*) .
\]  

(15b)

where line (15a) is simply the definition of the optimal dual solution, and (15b) follows trivially by virtue of (15a) being optimal. Note that the feasible sets of problem (11) are the same for parameters \( \hat{x} \) and \( \pi \), and therefore this inequality is always valid.

If the optimal objective value is infinite, i.e. \( J_D(\pi) = +\infty \), then the inequality between \( J_D(\hat{x}) \) and (15b) still holds.

But for any \( \pi \), the following relationships hold:

\[
J_P(\pi) = TV^*_I(\pi) \leq TV^*(\pi) = V^*(\pi) ,
\]  

(16)

where the left-hand equality arises from Lemma III.1, the central inequality comes from monotonicity of the Bellman operator [6, Lemma 1.1.1], and the right-hand equality comes from the Bellman optimality condition (5).

Furthermore, from weak duality, \( J_D(\pi) \leq J_P(\pi) \). Therefore, referring to any \( \pi \) simply as \( x \), and combining lines (15b) and (16), the result follows. Note we transpose the first three terms in definition (14) as the Lagrange multipliers can be considered coefficients for functions of \( x \). \( \square \)

**Remark 1 (Alternative form of \( g_{I+1}(x) \)).** The definition of \( g_{I+1}(x) \) can also be written in terms of \( J_D(\hat{x}) \) and terms related to the difference between \( x \) and \( \hat{x} \):

\[
g_{I+1}(x) = J_D(\hat{x}) + \hat{\lambda}_\beta^T (\phi(x) - \phi(\hat{x})) - \hat{\lambda}_c^T (h(x) - h(\hat{x}))
\]

\[
+ \hat{\pi}^T (f_x(x) - f_x(\hat{x})) + \zeta_2(x, \hat{\pi}^*, \hat{\lambda}_c^*, \hat{\lambda}_\beta^*) - \zeta_2(\hat{x}, \hat{\pi}^*, \hat{\lambda}_c^*, \hat{\lambda}_\beta^*)
\]  

(17)

In case strong duality holds between problems (9) and (11), \( J_P(\hat{x}) \) can be used in place of \( J_D(\hat{x}) \), and the new function can be expressed in terms of the optimal objective value and Lagrange multipliers
from problem (9).

C. Generalized DDP algorithm

Lemma III.2 states that if functions $g_i(x)$ for $i = 0, \ldots, I$ are all known to be lower bounds on the optimal value function $V^*(x)$ for all $x$, then a new lower bound $g_{I+1}(x)$ can be generated from the optimal solution of problem (11) for some (indeed any) choice of parameter $\hat{x}$ if it attains a finite dual optimum. Algorithm 1 constructs a series of globally-valid lower-bounding functions for the optimal value function based on this result, starting with $g_0(x) = 0$, which from Lemma II.1 is a valid lower bound. We refer to this algorithm as Generalized DDP (GDDP), where the generalization in question is the use of nonlinear lower bounding functions directly from the duality argument above, in contrast to the hyperplanes used in conventional DDP.

The purpose of the algorithm is to create an approximate value function which satisfies the Bellman optimality condition at multiple points of interest, the set of which we denote $X_{\text{Alg}} := \{x_1, \ldots, x_M\}$. Defining the Bellman error $\varepsilon(x; V)$ for any value function estimator $V$ and state $x$ as

$$\varepsilon(x; V) := TV(x) - V(x)$$

the aim is to approach the condition $\varepsilon(x_m; \hat{V}_I) = 0$ for all $x_m \in X_{\text{Alg}}$. Denoting $\varepsilon_I \in \mathbb{R}^M$ the vector of such Bellman errors at iteration $I$, the algorithm terminates if $||\varepsilon_I||_\infty \leq \delta$, and outputs a final approximation $\hat{V}(x)$.

In the algorithm listing, the function XPicker($X_{\text{Alg}}, \varepsilon_I$) chooses a member of $X_{\text{Alg}}$ to use as the parameter $\hat{x}$ when solving the one-stage problem (9) (or its explicit dual (11)). Strategies for selecting $\hat{x}$ are described in Section IV-A. The function OneStage($\hat{x}; \hat{V}_I$) performs this optimization and returns, if optimal dual variables are available, the new lower-bounding function $g_{I+1}(x)$ as described in Lemma III.2.

We now prove some key properties of Algorithm 1.

**Lemma III.3** (Positive Bellman error). For the value function under-approximator $\hat{V}_I(x)$ generated by Algorithm 1 at each iteration $I$,

$$\varepsilon(x; \hat{V}_I) \geq 0, \quad \forall x \in \mathbb{R}^n.$$  

**Proof.** For $I = 0$, the result holds trivially since $\hat{V}_0(x) = g_0(x) = 0$, and $TV_0(x)$ is non-negative for any $x$ by virtue of non-negative stage costs $\ell(x, u)$.

For any $I > 0$ we have, from definition (8), $\hat{V}_I(x) \geq \hat{V}_{I-1}(x)$ for all $x \in \mathbb{R}^n$, and therefore, by monotonicity of the Bellman operator, $TV_I(x) \geq TV_{I-1}(x)$ for all $x \in \mathbb{R}^n$. Applying the proof of Lemma III.2 to iteration $I - k$, for any $k = 0, \ldots, I - 1$, we have

$$g_{I-k}(x) \leq J_D(x) \leq J_P(x) = TV_{I-k-1}(x), \quad \forall x \in \mathbb{R}^n.$$  

$^2$For the purpose of assessing convergence, let $\varepsilon(x_m; \hat{V}_I) = 0$ by convention for any $x_m$ where the one-stage problem is infeasible.
Algorithm 1 Generalized Dual Dynamic Programming for $M$ fixed samples

1: Set $g_0(x) = 0$
2: Generate samples $X_{\text{Alg}} := \{x_1, \ldots, x_M\}$
3: Set $I = 0$
4: while TRUE do
5: $\hat{V}_I(x) \leftarrow \max_{i=0,\ldots,I} g_i(x)$
6: for $m = 1$ to $M$ do
7: $\varepsilon(x_m; \hat{V}_I) \leftarrow TV_I(x_m) - \hat{V}_I(x_m)$
8: end for
9: if $\|\varepsilon_I\|_\infty \leq \delta$ then
10: break
11: end if
12: $\hat{x} \leftarrow \text{XPicker}(X_{\text{Alg}}, \varepsilon_I)$
13: if OneStage($\hat{x}; \hat{V}_I$) is feasible then
14: $g_{I+1}(x) \leftarrow \text{OneStage}(\hat{x}; \hat{V}_I)$ according to (14)
15: else
16: $V^*(\hat{x}) = +\infty$; do not revisit $\hat{x}$
17: end if
18: $I \leftarrow I + 1$
19: end while
20: Output $V(x) := \max_{i=0,\ldots,I} g_i(x)$

Since $TV_{I-1}(x) \leq TV_{I-2}(x) \leq \ldots \leq TV_I(x)$ we have

$$TV_I(x) \geq g_i(x), \quad \forall x \in \mathbb{R}^n, \forall i = 0, \ldots, I,$$

from which the result is immediate by the definitions of $\hat{V}_I(x)$ and $\varepsilon(x; \hat{V}_I)$. \hfill \Box

Lemma III.4 (Strict increase in value function approximator). Suppose $\hat{V}_I(\hat{x}) < TV_I(\hat{x})$ for some $\hat{x} \in \mathbb{R}^n$, and that $\hat{x}$ is chosen as the evaluation point in iteration $I + 1$ of Algorithm 1. If strong duality holds between problems (9) and (11), then this iteration brings about a strict increase in the value function approximation at $\hat{x}$, i.e., $\hat{V}_{I+1}(\hat{x}) > \hat{V}_I(\hat{x})$. The increase is equal to $TV_I(\hat{x}) - \hat{V}_I(\hat{x})$, i.e.,

$$\hat{V}_{I+1}(\hat{x}) - \hat{V}_I(\hat{x}) = TV_I(\hat{x}) - \hat{V}_I(\hat{x}) \quad (20)$$

Proof. From definition (8) we have

$$\hat{V}_{I+1}(x) = \max \left\{ \hat{V}_I(x), g_{I+1}(x) \right\}.$$

If strong duality holds between problems (9) and (11), i.e., $J_P(\hat{x}) = J_D(\hat{x})$, it follows from (17) that $J_P(\hat{x}) = TV_I(\hat{x}) = g_{I+1}(\hat{x})$. Since we suppose $\hat{V}_I(\hat{x}) < TV_I(\hat{x})$, we will have $g_{I+1}(\hat{x}) > \hat{V}_I(\hat{x})$, and hence $\hat{V}_{I+1}(\hat{x}) > \hat{V}_I(\hat{x})$. Equation (20) follows immediately. \hfill \Box

We use these lemmas to provide two convergence results for Algorithm 1.

Theorem III.5 (Convergence of $\hat{V}_I(x)$ as $I \rightarrow \infty$). For each $x \in \mathbb{R}^n$ for which $V^*(x)$ is finite, there exists a limiting value $\hat{V}_{\text{lim}}(x) \leq V^*(x)$ such that $\lim_{I \rightarrow \infty} \hat{V}_I(x_m) = \hat{V}_{\text{lim}}(x)$. 

Proof. We show that for any \( x \) with finite optimal value, the sequence \((\hat{V}_0(x), \hat{V}_1(x), \ldots)\) is a Cauchy sequence on the real line, and therefore converges to a real number. If \((\hat{V}_0(x), \hat{V}_1(x), \ldots)\) is a Cauchy sequence, there exists an iteration number \( m_0 \) such that for any choice of scalar \( \delta > 0 \), \(|\hat{V}_{m_i}(x) - \hat{V}_{n_i}(x)| < \delta\), for all \( m_1, n_1 > m_0 \).

Suppose for the sake of contradiction that \((\hat{V}_0(x), \hat{V}_1(x), \ldots)\) is not a Cauchy sequence. Then for some \( \delta > 0 \) there does not exist a sufficiently high \( m_0 \). In other words, for any choice of \( m_0 \), there exists \( m_1, n_1 > m_0 \) such that \(|\hat{V}_{m_1}(x) - \hat{V}_{n_1}(x)| \geq \delta\). Moreover, after element \( m_1 \) of the sequence there must exist another \( m_2, n_2 > m_1 \) such that \(|\hat{V}_{m_2}(x) - \hat{V}_{n_2}(x)| \geq \delta\), otherwise the value of \( m_1 \) could have been used in place of \( m_0 \).

By induction it is therefore possible to find an arbitrarily high number \( P \) of index pairs \((m_i, n_i)\) in this manner, where (without loss of generality) \( m_i > n_i \), so that

\[
\sum_{i=1}^{P} |\hat{V}_{m_i}(x) - \hat{V}_{n_i}(x)| \geq P\delta.
\]

From definition (8), \( \hat{V}_I(x) \) increases monotonically with iteration number \( I \). Therefore \(|\hat{V}_{m_i}(x) - \hat{V}_{n_i}(x)| = \hat{V}_{m_i}(x) - \hat{V}_{n_i}(x)\) and since each \( n_i > m_{i-1} \), we also have \( \hat{V}_{n_i}(x) \geq \hat{V}_{m_{i-1}}(x) \). It therefore follows that

\[
\hat{V}_{m_P}(x) - \hat{V}_{n_0}(x) \geq P\delta.
\]

Since \( \hat{V}_{m_P} \) is the pointwise maximum of \( m_P + 1 \) functions each satisfying inequality (14), \( \hat{V}_{m_P}(x) \leq V^*(x) \). The choice \( P > (V^*(x) - \hat{V}_{n_0}(x))/\delta \) therefore leads to a contradiction. Thus \((\hat{V}_0(x), \hat{V}_1(x), \ldots)\) is a Cauchy sequence, and the limiting value \( \hat{V}_{\lim}(x) \) exists.

**Theorem III.6** (Convergence of \( \varepsilon(x_m, \hat{V}_I) \) to zero). Suppose strong duality holds for each one-stage problem (9). Then as long as there is no upper bound on the number of times each \( x_m \in \mathcal{X}_{\text{Alg}} \) is picked by \( \text{XPicker}(\mathcal{X}_{\text{Alg}}, \varepsilon_I) \) as \( I \) tends to infinity, and each \( V^*(x_m) \) is finite, Algorithm 1 converges in a finite number of iterations for any tolerance \( \delta > 0 \).

**Proof.** Application of Theorem III.5 to point \( x_m \) shows that \( \lim_{I \to \infty} \hat{V}_I(x_m) \) exists. Each time \( x_m \) is picked by \( \text{XP} \), \( \varepsilon(x_m, \hat{V}_I) \), from Lemma III.4 the value function estimate at \( x_m \) increases by an amount equal to \( \varepsilon(x_m; \hat{V}_I) \), as long as strong duality holds in problem (9) each time it is solved.

Since \((\hat{V}_0(x_m), \hat{V}_1(x_m), \ldots)\) is a Cauchy sequence (even though \( \hat{x} \) is not chosen by \( \text{XP} \) every iteration of the algorithm), let \( N(x_m, \delta) \) denote the finite iteration number beyond which all differences between later elements of the sequence have magnitude less than \( \delta \). By assumption, \( x_m \) will be picked at some iteration \( I > N(x_m, \delta) \), at which stage we will have \(|\hat{V}_{I+1}(x_m) - \hat{V}_I(x_m)| < \delta\).

Applying this to the maximum \( N(x_m, \delta) \) over all points \( x_m \) in the lemma implies that the termination criterion of Algorithm 1 will be satisfied.

**D. Suboptimality of the GDDP algorithm output**

Convergence to a final value function approximation \( \hat{V} \) does not imply \( \hat{V}(\hat{x}) = V^*(\hat{x}) \) for any given \( \hat{x} \), even if \( \varepsilon(\hat{x}; \hat{V}) = 0 \). We now relate \( \hat{V} \), the output of Algorithm 1, to the optimal value function \( V^* \), and first provide a lemma in support of this analysis.
Lemma III.7. For a vector $y \in \mathbb{R}^n$ reachable from $x$ (i.e., for which problem (9) with parameter $x$ is feasible when augmented with the constraint $x_+ = y$), let $\theta(x, y; \hat{V})$ be the increase in optimal cost relative to the original problem (9) when the constraint $x_+ = y$ is added. In other words, $\theta(x, y; \hat{V})$ is the (non-negative) cost of artificially constraining the successor state to be $y$ rather than letting it be chosen freely.

Then the following relationship between $V^*$ and $\hat{V}$ holds for $x$ and $y$:

$$V^*(x) - \gamma V^*(y) \leq \hat{V}(x) - \gamma \hat{V}(y) + \theta(x, y; \hat{V}) + \varepsilon(x; \hat{V}) \tag{21}$$

Proof. Let $u^*(x; \hat{V})$ be a minimizer in (2) for value function $\hat{V}$, and let $u_{x \to y}$ be an input that brings about successor state $y$ at minimum stage cost. From definition (18) we have

$$\hat{V}(x) = T \hat{V}(x) - \varepsilon(x; \hat{V}) \tag{22a}$$

$$= \ell(x, u^*(x; \hat{V})) + \gamma \hat{V}(f(x, u^*(x; \hat{V})) - \varepsilon(x; \hat{V}) \tag{22b}$$

$$= \ell(x, u_{x \to y}) + \gamma \hat{V}(y) - \varepsilon(x; \hat{V})$$

$$+ \ell(x, u^*(x; \hat{V})) + \gamma \hat{V}(f(x, u^*(x; \hat{V})) - \left(\ell(x, u_{x \to y}) + \gamma \hat{V}(y)\right) \tag{22c}$$

$$= \ell(x, u_{x \to y}) + \gamma \hat{V}(y) - \theta(x, y; \hat{V}) - \varepsilon(x; \hat{V}) \tag{22d}$$

For the optimal value function, similarly defining $u(x; V^*)$ to be a minimizer in (2) for value function $V^*$, we have

$$V^*(x) = TV^*(x)$$

$$= \ell(x, u^*(x; V^*)) + \gamma V^*(f(x, u^*(x; V^*)))$$

$$\leq \ell(x, u_{x \to y}) + \gamma V^*(y),$$

where the last line follows from suboptimality of $u_{x \to y}$ and $y$ in the one-stage problem. Hence $\ell(x, u_{x \to y}) \geq V^*(x) - \gamma V^*(y)$. Substitution into equation (22d) completes the proof. 

Corollary III.8. Suppose there exists a state $\overline{y}$ for which it is known that $\hat{V}(\overline{y}) = V^*(\overline{y})$. For example, if $\overline{y}$ is an equilibrium and can be maintained while incurring zero stage cost, $\hat{V}(\overline{y}) = V^*(\overline{y}) = 0$. Then from inequality (21),

$$V^*(x) \leq \hat{V}(x) + \theta(x, \overline{y}; \hat{V}) + \varepsilon(x; \hat{V}). \tag{24}$$

Now suppose there exists a feasible state trajectory $(x_0, x_1, \ldots, x_T)$ where $x_T = \overline{y}$. Then, applying Lemma III.7 recursively from any step $t < T$:

$$V^*(x_t) \leq \gamma V^*(x_{t+1}) + \hat{V}(x_t) - \gamma \hat{V}(x_{t+1}) + \theta(x_t, x_{t+1}; \hat{V}) + \varepsilon(x_t; \hat{V})$$

$$\leq \gamma \left(\gamma V^*(x_{t+2}) + \hat{V}(x_{t+1}) - \gamma \hat{V}(x_{t+2}) + \theta(x_{t+1}, x_{t+2}; \hat{V}) + \varepsilon(x_{t+1}; \hat{V})\right)$$

$$+ \hat{V}(x_t) - \gamma \hat{V}(x_{t+1}) + \theta(x_t, x_{t+1}; \hat{V}) + \varepsilon(x_t; \hat{V})$$
\[ \leq \gamma^{T-t}V^*(x_T) + \sum_{\tau=1}^{T-1} \gamma^{T-t} \left( \hat{V}(x_\tau) - \gamma \hat{V}(x_{\tau+1}) + \theta(x_\tau, x_{\tau+1}; \hat{V}) + \varepsilon(x_\tau; \hat{V}) \right) \]

\[ = \gamma^{T-t} \left( V^*(x_T) - \hat{V}(x_T) \right) + \hat{V}(x_t) + \sum_{\tau=1}^{T-1} \gamma^{T-t} \left( \theta(x_\tau, x_{\tau+1}; \hat{V}) + \varepsilon(x_\tau; \hat{V}) \right) \]

Since \( V^*(x) \geq \hat{V}(x) \) for any \( x \in \mathbb{R}^n \), and \( V^*(x_T) - \hat{V}(x_T) = V^*(\bar{y}) - \hat{V}(\bar{y}) = 0 \), the optimal value function can be bounded from below and above:

\[ \hat{V}(x_t) \leq V^*(x_t) \leq \hat{V}(x_t) + \sum_{\tau=1}^{T-1} \gamma^{T-t} \left( \theta(x_\tau, x_{\tau+1}; \hat{V}) + \varepsilon(x_\tau; \hat{V}) \right) \] (25)

Note that the state trajectory in Corollary III.8 need not consist of elements of \( X_{\text{Alg}} \) used in Algorithm 1.

This leads to the following observation.

**Remark 2** (Certifying \( \hat{V}(x) = V^*(x) \)). For any \( x \), the value function estimate is exactly correct, i.e. \( \hat{V}(x_t) = V^*(x_t) \), for each step \( t \) along any state trajectory starting at \( x_0 = x \), satisfying the following conditions:

1) The Bellman error \( \varepsilon(x_t; \hat{V}) \) equals zero at each step \( t \);

2) Each state \( x_{t+1} \) is an optimal successor state of \( x_t \) (i.e., an optimal \( x_+ \) in problem (9)), and hence \( \theta(x_t, x_{t+1}; \hat{V}) = 0 \);

3) The final state is \( \bar{y} \).

Unfortunately it is in general difficult to achieve such a certification of exactness using Algorithm 1 for an arbitrary point \( x_0 \). Even if Algorithm 1 terminates with \( \|\varepsilon_I\|_\infty = 0 \) for the \( M \) elements of \( X_{\text{Alg}} \), these are generated when the algorithm is initialized and will not in general contain a sequence arising from the greedy policy (i.e., a sequence for which \( \theta(x_\tau, x_{\tau+1}; \hat{V}) = 0 \)). If the states in the sequence are not elements of \( X_{\text{Alg}} \), then in general we will have \( \varepsilon(x_T; \hat{V}) > 0 \) unless the Bellman optimality condition holds everywhere for \( \hat{V} \).

Moreover, the optimal state trajectory for many infinite horizon problems only tends asymptotically to the equilibrium point. Therefore in this case there does not exist a finite sequence satisfying all the conditions in Remark 2.

**Remark 3** (Bounding suboptimality at a point). The following two methods bound \( |V^*(x) - \hat{V}(x)| \) for an arbitrary point \( x \in \mathbb{R}^n \), assuming \( V^*(x) \) and \( \hat{V}(x) \) are both finite and that there exists a state \( \bar{y} \in X_{\text{Alg}} \) used in Algorithm 1 for which it is known that \( \hat{V}(\bar{y}) = V^*(\bar{y}) \).

**M1.** Generate a sequence \( (x_0, x_1, \ldots) \) by iteratively applying the greedy policy (2) from an initial state \( x_0 = x \). Suppose that at some time \( T - 1 \) the state \( x_{T-1} \) is in a neighbourhood of \( \bar{y} \), whence there exists a feasible input that brings about \( x_T = \bar{y} \). The input at time \( T - 1 \) will generally be suboptimal compared to the greedy policy.

Then, for each step \( \tau \) except \( \tau = T - 1 \), we have \( \theta(x_\tau, x_{\tau+1}; \hat{V}) = 0 \), since \( x_{\tau+1} \) is the optimal
successor state of \( x_\tau \) under the greedy policy. From relationship (25) it then holds that
\[
\hat{V}(x) \leq V^*(x) \leq \hat{V}(x) + \gamma^{T-1} \theta(x_{T-1}, \bar{y}; \hat{V}) + \sum_{\tau=0}^{T-1} \gamma^\tau \varepsilon(x_{\tau}; \hat{V}).
\]  

(26)

M2. Suppose a feasible trajectory \((x_0, x_1, \ldots, x_T)\) can be constructed where \( x_0 = x \), \( x_T = \bar{y} \), and \( x_1, \ldots, x_{T-1} \) are elements of \( X_{\text{Alg}} \). Then in the limit where Algorithm 1 terminates with \( \delta = 0 \), we have \( \varepsilon(x_{\tau}; \hat{V}) = 0 \) for each \( x_{\tau} \in X_{\text{Alg}} \), and only \( x_0 \), which in general is not an element of \( X_{\text{Alg}} \), will have \( \varepsilon(x_0; \hat{V}) > 0 \). From relationship (25) it then holds that
\[
\hat{V}(x) \leq V^*(x) \leq \hat{V}(x) + \varepsilon(x; \hat{V}) + \sum_{\tau=0}^{T-1} \gamma^\tau \theta(x_{\tau}, x_{\tau+1}; \hat{V}).
\]  

(27)

Methods M1 and M2 are two extreme varieties of bound suggested by (25). In M1, contributions to suboptimality arise primarily from the Bellman errors \( \varepsilon(x_{\tau}; \hat{V}) \) along the “greedy policy trajectory”. This is in effect the common practice of obtaining an upper bound by simulating the policy and measuring the incurred costs [27], but with more precise treatment of the tail end of the trajectory. In M2, contributions arise primarily from the terms \( \theta(x_{\tau}, x_{\tau+1}; \hat{V}) \). These terms, reflecting the added cost of forcing a state transition from \( x_\tau \) to \( x_{\tau+1} \), are generally greater than zero because it is not possible to choose the elements of \( X_{\text{Alg}} \) in advance to coincide with the closed-loop trajectory of the system under \( \hat{V} \).

In practice a mixture of methods can be used to construct a bound. Method M1 is used in the closed-loop simulation bounds of Section V-A, with a method resembling M2 employed for the “tail” of each trajectory to force regulation to \( y = 0 \) (see footnote 4). A variant such as this is required in general, because a 1-step transition from an arbitrary state to \( \bar{y} \) is only possible for some systems.

**Remark 4 (Alternative convergence criterion).** Although the Bellman error is used as the convergence criterion in Algorithm 1, another potential convergence criterion could be to use the upper bounding procedures described in Remark 3. In particular, the upper bound in M1, obtained by using \( \hat{V}_I \) to simulate the evolution of the system forward from each of the states \( x \in X_{\text{Alg}} \) is conventional in other DP and DDP literature [27], [8]. However this is more costly to compute than the one-stage Bellman error.

**E. Expressiveness of lower bounds \( g_i(x) \)**

The question arises to what degree a finite number of lower-bounding functions (14) can be expected to match the optimal value function closely (in the sense of a norm defined on the difference), and in particular how many are needed to obtain a desired accuracy.

It is instructive to consider the simple case of the unconstrained LQR problem described in Section II-C. In this case each lower-bounding function (14) generated takes the form \( g_i(x) = \frac{1}{2} x^T Q x + p_i^T x + s_i \) for some vector \( p_i \) and scalar \( s_i \). This is because \( \lambda = 1 \), and all other terms are affine in \( x \).

The optimal value function we wish to approximate, \( V^*(x) = \frac{1}{2} x^T P x \), depends on \( A, B, Q, \) and \( R \), and it is easily shown that if \( R > 0 \) then \( P > Q \), or equivalently \( P - Q > 0 \). Now
suppose that for each element $x_m \in \mathcal{X}_{\text{Alg}}$, the algorithm has terminated with $g_{i_m}(x_m) = V^*(x_m)$ and $\nabla_x g_{i_m}(x_m) = \nabla_x V^*(x_m)$ where $i_m$ is the index of the last constraint added at point $x_m$. In other words suppose a best-case scenario in which the GDDP algorithm matches both the value and gradient of the optimal value function at all $M$ points in $\mathcal{X}_{\text{Alg}}$. It is straightforward to show that in this case,

$$V^*(x) - \hat{V}(x) = \min_{x_m \in \mathcal{X}_{\text{Alg}}} \left\{ \frac{1}{2} (x - x_m)^\top (P - Q)(x - x_m) \right\}.$$  

Defining the norm $||S||_\infty := \max_{x \in \mathcal{X}} |S(x)|$ for a function $S : \mathcal{X} \to \mathbb{R}$ and a compact set $\mathcal{X} \subset \mathbb{R}^n$, the number of points $|\mathcal{X}_{\text{Alg}}|$ required to obtain $||V^* - \hat{V}||_\infty \leq \delta$ is equal to the number of ellipsoids $\{x : \frac{1}{2} (x - x_m)^\top (P - Q)(x - x_m) \leq \delta\}$ required to cover set $\mathcal{X}$. Since this number is in general exponential in the state dimension, we can conclude that to obtain a desired value function approximation using GDDP, at least by this metric, $M$ must also be exponential in the state dimension. Algorithm 1 requires at least one iteration per element of $\mathcal{X}_{\text{Alg}}$ to attain this solution, and therefore this particular aspect of the DP curse of dimensionality [11] persists under GDDP.

IV. IMPLEMENTATION

We now discuss how the several degrees of freedom offered by Algorithm 1 might be treated.

A. Choice of set $\mathcal{X}_{\text{Alg}}$

Algorithm 1 is agnostic to how the set $\mathcal{X}_{\text{Alg}}$ is generated, however it is natural to sample the points independently from the performance weighting (probability) measure $P_0$ defined in the problem statement (1). This agrees with the typical continuous integral formulation of the LP approach [13], [35], in that as $M$ increases, the objective of (1) is approximated with greater accuracy by the sample average.

However, it may be beneficial to generate $\mathcal{X}_{\text{Alg}}$ in other ways. For example, if the priority is to ensure that the value function can always be upper bounded as in method M2 above, then states could be generated systematically according to a reachability criterion.

B. Sampling from $\mathcal{X}_{\text{Alg}}$

The function XPicker($\mathcal{X}_{\text{Alg}}, \varepsilon_I$) chooses which element of $\mathcal{X}_{\text{Alg}}$ to use to derive the next bound $g_{I+1}(x)$. Some possible choices are as follows. In each case, the key requirement for Theorem III.6 to hold is that there be no upper bound on the number of times a given element is visited. Choices 1 and 3 are used in the numerical results of Section V.

1) Return a random choice (equiprobable or weighted) of element of $\mathcal{X}_{\text{Alg}}$ at each iteration.
2) Loop sequentially through all elements of $\mathcal{X}_{\text{Alg}}$ in order, returning to $x_1$ after finishing an iteration with $\hat{x} = x_M$.
3) Select the element with the largest Bellman error. In this case it will first be necessary to measure the Bellman error $\mathcal{T}\hat{V}_I(\hat{x}) - \hat{V}_I(\hat{x})$ for all elements $\hat{x} \in \mathcal{X}_{\text{Alg}}$.
4) Iterate on the same $\hat{x}$ until its Bellman error $\varepsilon(\hat{x}; \hat{V}_I)$ has reduced to tolerance $\delta$. Then cycle through all points in this manner.
For obvious reasons, choices 3 and 4 are inappropriate if a strictly positive Bellman error is expected to persist (see the strong duality condition of Theorem III.6).

C. Convergence check

Measurement of the Bellman error in lines 6-8 need not be performed at every iteration $I$. Checking the Bellman error for all elements of $X_{\text{Alg}}$ requires $M$ solutions of problem (9) or (11), each of which could just as well be used to generate a new lower-bounding function. Therefore it may well be computationally more attractive to spend a greater share of computation time creating lower-bounding functions in line 14, and skip the convergence check during most iterations.

D. Convexity and solver compatibility

Because Algorithm 1 relies on repeated solution of problem (9) or its dual (11), it is attractive for this to be solvable in reasonable time. We make the following observations on achieving this.

Remark 5 (Convexity of problem (9)). On initialization of the algorithm with $g_0(x) = 0$, the one-stage problem has a convex objective and constraints for any parameter $\hat{x}$ if $R_j \succeq 0$ for all constraints $j$ in (9d). Therefore the only potential source of non-convexity as the algorithm progresses is the introduction of a non-convex lower bounding function $g_i(x)$. In many cases it will be attractive to try and preserve convexity by ensuring that the lower-bounding functions are convex. For this it is sufficient (but not necessary) for all of the following to hold:

(a) Function $\phi(x)^{\top} \hat{\lambda}^*_j$ is convex, e.g. because each element of $\phi_j(x)$ for which the corresponding element of $\hat{\lambda}^*_j$ is non-zero is convex;
(b) Function $f_x(x)^{\top} \hat{\pi}^*$ is convex, e.g. because $f_x(x)$ is affine, or convex (resp. concave) in $x$ for each element for which the corresponding element of $\hat{\pi}^*$ is negative (resp. positive);
(c) Function $h(x)^{\top} \hat{\lambda}^*_c$ is convex, e.g. because $h(x)$ is affine, or convex in $x$ for each element for which the corresponding element of $\hat{\lambda}^*_c$ is non-zero.

Even if $g_{I+1}(x)$ is not globally convex, it may still be convex in the region where it is “active”, i.e. $g_{I+1}(x) = \max_i g_i(x) = \hat{V}_{I+1}(x)$. In such cases it may be possible to add the new lower bound without dramatically increasing the cost of solving the one-stage problem. Lastly, note that a lower-bounding function that fails to satisfy any convexity test need not be added to the constraint set at all.

Remark 6 (Simplified lower-bounding functions). If in line 14 of Algorithm 1 the new lower-bounding function (14) to be added is convex, it can be approximated from below by an affine function, whose equation is the first-order Taylor expansion of $g_i(x)$ around $\hat{x}$. Alternatively, a quadratic under-approximator may be available using a second-order expansion. Although these simpler functions will be less tight a lower bound on $V^*(x)$ than the original one (14), they may change the class of optimization problem (9) or its dual (11) to one for which more efficient solvers exist, for example a linear program or a second-order cone program.
TABLE I
GDDP iterations, $\delta = 10^{-3}$, single system instance

<table>
<thead>
<tr>
<th>States $n$</th>
<th>Inputs $m$</th>
<th>$M$ (number of elements in $X_{\lambda(x)}$)</th>
<th>1</th>
<th>2</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>50</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>6</td>
<td>20</td>
<td>40</td>
<td>110</td>
<td>180</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>6</td>
<td>20</td>
<td>40</td>
<td>110</td>
<td>180</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>3</td>
<td>7</td>
<td>13</td>
<td>26</td>
<td>66</td>
<td>130</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>3</td>
<td>6</td>
<td>13</td>
<td>26</td>
<td>66</td>
<td>130</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>4</td>
<td>14</td>
<td>32</td>
<td>66</td>
<td>167</td>
<td>326</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>3</td>
<td>6</td>
<td>16</td>
<td>41</td>
<td>115</td>
<td>263</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>3</td>
<td>8</td>
<td>18</td>
<td>56</td>
<td>100</td>
<td>213</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Remark 7 (Redundant lower-bounding functions). The GDDP algorithm adds a constraint (9e) to the one-stage problem at each iteration. It may also be that an existing lower-bounding function $g_i(x)$ is made redundant by the addition of others, i.e. $g_i(x) \leq \max_{j \neq i} g_j(x) \forall x$, and can be removed without affecting the solution. As in conventional DDP, then, it may be desirable to modify Algorithm 1 to “prune” redundant lower-bounding functions [14], to the extent that these can be identified efficiently.

V. Numerical results

We now present simulated results for constrained linear systems of various sizes, as well as a nonlinear example.

A. Random linear systems

Random asymptotically stable, controllable linear systems (controllable matrix pairs $(A, B)$ with $\sigma(A) \leq 0.99$) were created for different state and input dimensions $n$ and $m$. The input was bounded with $||u||_{\infty} \leq 1$, the stage cost was $\ell(x, u) = \frac{1}{2} x^T x + \frac{1}{2} u^T u$, and the discount factor was $\gamma = 1$. The elements of $X_{\lambda(x)}$ were drawn from the same normal distribution as the performance weighting $P_0 = N(0, 5^2 \cdot I_n)$, i.e., with standard deviation 5 in all coordinates.

In this setting, each lower-bounding function $g_i(x)$ generated by GDDP is a convex quadratic function, and the one-stage problems take the form of a quadratically-constrained linear program. These were solved in Gurobi 7.0.2, on a computer with a 2.6 GHz Intel Core i7 processor and 16 GB of RAM.

1) Iterations to termination: For a given dimension $(n, m)$, the algorithm was run for an illustrative random system to a tolerance of $\delta = 10^{-3}$. The XPicker($X_{\lambda(x)}$, $\varepsilon_I$) function used choice 3 described in Section IV-A. Table I shows the iterations required as a function of $M$ in each instance. Although the computational cost of solving the one-stage problem increases with system size, no relationship between system size and the number of iterations required is apparent.

Although this requires a relatively costly measurement of all Bellman errors at each iteration, it arguably gives a fairer illustration of the number of iterations required than a random choice of $x_m$, since it avoids wasting large numbers of iterations revisiting points where the Bellman error is known already to be within the convergence tolerance.
TABLE II
GDDP SOLUTION QUALITY AFTER 200 ITERATIONS; AVERAGES ACROSS 20 RANDOM LINEAR SYSTEMS PER ROW

<table>
<thead>
<tr>
<th>States</th>
<th>Inputs</th>
<th>$M = 200$ elements of $\mathcal{X}_{\text{Alg}}$</th>
<th>1,000 independent samples from $\mathcal{P}_0$</th>
<th>$\mathcal{P}<em>0/\mathcal{X}</em>{\text{Alg}}$</th>
<th>Val. it. time (s)</th>
<th>MPT time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.04038 0.3197 0.05931 0.3584 1.12 17.06 0.8652 0.8943</td>
<td>2</td>
<td>1.1607 6.102 1.807 7.324 1.20 19.10 113.3 3.185</td>
<td>3</td>
<td>1 1 0.04038 0.3197 0.05931 0.3584 1.12 17.06 0.8652 0.8943</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1.080 4.357 2.068 3.934 1.36 23.68 ––</td>
<td>4</td>
<td>2.095 7.894 4.192 10.61 1.34 24.70 ––</td>
<td>4</td>
<td>2 2 2.095 7.894 4.192 10.61 1.34 24.70 ––</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>4.695 12.20 10.43 17.49 1.43 34.83 ––</td>
<td>5</td>
<td>4.695 12.20 10.43 17.49 1.43 34.83 ––</td>
<td>5</td>
<td>3 3 4.695 12.20 10.43 17.49 1.43 34.83 ––</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>5.386 11.96 12.76 17.53 1.47 47.14 ––</td>
<td>6</td>
<td>5.386 11.96 12.76 17.53 1.47 47.14 ––</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

1) Relative Bellman error, $(TV(x) - \hat{V}(x))/\hat{V}(x)$, averaged across all samples and systems. 2) Suboptimality bound obtained via closed-loop simulation, weighted by $\hat{V}(x)$. 3) Mean total time taken to generate all lower bounds $g_i(x)$ for systems in each row. 4) Mean time above 6 hours or out of memory.

2) Approximation quality: Although Algorithm 1 converges in finite iterations for a given Bellman error requirement, it is generally more practical to run a fixed number $I_{\text{max}}$ of iterations due to the high computational cost of the convergence check itself (see Section IV-C). Table II shows solution quality statistics for 20 random systems of each dimension with $I_{\text{max}} = 200$ and $M = 200$ samples. The $\text{XPicker}({\mathcal{X}}_{\text{Alg}}, \epsilon_I)$ function chose a random member of $\mathcal{X}_{\text{Alg}}$ as $\hat{x}$ at each iteration (choice 1 of Section IV-A). The table provides average relative Bellman errors, along with a “closed-loop” upper bound on suboptimality generated via the method described in Corollary III.8, simulating the system for 30 time steps from each point $x_m \in \mathcal{X}_{\text{Alg}}$ (50 time steps for the last two rows). If a bound $g_{I+1}(x)$ generated by a given iteration did not increase the value function approximation at $x_m$ by at least $10^{-4}$, it was not added to the constraint set.

It is to be expected that since the algorithm fits a value function at the points in $\mathcal{X}_{\text{Alg}}$, the quality of the approximation (in terms of both Bellman error and closed-loop costs) might be poorer on average at other, independently chosen locations in the state space. An unbiased estimate of the solution quality was obtained by measuring the same statistics at 1000 independently sampled points from $\mathcal{P}_0$. The degree of suboptimality was on average within 50% for these independently-generated points, with an increasing trend as system dimension increased. Value function suboptimality was less than 20% on average for the independent samples, across all system sizes tested, although systems with even larger dimension would likely require additional iterations or larger $M$ to achieve comparable performance.

Fig. 1 shows a representative plot of convergence behaviour with regard to the suboptimality bound over 200 iterations in the case of a 5-state, 2-input system. Two comparisons to existing DP methods were made.

Value iteration: Standard repeated application of the Bellman operator [6, §1.2], was used to derive gridded value function approximations over the compact region $-10 \cdot 1 \leq x \leq 10 \cdot 1$, i.e., two standard deviations from the origin in each coordinate. The state was discretized to 50 equal intervals (51 grid

More precisely, to avoid any kind of truncation effect at the end of the horizon, method M1 in Remark 3 was used until $k$ steps before the end of the horizon, where $k \leq n$ is the number of steps needed to form a full-rank matrix $[B, AB, \ldots, A^{k-1}B]$. An input sequence, which (due to proximity to the origin) was in all cases feasible with respect to the box constraint on the input, was then generated for the last $k$ steps, in the sense of the reachability argument made for method M2.
Fig. 1. Representative convergence behaviour of GDDP for a randomly-generated 5-state, 2-input system, in terms of the suboptimality implied by inequality (25) measured from closed-loop simulations. The two lines are \( \hat{V}(x) \)-weighted averages for the \( M = 200 \) elements of \( X_{\text{Alg}} \) and the 1000 samples generated independently from \( P_0 \). Convergence was evaluated every 5 iterations.

points) in each coordinate, and the input was discretized to 10 equal intervals (11 grid points) in each coordinate. The iterations were terminated when the maximum absolute difference between any grid point’s value and its previous value reduced to \( 10^{-3} \). Average total times are reported in the penultimate column of Table II. The computation time grew dramatically with system size, and while more efficient implementations would reduce the times shown, the poor scaling behaviour of this approach is well known and would remain essentially unchanged.

**Explicit MPC:** For systems of this class, an explicit representation of the optimal value function can be obtained using the Multi-Parametric Toolbox [19] for a given finite optimization horizon. As an illustrative comparison, we provide the mean computation time required to generate this optimal value function for a horizon of 10 steps.\(^5\) Average times are given in the last column of Table II. As with value iteration, the computation time increased dramatically with system dimension, although we note that for systems small enough for the explicit controller to be computed, the online effort to evaluate the resulting policy [22] would be substantially lower than solving (2) with the value function returned by GDDP.

**B. Nonlinear system**

We demonstrate GDDP for a nonlinear system, namely a discrete-time implementation of the 4-state simplified ball-and-beam example from [31, §10.2]. The state vector is \( x = [r, \dot{r}, \theta, \dot{\theta}]^\top \) where \( r \) is the position in metres along the beam from the pivot, and \( \theta \) is the angle in radians from horizontal measured counter-clockwise.\(^6\) The single input is a torque \( \tau \) in Newtons applied at the

\(^5\)We note that the region in which the explicit value function is calculated in this manner overlaps only partially with the compact region used for value iteration, and that calculating the number of steps required to cover the same region entirely is itself a computationally expensive exercise.

\(^6\)The simplification from [31] is that the rolling of the ball is modelled as frictionless sliding, to avoid having to include rolling and contact interactions between the ball and beam.
pivot, constrained to an interval $-\tau_{\text{max}} \leq u \leq \tau_{\text{max}}$. The Euler-discretized dynamics are $x_+ = f_x(x) + F_u(x)u$, with the functions defined as follows:

$$f_x(x) = x + \begin{bmatrix} \dot{r} \\ r\dot{\theta} - g \sin \theta \\ \frac{-2mr\dot{r} + mgr \cos \theta}{mr^2 + J} \end{bmatrix} \Delta t, \quad F_u(x) = \begin{bmatrix} 0 \\ 0 \\ \frac{1}{mr^2 + J} \end{bmatrix} \Delta t,$$

where $m$ is the mass of the ball, $J$ is the moment of inertia of the beam, $g$ is gravitational acceleration, and $\Delta t$ is the time discretization interval.

The parameters used were $m = 0.1$ kg, $J = 0.5$ kg m$^2$, $g = 9.81$ m s$^{-2}$, and $\Delta t = 0.1$ s. The cost function used was $\ell(x, u) = \frac{1}{2} x^\top Q x + \frac{1}{2} u^\top R u$, with $Q = \text{diag}\{10, 1, 1, 1\}$ and $R = 0.01$, and the input constraint was $\tau_{\text{max}} = 3$. The set $X_{\text{Alg}}$ contained $M = 500$ samples, half of which were drawn from a normal distribution $\mathcal{N}(0, \Xi_1)$ with covariance matrix $\Xi_1 = \text{diag}\{0.5^2, 0.5^2, 0.5^2, 0.5^2\}$, and the other half of which were samples from $\mathcal{N}(0, \Xi_2)$ with $\Xi_2 = \text{diag}\{0.1^2, 0.1^2, 0.1^2, 0.1^2\}$. This choice attached relatively high weight to behaviour around the equilibrium position. The one-stage problems were solved by brute force, meaning no special adaption to account for the problem structure was made.

Fig. 2 shows regulation of the system to the origin from $x_0 = [1, 0, -0.1745, 0]^\top$ (the ball 1 m to the right of the pivot in a position 10 degrees below horizontal) under the derived control policy. Results are plotted for 100, 200, 300, and 400 GDDP iterations, which took 299, 723, 1206, and 1705 seconds respectively. The control policy after 100 iterations caused the state trajectory to diverge, whereas the control was stabilizing with improving transient performance after higher numbers of iterations.

A linear feedback controller based on the Riccati solution for the system linearized about the origin (see §II-C) was not able to stabilize the system from this initial condition.

VI. CONCLUSION

This article proposed a means of constructing a series of lower bounding functions whose pointwise maximum achieves progressively tighter approximations of the optimal value function for an infinite-horizon control problem. In the linear examples tested, good closed-loop bounds on performance were achieved in only a few dozen iterations.

A number of potential extensions present themselves. Firstly, a stronger connection to the finite-horizon DDP algorithm could be made by considering sequences of states, for example by solving a multi-stage problem in place of the one-stage problem at each iteration of the algorithm. In a finite horizon setting, the conventional DDP algorithm [27] works by refining such a sequence from a known initial state until an upper and lower bound on the optimal trajectory cost have converged, whereas in the GDDP algorithm presented here, the successor states $x_+$ are not used as sample states for the construction of subsequent lower-bounding functions. The notion of refining policies along state trajectories is well-known in the reinforcement learning literature, where on- and off-policy learning are often contrasted [9]. It may be that a mixture of the two can achieve improvements in our setting.
Fig. 2. State and input trajectory from $x_0 = [1, 0, -0.1745, 0]^T$ under the greedy policy obtained after 100, 200, 300, and 400 iterations. Small residual state offsets after the transient are due to the inexact value function approximation around the origin.

Secondly, it would be attractive to be able to extend the class of lower-bounding functions present in definition (14) to be effective for a wider range of problems with highly non-convex value functions, for example more complex reinforcement learning problems. Presently, a strict increase in the value function lower bound is only guaranteed at a state $\hat{x}$ if strong duality holds in the one-stage problem (9). However, this problem (and its dual) can be defined in numerous ways starting from the original statement (1), and it is not clear whether an alternative formulation might have attractions over the one we have presented.

Thirdly, although we have proven finite convergence of the algorithm (to a desired Bellman tolerance) in the case of strong duality in each one-stage problem instance, we make no claims with regard to the number of iterations required, nor do we derive a priori bounds on the number of iterations, or the cardinality of $X_{\text{Alg}}$, required to achieve a desired value function approximation accuracy in the sense of the discussion in Section III-E. These appear to be difficult problems whose solutions rely on characterizing the accumulating lower-bounding constraints as a function of the original problem data.
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