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Abstract

Newton’s method for unconstrained optimization, subject to proper regularization or special trust-region procedures, finds first-order stationary points with precision $\varepsilon$ employing, at most, $O(\varepsilon^{-3/2})$ functional and derivative evaluations. However, the computer work per iteration of the best-known implementations may need several factorizations per iteration or may use rather expensive matrix decompositions. In this paper, we introduce a method that, preserving most features of the regularization approach, uses only one cheap factorization per iteration, as well as the same number of gradient and Hessian evaluations. We prove complexity and convergence results, even in the case in which the Hessians of the subproblems are far from being Hessians of the objective function. We also present fairly successful and fully reproducible numerical experiments and we make available the corresponding software.
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1 Introduction

The unconstrained optimization problem, given by

$$\text{Minimize } f(x) \text{ subject to } x \in \mathbb{R}^n,$$

where $f : \mathbb{R}^n \to \mathbb{R}$ is a continuous function, is a classical problem of numerical mathematics. In recent years, the interest in the development of new efficient algorithms was enhanced by applications in machine learning, statistical learning, and big-data analysis. See, for example, [19, 21, 29, 36].

Following [35], many Newton-like algorithms were developed in the last few years for which worst-case evaluation complexity proofs have been given. Newton-like algorithms based on regularization [7, 8, 9, 10, 11, 20, 27, 33, 35] or non-standard trust regions [15, 31] enjoy worst-case evaluation complexity $O(\varepsilon^{-3/2})$, which means that the number of functional evaluations that
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are necessary to obtain a gradient with norm smaller than $\varepsilon$ is bounded above by a constant times $\varepsilon^{-3/2}$. Extensions in which Hölder, instead of Lipschitz, conditions are assumed were given in [26, 12, 32].

In 2017, the papers [33], [3, 4], and [36] introduced methods in which the number of factorizations is equal to the number of (successful) iterations. Both [4] and [36] rely on line searches, although special iterations need the computation of the leftmost eigenvalue of the current Hessian. In [33] the spectral $QDQ^T$ factorization is used to mimic the Levenberg-Marquardt path and special terms to approximate third-order derivatives are employed.

Line-search methods are, of course, very attractive. In general, the line search follows the Newton direction $\{ -t\nabla^2 f(x)^{-1}\nabla f(x), 0 \leq t \leq 1 \}$, trying firstly $t \approx 1$. When the unitary step is admissible quadratic convergence is generally obtained [17] and, in practice, convergence is very fast. Moreover, at each iteration (or “successful iteration” using the trust-region terminology [13]) only one Hessian factorization is needed whereas several functional evaluations may be necessary to obtain sufficient decrease. However, when the steplength $t$ becomes small, the advantages of the Newton direction tend to disappear because the Newton direction is not optimal under a small norm constraint. For example, a very ill-conditioned Hessian obviously affects the accuracy of the unitary Newton step, and, in the line search approach, such inaccuracy remains active all along the backtracking procedure since, roughly speaking, the whole direction (not only its size) may be “wrong”.

This fact motivated the introduction of trust-region and regularization methods [13, 22, 30, 37], which preserve Newton steps when they are acceptable in terms of functional reduction, but rely on (close to) steepest descent steps for obtaining trial points near the current iterate. Unfortunately, in the classical trust-region approach one needs more than one Cholesky decomposition for computing each trial point [33]. This is the cost of solving a “trust-region subproblem” before each functional evaluation. A similar cost is involved in the solution of cubic regularization subproblems employing an algorithm introduced by Cartis, Gould, and Toint [10, 11, 25].

In this paper, we aim to introduce an efficient method with the trust-region (or regularization) flavor in the sense that when the “backtracking” process is activated (that is, when the regularization parameter is increased), not only the trial point becomes closer to the current point, but also the direction becomes closer to a conservative gradient-like direction. More precisely, the goal of the present work is to introduce a method for unconstrained minimization that (a) employs only cheap (Cholesky-like) factorizations, with no eigenvalue calculation of the whole Hessian approximation at all; (b) employs only one factorization per iteration; (c) enjoys $O(\varepsilon^{-3/2})$ evaluation complexity for first-order optimality and $O(\varepsilon^{-3})$ for second-order optimality when the Hessian is Lipschitz-continuous; and (d) enjoys convergence to first-order optimality and admits a suitable complexity analysis in the case that neither Lipschitz nor Hölder conditions hold for gradients or Hessians.

For these purposes, we introduce Mixed Factorizations based on Bunch-Parlett-Kaufman decompositions in order to define a new algorithm in which full eigenvalue decompositions are not used and the number of factorizations, whose difficulty is similar to Cholesky decompositions, is equal to the number of (successful) iterations. Cubic scaled regularizations allow us to prove $O(\varepsilon^{-3/2})$ complexity using Lipschitz-continuity of the Hessian, as expected. Moreover, in the present research we addressed the problem of proving convergence and complexity for the situation in which the Hessians of the quadratic models are not accurate Hessian approximations, without Lipschitz (or even Hölder) assumptions on first- or second-order derivatives. For this
case, we prove that gradients as small as desired are obtained with complexity bounds that, as expected, are worse than the ones that may be obtained with Lipschitz or Hölder assumptions but indicate that efficient practical implementations may be obtained. We have in mind the feasibility problems that arise in constrained optimization, in which the Hessian of the objective function is discontinuous on the boundary of the feasible region.

The rest of this paper is organized as follows. In Section 2, we define Mixed Factorizations, we describe the Mixed Factorization based on Bunch-Parlett-Kaufman (BPK) decompositions, and we introduce the unconstrained minimization algorithm which is the main subject of the paper. The definition of the algorithm refers to an arbitrary Mixed Factorization, although in practical terms we focus on the one based on BPK. At each iteration, the introduced algorithm solves a cubic regularized subproblem, the solution of which is described in Section 3. In Section 4 we begin proving convergence in the sense that \( \lim \inf \| \nabla f(x^k) \| = 0 \) for the sequence generated by the minimization algorithm using only differentiability of the objective function. Existence and uniform continuity of first-order derivatives is assumed but not Hölder conditions. The convergence proof involves complexity arguments, in the sense that it is preceded by the proof that given an arbitrary \( \varepsilon > 0 \), the number of consecutive iterations at which \( \| \nabla f(x^k) \|_\infty \geq \varepsilon \) cannot exceed a quantity \( N_\varepsilon \) that depends on \( \varepsilon \), besides algorithm constants and characteristics of the problem. Obviously, \( N_\varepsilon \) does not have the form \( c\varepsilon^{-q} \), as in the case in which Lipschitz or Hölder assumptions are made. We finish the section proving first-order complexity \( O(\varepsilon^{-3/2}) \) and second-order complexity \( O(\varepsilon^{-3}) \) in the case that Lipschitz-continuity of the Hessian is assumed. In Section 5 we report experiments involving all the unconstrained problems of the CUTEst collection \([24]\). In order to guarantee reproducibility of the results, the codes that implement the algorithms and these experiments are available in [http://www.ime.usp.br/~egbirgin/](http://www.ime.usp.br/~egbirgin/).

In Section 6 we derive conclusions and we sketch lines for future research.

**Notation.** \( g(x) \) denotes the gradient of \( f \) at \( x \). We say that a matrix \( Q \in \mathbb{R}^{n \times n} \) is orthonormal if \( QQ^T \) is the Identity. The \( i \)-th component of a vector \( v \) is denoted \( v_i \) or \([v]\). If \( v \in \mathbb{R}^n \), we denote \(|v|\) the vector whose components are \(|v_1|,\ldots,|v_n|\). \( \| \cdot \| \) denotes the Euclidean norm.

## 2 Mixed factorizations and minimization algorithm

Let \( H \in \mathbb{R}^{n \times n} \) be a symmetric matrix. If \( H = MDM^T \), where \( M \) is non-singular and \( D \) is diagonal, we say that \( MDM^T \) is a Mixed Factorization of \( H \). In practice, we expect that systems of the form \( MV = b \) or \( MTv = b \) should be easy to solve, say, involving at most \( O(n^2) \) flops. The case in which \( MDM^T \) is the spectral decomposition of \( H \), being \( M \) orthonormal, was considered in \([7,33]\) in the context of cubic regularization methods for unconstrained minimization. In this paper, we are mainly interested in the Mixed Factorization described below, which is based in the Bunch-Parlett-Kaufman decomposition.

Given a symmetric matrix \( H \), we denote by \( P_{bpk}L_{bpk}D_{bpk}L^T_{bpk}P^T_{bpk} \) its Bunch-Parlett-Kaufman factorization \([23]\). Then, \( P_{bpk} \) is a permutation, \( L_{bpk} \) is lower-triangular with unitary diagonal, and \( D_{bpk} \) is a block-diagonal matrix with \( 1 \times 1 \) and \( 2 \times 2 \) blocks called \([D_{bpk}]_1,[D_{bpk}]_2,\ldots,\) here. For each \( 2 \times 2 \) block \([D_{bpk}]_i \), we compute \( Q_i \) and \( D_i \in \mathbb{R}^{2 \times 2} \), where \( Q_i \) is orthonormal, \( D_i \) is diagonal, and \([D_{bpk}]_i = Q_iD_iQ_i^T \). Therefore, we may write

\[
H = MDM^T,
\]

where \( M \) is the product of \( P_{bpk}L_{bpk} \) times a finite number of orthonormal matrices (as many as \( 2 \times 2 \) blocks in \( D_{bpk} \)) that affect only two rows of \( D \), and \( D \) is diagonal. The matrix \( M \) does
not need to be explicitly computed, being only necessary to store the permutation \( P_{bpk} \), the lower-triangular matrix \( L_{bpk} \), and the \( 2 \times 2 \) orthonormal matrices \( Q_i \) used to diagonalize the \( 2 \times 2 \) blocks \( D_{bpk} \) of \( D_{bpk} \).

It is worth noting that, since all the \( 2 \times 2 \) orthonormal matrices \( Q_i \) can be stored together in a single \( n \)-dimensional array, if the strict lower-triangle of \( H \) is overwritten with \( L_{bpk} \) and the \( 2 \times 2 \) orthonormal matrices are saved in the diagonal of \( H \) then only two additional \( n \)-dimensional arrays (one for the permutation matrix \( P_{bpk} \) and another for the diagonal matrix \( D_{bpk} \)) are needed to store the whole BPK-based Mixed Factorization. The computation of this BPK-based Mixed Factorization of \( H \) involves \( n^3/6 + O(n^2) \) sums and products, whereas the computation of the spectral \( QDQ^T \) factorization involves \( (2/3)n^3 + O(n^2) \) operations. Therefore, computing this BPK-based Mixed Factorization is, neglecting the \( O(n^2) \) terms, four times less expensive than computing the spectral \( QDQ^T \) factorization.

In the current section as well as in Sections 3 and 4, \( MDM^T \) denotes an arbitrary Mixed Factorization of a symmetric matrix \( H \). The BPK-based Mixed Factorization described above and the spectral \( QDQ^T \) factorization used in [7] and [33] are particular cases that will be considered in the numerical experiments.

Algorithm 2.1. Let \( \alpha > 0 \), \( x^0 \in \mathbb{R}^n \), \( \kappa \geq 2 \), and \( \sigma_{\text{bles}} \geq \sigma_{\text{min}} > 0 \) be given. Set \( \sigma \leftarrow 0 \) and \( \sigma_{\text{big}} \leftarrow \sigma_{\text{bles}} \).

Step 1. Compute a symmetric \( n \times n \) matrix \( H_k \) and its Mixed Factorization \( M_k D_k M_k^T \).

Step 2. Consider the problem

\[
\text{Minimize } g(x^k)^T s + \frac{1}{2} s^T H_k s + \sigma \|M_k^T s\|^3_3. \tag{1}
\]

Step 3. If (1) has no solution (so \( \sigma = 0 \)), choose

\[
\sigma_{\text{new}} \in [\sigma_{\text{min}}, \sigma_{\text{big}}], \quad (2)
\]

update \( \sigma \leftarrow \sigma_{\text{new}} \), and go to Step 2. Otherwise, let \( s_{\text{trial}} \in \mathbb{R}^n \) be a solution to (1).

Step 4. Test the sufficient descent condition

\[
f(x^k + s_{\text{trial}}) \leq f(x^k) - \alpha \|M_k^T s_{\text{trial}}\|^3_\infty. \tag{3}
\]

If (3) is fulfilled, define \( s^k = s_{\text{trial}}, x^{k+1} = x^k + s^k \), \( \sigma_k = \sigma \), update \( k \leftarrow k + 1 \) and \( \sigma_{\text{big}} \leftarrow \max\{\sigma_{\text{big}}, \sigma_k\} \), set \( \sigma \leftarrow 0 \), and go to Step 1. Otherwise, define

\[
\sigma_{\text{new}} \in \begin{cases} 
[\sigma_{\text{min}}, \sigma_{\text{big}}], & \text{if } \sigma = 0, \\
[2\sigma, \kappa \sigma], & \text{if } \sigma > 0.
\end{cases} \tag{4}
\]

update \( \sigma \leftarrow \sigma_{\text{new}} \), and go to Step 2.

Algorithm 2.1 computes a single Mixed Factorization per iteration. Therefore, if one uses the BPK-based Mixed Factorization, the linear-algebra work per iteration is the same as the one of line-search implementations of Newton’s method based on modified Cholesky factorizations. Variable-norm cubic regularization methods [33] use \( (2/3)n^3 + O(n^2) \) operations per iteration. Classical trust-region methods [13], and the best-known cubic regularization methods
use $O(n^3/6)$ operations per function evaluation (at least one Cholesky factorization per function evaluation) and a variable number of functional evaluations per iteration. Note that we adopt here the criterion of calling “iteration” to the whole process that leads from $x^k$ to a trial point at which the functional value decreases satisfying (3), differently from the traditional trust-region terminology for which each function evaluation counts as an iteration and iterations are classified in successful and unsuccessful [13].

Using the computational environment described in Section 5, the computer time necessary to compute the BPK-based Mixed Factorization is $\approx 10^{-10} n^3$ seconds whereas the time necessary to compute the spectral factorization is about 15 times bigger if $n$ is greater than $\approx 7$. This factor reduces as far as $n$ decreases and, when $n = 2$ both times are essentially identical.

3 Solving the subproblem

In this section we consider the solution of subproblem (1) at Step 2 of Algorithm 2.1. Writing

$$ y = M_k^T s \quad \text{and} \quad g = M_k^{-1} g(x^k), $$

subproblem (1) is equivalent to

$$ \text{Minimize } g^T y + \frac{1}{2} y^T D_k y + \sigma \sum_{i=1}^{n} |y_i|^3. $$

Problem (6) is entirely separable and its solution may be obtained trivially, solving one-dimensional quadratic equations.

Consider first the case $\sigma = 0$. In this case, problem (6) consists of minimizing $g^T y + \frac{1}{2} y^T D_k y$. If some entry of $D_k$ is negative, this problem has no solutions. If some entry is zero and the corresponding entry of $g$ is not zero, the problem is unsolvable too. So, the problem is solvable only when all the entries of $D_k$ are non-negative and, for each null entry $(D_k)_{ii}$, the corresponding $g_i$ is null too. In the latter case, there are infinitely many values of $y_i$ that solve the $i$-th one-dimensional sub-subproblem and we may choose $y_i = 0$ in the algorithm. When $(D_k)_{ii}$ is positive the $i$-th one-dimensional sub-subproblem has only one solution, given by $y_i = -g_i/(D_k)_{ii}$.

Now consider the case in which $\sigma > 0$. Clearly, problem (6) can be decomposed into $n$ different one-dimensional problems with unknowns $y_1, \ldots, y_n$. In order to simplify the notation, let us write $y = y_i$, $g = g_i$, and $d = (D_k)_{ii}$, so that each one-dimensional subproblem has the form

$$ \text{Minimize } gy + dy^2/2 + \sigma |y|^3. $$

If $g \leq 0$ and $y < 0$ we clearly have that the objective function of (7), evaluated at $y$ is not smaller than the same objective function evaluated at $-y$. Therefore, when $g \leq 0$, (7) admits a non-negative minimizer. Therefore, if $g \leq 0$, problem (7) is equivalent to

$$ \text{Minimize } gy + dy^2/2 + \sigma y^3 \text{ subject to } y \geq 0. $$

A solution to (8) can be obtained annihilating the derivative with respect to $y$, i.e. solving the equation

$$ 3\sigma y^2 + dy + g = 0, $$

5
and considering the non-negative root given by

\[ y = \frac{\sqrt{d^2 - 12\sigma g - d}}{6\sigma} = \frac{\sqrt{d^2/\sigma - 12g}}{6\sqrt{\sigma}} - \frac{d}{6\sigma}. \tag{9} \]

Note that, in (9), \( y \) decreases as a function of \( d \). Analogously, if \( g \geq 0 \), the minimizer of (7) must be non-positive, so that the problem becomes

\[ \text{Minimize } gy + dy^2/2 - \sigma y^3 \text{ subject to } y \leq 0, \tag{10} \]

whose solution is given by the non-positive root of its objective function derivative, i.e.

\[ y = -\frac{\sqrt{d^2 + 12\sigma g - d}}{6\sigma} = -\frac{\sqrt{d^2/\sigma + 12g}}{6\sqrt{\sigma}} + \frac{d}{6\sigma}. \tag{11} \]

Analogously to (9), in this case \( y \) increases as a function of \( d \). Note that, if \( g = 0 \), problem (7) is symmetric and, therefore, we can choose between the non-negative solution (9) and the non-positive solution (11), that in this case reduces to \( y = 0 \) if \( d \geq 0 \) and to \( y = \mp d/(3\sigma) \) if \( d < 0 \).

Summing up, regarding (7), we have that (i) if \( \sigma = d = g = 0 \) then its objective function is the null function and any \( y \in \mathbb{R} \) is a solution; (ii) if \( \sigma = 0 \) and \( d > 0 \), its solution is given by \( y = -g/d \); and (iii) if \( \sigma > 0 \) then its solution is given by

\[ y = \text{sgn}(g) \left[ -\frac{\sqrt{d^2 + 12\sigma g}}{6\sigma} - d \right] = \text{sgn}(g) \left[ -\frac{\sqrt{d^2/\sigma + 12g}}{6\sqrt{\sigma}} + \frac{d}{6\sigma} \right], \tag{12} \]

where \( \text{sgn}(a) \in \{-1, 1\} \) represents the signal of \( a \in \mathbb{R} \), and \( |y| \) decreases as a function of \( d \). In the remaining cases (iv) \( \sigma = 0 \) and \( d < 0 \) and (v) \( \sigma = 0 \), \( d = 0 \), and \( g \neq 0 \), the problem has no solution. The relation (12) shows that if \( \sigma \) is big or \( d = 0 \) then \( y \approx O(1/\sqrt{\sigma}) \); while, when \( \sigma \) is small, if \( d < 0 \) then \( y \approx O(1/\sigma) \) and if \( d > 0 \) then \( y \) approaches the solution to (7).

Figure 1 represents the solutions to (6) for \( \sigma \geq 0 \) in a problem where \( D_k \) is positive definite and \( n = 2 \). The ellipses are level sets of the quadratic objective function \( g^T y + \frac{1}{2} y^T D_k y \), with \( g = (-12.5, -50)^T \) and \( D_k = \text{diag}(12.5, 50) \). The minimizer of the quadratic (center of the ellipses) is \((1, 1)^T\) and the convex region centered at the origin represents the ball \( \|y\|_3 \leq 0.43 \). The curve that joins the origin with the center of the ellipses is the set of solutions to (6) for \( \sigma \geq 0 \). According to (12), the points of this curve with abscissas 1, 0.5, 0.25, 0.1, 0.01, and 0 correspond to \( \sigma = 0, 8.33, 50, 375, 41250 \), and \( \infty \), respectively. The tangent vector to the curve of solutions to (6) is proportional to \( (\text{sgn}(g_1)|g_1|^{1/2}, \ldots, \text{sgn}(g_n)|g_n|^{1/2})^T \), being \((3.54, 7.07)^T\) in Figure 1. This is the steepest descent direction associated with the norm \( \| \cdot \|_3 \). Comparing this steepest descent direction with the one corresponding to \( \| \cdot \|_2 \) we see that the components smaller than 1 (in modulus) are increased whereas the components bigger than 1 are decreased. Moreover, the moduli of all the components of the steepest direction with respect to \( \| \cdot \|_p \) tend to 1 as \( p \) tends to infinity. In some sense this feature reveals a tendency to independence with respect to scaling of variables.
4 Convergence and complexity

Algorithm 2.1 was conceived regarding economy of calculations in Newton-like methods with regularization that exhibit worst-case complexity $O(\varepsilon^{-3/2})$. In the usual approach, the matrix $H_k$ is the Hessian of the objective function $f$ or a close approximation in the sense of [10] and [11]. However, for many reasons, we may wish to employ different quadratic models for which no guarantee of closeness to the true Hessian is guaranteed. Sometimes, the Hessian of the objective function does not exist or it is discontinuous on some regions of $\mathbb{R}^n$. This is the case of the objective functions in the subproblems that arise in some Penalty and Augmented Lagrangian methods for constrained optimization. See [6]. It is natural, therefore, to ask for the convergence and, perhaps, complexity properties of the algorithm in those cases. This is the first question addressed in this section. We are going to prove that the decrease of the objective function at each iteration at which the gradient norm is greater than $\varepsilon$ is bigger than a strictly positive quantity that only depends on $\varepsilon$, besides characteristics of the problem and parameters of the algorithm. For proving this result we will not rely on Lipschitz or Hölder conditions, neither for the Hessian, nor for the gradient. Of course, the complexity result that arises in this case is not of the type $O(\varepsilon^{-q})$ since the assumptions used here are far weaker than the ones that are necessary for proving strong complexity theorems. However, they are useful to show that, in spite of big inaccuracies of Hessian computations, or even disregarding such computations at all, we still maintain the essential theoretical properties that are inherent in unconstrained minimization algorithms.

Proposition 4.1 is a technical result that relates the size of a computed trial increment $s_k(\sigma)$ to the gradient at $x^k$ and the matrices $M_k$ and $D_k$.

**Proposition 4.1** For all $\sigma > 0$, let $s_k(\sigma)$ be a solution to (4). Then $s_k(\sigma)$ is a solution to

$$\text{Minimize } g(x^k)^T s + \frac{1}{2} s^T H_k s \text{ subject to } \|M_k^T s\|_3 \leq \|M_k^T s_k(\sigma)\|_3. \quad (13)$$
If $\sigma > 0$, and $M_k D_k M^T$ is a Mixed Factorization of $H_k$,

$$
\|M^T_k s_k(\sigma)\|_\infty \leq \frac{\sqrt{\|D_k\|^2/\sigma + 12\|M_k^{-1}\|\|g(x^k)\|}}{6\sqrt{\sigma}} + \frac{\|D_k\|}{6\sigma}, \tag{14}
$$

and

$$
\|s_k(\sigma)\|_\infty \leq \|M^T_k\|_\infty \left[ \frac{\sqrt{\|D_k\|^2/\sigma + 12\|M_k^{-1}\|\|g(x^k)\|}}{6\sqrt{\sigma}} + \frac{\|D_k\|}{6\sigma} \right], \tag{15}
$$

and

$$
\lim_{\sigma \to \infty} \|s_k(\sigma)\| = 0. \tag{16}
$$

Moreover,

$$
\|M^T_k s_k(\sigma)\| \geq \|M^T_k s_k(\sigma)\|_3 \geq \|M^T_k s_k(\sigma)\|_\infty \geq \frac{\sqrt{\|D_k\|^2 + 12\sigma\|g(x^k)\|\|/\|M_k\|\| - \|D_k\|}}{6\sigma}, \tag{17}
$$

and

$$
\|s_k(\sigma)\| \geq \frac{1}{\|M^T_k\|} \sqrt{\|D_k\|^2 + 12\sigma\|g(x^k)\|\|/\|M_k\|\| - \|D_k\|}. \tag{18}
$$

Finally, for all $i$ such that $(D_k)_{ii} < 0$,

$$
\|M^T_k s_k(\sigma)\| \geq \|M^T_k s_k(\sigma)\|_3 \geq \|M^T_k s_k(\sigma)\|_\infty \geq \frac{|(D_k)_{ii}|}{3\sigma}, \tag{19}
$$

and

$$
\|s_k(\sigma)\| \geq \frac{|(D_k)_{ii}|}{3\sigma}. \tag{20}
$$

Proof: Assume that $s$ is a feasible point of (13). By the definition of $s_k(\sigma)$, we have that

$$
g(x^k)^T s_k(\sigma) + \frac{1}{2} s_k(\sigma)^T H_k s_k(\sigma) + \sigma \|M^T_k s_k(\sigma)\|_3^3 \leq g(x^k)^T s + \frac{1}{2} s^T H_k s + \sigma \|M^T_k s\|_3^3.
$$

Then, (13) follows from $\|M^T_k s\|_3^3 < \|M^T_k s_k(\sigma)\|_3^3$. The inequality (14) follows from (12) with $y = M^T_k s_k(\sigma)$, (15) follows from (14), and (16) is a consequence of (15).

Since $\sigma > 0$, from (12), we deduce that $(D_k)_{ii} < 0$ implies that

$$
|y_i| \geq \frac{|(D_k)_{ii}|}{3\sigma}.
$$

This implies (19) and (20). If $\|g(x^k)\| = 0$, (17) and (18) follow trivially. In any case, since $|y|$ decreases as a function of $d$, by (12), we have that

$$
\|M^T_k s_k(\sigma)\|_i \geq \sqrt{\|D_k\|^2 + 12\sigma\|M_k^{-1}g(x^k)\|\| - \|D_k\|}
$$

for all $i = 1, \ldots, n$; and, applying this inequality to the component that maximizes the modulus of $[M_k^{-1}g(x^k)]_i$, we get

$$
\|M^T_k s_k(\sigma)\|_\infty \geq [M^T_k s_k(\sigma)]_i \geq \sqrt{\|D_k\|^2 + 12\sigma\|M_k^{-1}g(x^k)\|\| - \|D_k\|}. \tag{21}
$$
Thus, (17) is obtained and
\[\|s_k(\sigma)\| \geq \frac{1}{\|M_k^T\|} \sqrt{\|D_k\|^2 + 12\sigma}\|M_k^{-1}g(x^k)\|_{\infty} - \|D_k\|} + 12\sigma \|g(x^k)\|_1.\]

This completes the proof. \(\square\)

The bounding results proved in Proposition 4.1 are condensed in the following corollary.

**Corollary 4.1** Assume that \(c_{\text{bound}} > 0\) is such that
\[c_{\text{bound}} \geq \max \left\{ \|D_k\|, \|M_k\|, \|M_k^{-1}\|, \|M_k^{-T}\|_{\infty}, \|M_k\|_{\infty}, \|g(x^k)\|_1 \right\}. \tag{21}\]

Then,
\[\|M_k^T s_k(\sigma)\|_{\infty} \leq \frac{\sqrt{c_{\text{bound}}^2 / \sigma + 12c_{\text{bound}}\|g(x^k)\|}}{6\sqrt{\sigma}} + \frac{c_{\text{bound}}}{6\sigma}, \tag{22}\]
and
\[\|s_k(\sigma)\|_{\infty} \leq c_{\text{bound}} \left[ \frac{\sqrt{c_{\text{bound}}^2 / \sigma + 12c_{\text{bound}}\|g(x^k)\|}}{6\sqrt{\sigma}} + \frac{c_{\text{bound}}}{6\sigma} \right]. \tag{23}\]

Moreover, if \(\varepsilon \geq 0\) is such that \(\|g(x^k)\|_{\infty} \geq \varepsilon\),
\[\|M_k^T s_k(\sigma)\| \geq \|M_k^T s_k(\sigma)\|_3 \geq \|M_k^T s_k(\sigma)\|_{\infty} \geq \frac{\sqrt{c_{\text{bound}}^2 / \sigma + 12\sigma \varepsilon / c_{\text{bound}}}}{6\sigma} - c_{\text{bound}} \tag{24}\]
and
\[\|s_k(\sigma)\| \geq \frac{1}{c_{\text{bound}}} \frac{\sqrt{c_{\text{bound}}^2 + 12\sigma \varepsilon / c_{\text{bound}}}}{6\sigma} - c_{\text{bound}}. \tag{25}\]

Finally, if \(\varepsilon_2 > 0\) and \(i \in \{1, \ldots, n\}\) is such that \((D_k)_{ii} \leq -\varepsilon_2\),
\[\|M_k^T s_k(\sigma)\| \geq \|M_k^T s_k(\sigma)\|_3 \geq \|M_k^T s_k(\sigma)\|_{\infty} \geq \frac{\varepsilon_2}{3\sigma} \tag{26}\]
and
\[\|s_k(\sigma)\| \geq \frac{\varepsilon_2}{3c_{\text{bound}}\sigma}. \tag{27}\]

**Proof:** The inequalities (22), (23), (24), (25), (26), and (27) follow from (14), (15), (17), (18), (19), and (20) using elementary algebraic properties. \(\square\)

Now we wish to prove that the method is well defined. This means that, given \(x^k\) such that \(g(x^k)\) does not vanish, after a finite number of steps, we find a point that satisfies the sufficient descent condition (3). In addition, we will compute the minimum reduction that is obtained at each iteration \(k\) where \(g(x^k)\) is not null. Later, this result is used to compute the maximal number of iterations that may occur in which the gradient norm is bigger than a given quantity and the convergence of the gradient norms to zero. We use the only assumption that \(f\) is differentiable at \(x^k\).
**Assumption A1** We say that this assumption holds at an iterate \( x^k \) generated by Algorithm 2.1 if there exists a non-decreasing function \( \varphi : \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) such that \( \varphi \) is continuous at the origin, \( \varphi(0) = 0 \), and, for all \( s \in \mathbb{R}^n \),

\[
f(x^k + s) \leq f(x^k) + g(x^k)^T s + \varphi(\|s\|_\infty)\|s\|_\infty. \tag{28}
\]

The non-decreasing assumption for \( \varphi \) is not restrictive. In fact, if Assumption A1 holds for a function \( \varphi \) that may decrease, it also holds replacing \( \varphi(t) \) with \( \sup \{ \varphi(v), 0 \leq v \leq t \} \) which is obviously non-decreasing. A sufficient condition for the fulfillment of Assumption A1 is the continuity of the partial first derivatives at \( x^k \). See [14, Vol.II, p.41]. Neither Lipschitz nor Hölder conditions on the derivatives are necessary for this purpose. Under a Lipschitz condition, (28) holds with \( \varphi(t) = ct \) and, more generally, under a Hölder condition it holds with \( \varphi(t) = ct^\beta \) with \( \beta \in (0, 1] \). At Assumption A1, we do not restrict the size of the norm of the increment \( s \). The reason is that possible big differences between \( f \) and its linear approximation when \( \|s\| \) is large may be represented by a suitable function \( \varphi \). For example, the function \( f(x) = x^4 \) does not satisfy (28) if \( x^k = 0 \) and \( \varphi(t) = t^2 \) because (28) would fail for \( |s| > 1 \), but it does defining \( \varphi(t) = \max \{t^4, t^2\} \).

For proving Theorem 4.1, we will assume that \( g(x^k) \) is not null. If \( \|g(x^k)\| = 0 \) and some entry of \( D_k \) is negative the iteration may not be well defined, in the sense that the sufficient condition (3) may not hold, independently of the size of the regularization parameter. This would happen, for example, if \( x^k \) is a minimizer. However, as we will see later, if \( H_k \) is the true Hessian at \( x^k \), the iteration is well defined even if \( g(x^k) = 0 \) and some \( (D_k)_{ii} \) is zero.

**Theorem 4.1** Assume that, at iteration \( k \), Assumption A1 holds, \( \|g(x^k)\|_\infty \geq \varepsilon > 0 \), \( M_k D_k M_k^T \) is a Mixed Factorization of \( H_k \), and \( c_{\text{bound}} > 0 \) satisfies (21). Then, there exists \( \sigma \geq \max \{ \sigma_{\min}, 1 \} \), only dependent on \( \varepsilon, c_{\text{bound}}, \) and algorithmic parameters, such that, if \( s_k(\sigma) \) is a solution to (7) and \( \sigma \geq \bar{\sigma} \), we have that

\[
f(x^k + s_k(\sigma)) \leq f(x^k) - \frac{1}{4\sqrt{3\sigma c_{\text{bound}}}^{3/2}}\varepsilon^{3/2} \tag{29}
\]

and

\[
f(x^k + s_k(\sigma)) \leq f(x^k) - \alpha \|M_k^T s_k(\sigma)\|_\infty^3 \tag{30}
\]

**Proof:** For simplicity let us call \( x = x^k \), \( g = g(x^k) \), \( H = H(x^k) \), \( D = D_k \), \( s(\sigma) = s_k(\sigma) \), and \( M = M_k \). Recall that, by definition, \( M \) is nonsingular. Subproblem (11) is then given by

\[
\text{Minimize } g^T s + \frac{1}{2} s^T H s + \sigma \|M^T s\|_3^3. \tag{31}
\]

Defining, as in (5),

\[
y = M^T s \tag{32}
\]

and

\[
g = M^{-1} g, \tag{33}
\]

we have that (31) is equivalent to

\[
\text{Minimize } g^T y + \frac{1}{2} y^T D y + \sigma \|y\|_3^3. \tag{34}
\]
If \( \sigma > 0 \) and \( y(\sigma) \) is a solution to (34), for \( i = 1, \ldots, n \), since \( |y(\sigma)|_i \) decreases as a function of \( D_{ii} \), by (12) and (21), we have that

\[
|y(\sigma)|_i = \left| \frac{\sqrt{D_{ii}^2 + 12\sigma|g_i|}}{6\sigma} - D_{ii} \right| \geq \frac{\sqrt{c_{\text{bound}}^2 / \sigma + 12|g_i|}}{6\sqrt{\sigma}} - \frac{c_{\text{bound}}}{6\sigma}.
\]

Therefore, since \( g_i \) \( y(\sigma) \) \( i \leq 0 \) for all \( i \), by (35), (33), and (21),

\[
g^T y(\sigma) = -\sum_{i=1}^{n} |g_i| |y(\sigma)|_i \leq -\sum_{i=1}^{n} |g_i| \left( \frac{\sqrt{12|g_i|}}{6\sqrt{\sigma}} - \frac{c_{\text{bound}}}{6\sigma} \right).
\]

Thus, by \( |g|_\infty \geq \varepsilon \),

\[
g^T y(\sigma) \leq \frac{1}{\sqrt{\sigma}} \left( -\frac{1}{\sqrt{3c_{\text{bound}}^3}} \varepsilon^{3/2} + \frac{c_{\text{bound}}^3}{6\sigma} \right).
\]

Taking

\[
\bar{\sigma} \geq \frac{c_{\text{bound}}^3}{3\varepsilon^3}
\]

and \( \sigma \geq \bar{\sigma} \), we obtain that

\[
\frac{c_{\text{bound}}^3}{6\sqrt{\sigma}} \leq \frac{1}{2} \left( \frac{1}{\sqrt{3c_{\text{bound}}^3}} \varepsilon^{3/2} \right).
\]

Therefore, by (37) and under the bound (38),

\[
\frac{1}{2\sqrt{3\sigma c_{\text{bound}}^3}} \varepsilon^{3/2}
\]

and, since, by (32) and (33), \( g^T y(\sigma) = g^T s(\sigma), \)

\[
g^T s(\sigma) \leq -\frac{1}{2\sqrt{3\sigma c_{\text{bound}}^3}} \varepsilon^{3/2}.
\]

Therefore, by Assumption A1 and (40), for \( \sigma \geq \bar{\sigma} \),

\[
f(x + s(\sigma)) - f(x) \leq -\frac{1}{2\sqrt{3\sigma c_{\text{bound}}^3}} \varepsilon^{3/2} + \varphi(||s(\sigma)||_\infty)||s(\sigma)||_\infty.
\]

Then, by (23) and assuming

\[
\sigma \geq \bar{\sigma} \geq \sigma_{\text{min}},
\]
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we have that
\[ f(x + s(\sigma)) - f(x) \leq -\frac{1}{2\sqrt{3}c_{\text{bound}}^{3/2}}\epsilon^{3/2} + \varphi(\nu(\sigma))\nu(\sigma), \]
(42)
where
\[ \nu(\sigma) = c_{\text{bound}} \left[ \frac{\sqrt{c_{\text{bound}}^2/\sigma_{\text{min}} + 12c_{\text{bound}}\|g\|}}{6\sqrt{\sigma}} + \frac{c_{\text{bound}}}{6\sigma} \right]. \]
Defining
\[ c_{\text{aux}} = c_{\text{bound}} \left[ \frac{\sqrt{c_{\text{bound}}^2/\sigma_{\text{min}} + 12c_{\text{bound}}^2}}{6} + \frac{c_{\text{bound}}}{6} \right], \]
(43)
if, in addition to (38),
\[ \sigma \geq \bar{\sigma} \geq 1 \]
(44)
we obtain that \( \sigma \geq \sqrt{\sigma} \) and, thus, by (21) and (42), we have that
\[ f(x + s(\sigma)) - f(x) \leq \frac{1}{\sqrt{\sigma}} \left( -\frac{1}{2\sqrt{3}c_{\text{bound}}^{3/2}}\epsilon^{3/2} + c_{\text{aux}} \varphi\left(\frac{c_{\text{aux}}}{\sqrt{\sigma}}\right) \right). \]
(45)

Let \( t_{\text{aux}} > 0 \) be such that, for all \( t \in [0, t_{\text{aux}}] \),
\[ c_{\text{aux}}\varphi(t) \leq \frac{1}{2} \left( \frac{1}{2\sqrt{3}c_{\text{bound}}^{3/2}}\epsilon^{3/2} \right). \]
(46)
Taking
\[ \bar{\sigma} \geq \left( \frac{c_{\text{aux}}}{t_{\text{aux}}} \right)^2 = \left( c_{\text{bound}} \left[ \frac{\sqrt{c_{\text{bound}}^2/\sigma_{\text{min}} + 12c_{\text{bound}}^2}}{6t_{\text{aux}}} + \frac{c_{\text{bound}}}{6} \right] \right)^2, \]
(47)
we obtain that, for all \( \sigma \geq \bar{\sigma} \),
\[ \frac{c_{\text{aux}}}{\sqrt{\sigma}} \leq t_{\text{aux}}. \]
Thus, for all \( \sigma \geq \bar{\sigma} \), (29) follows from (45) and (46).

By (21) and (22), for \( \sigma \geq 1 \),
\[ \|MTs(\sigma)\|_\infty \leq \frac{\sqrt{c_{\text{bound}}^2/\sigma + 12c_{\text{bound}}\|g\|}}{6\sqrt{\sigma}} + \frac{c_{\text{bound}}}{6\sqrt{\sigma}} \]
\[ \leq \frac{\sqrt{c_{\text{bound}}^2 + 12c_{\text{bound}}^2}}{6\sqrt{\sigma}} + \frac{c_{\text{bound}}}{6\sqrt{\sigma}} = \left( \frac{\sqrt{13} + 1}{6} \right) \frac{c_{\text{bound}}}{\sqrt{\sigma}} < \frac{c_{\text{bound}}}{\sqrt{\sigma}}. \]
Therefore,
\[ \alpha\|MTs(\sigma)\|_\infty^3 < \alpha \frac{c_{\text{bound}}^3}{\sigma^{3/2}}. \]
(48)
Taking
\[ \bar{\sigma} \geq \alpha \frac{4\sqrt{3}c_{\text{bound}}^{9/2}}{\epsilon^{3/2}}, \]
(49)
we have that, for all $\sigma \geq \bar{\sigma}$,
\[
\frac{c^2_{\text{bound}}}{\sigma^{3/2}} \leq \frac{1}{4\sqrt{3\sigma c^2_{\text{bound}}}}\epsilon^{3/2}
\]
and (30) follows for all $\sigma \geq \bar{\sigma}$ from (29) and (48). This completes the proof. (The $\bar{\sigma}$ in the thesis must satisfy (38, 41, 44, 47, 49).)

**Corollary 4.2** Assume that, at iteration $k$, Assumption A1 holds, $\|g(x^k)\|_\infty > 0$, $M_kD_kM_k^T$ is a Mixed Factorization of $H_k$, and $c_{\text{bound}} > 0$ satisfies (21). Then the $k$-th iteration finishes with the fulfillment of (3) after a finite number of increases of the regularization parameter $\sigma$.

**Theorem 4.2** Assume that, for all $k = 0, 1, \ldots, k_\varepsilon$, Assumption A1 holds, $M_kD_kM_k^T$ is a Mixed Factorization of $H_k$, $c_{\text{bound}} > 0$ satisfies (21), $\|g(x^k)\|_\infty \geq \varepsilon > 0$, and $f(x^k) > f_{\text{target}}$. Then, $k_\varepsilon$ is not bigger than $(f(x^0) - f_{\text{target}})$ times a positive quantity that only depends on $\varepsilon$, $c_{\text{bound}}$, and algorithmic parameters.

**Proof:** For all $k \in \{0, 1, \ldots, k_\varepsilon\}$ the assumptions of Theorem 4.1 hold. Then, by Corollary 4.2
\[
f(x^{k+1}) = f(x^k + s^k) \leq f(x^k) - \alpha \|M_k s^k\|_\infty^3 \tag{50}
\]
for all $k = 0, 1, \ldots, k_\varepsilon$. Moreover, by (2), (4), the updating rule of $\sigma_{\text{big}}$ in Algorithm 2.1, and Theorem 4.1
\[
\sigma_k \leq \sigma_{\text{big}} = \max\{\sigma_{\text{bles}}, \sigma_0, \sigma_1, \ldots, \sigma_{k-1}\} \leq \max\{\sigma_{\text{bles}}, \kappa \bar{\sigma}\},
\]
where $\bar{\sigma}$, that only depends on $\varepsilon$, $c_{\text{bound}}$, and algorithmic parameters, is given in Theorem 4.1. Therefore, defining $\hat{\sigma} = \max\{\sigma_{\text{bles}}, \kappa \bar{\sigma}\}$, by (24),
\[
\|M_k^T s^k\|_\infty \geq \sqrt{\frac{c^2_{\text{bound}} + 12\hat{\sigma}\varepsilon/c_{\text{bound}} - c_{\text{bound}}}{6\hat{\sigma}}} = \frac{c_{\text{bound}}}{6\hat{\sigma}} \left[\sqrt{1 + 12\hat{\sigma}\varepsilon/c^3_{\text{bound}}} - 1\right],
\]
for all $k = 0, 1, \ldots, k_\varepsilon$, and, by (50),
\[
f(x^{k+1}) \leq f(x^k) - \alpha \left(\frac{c_{\text{bound}}}{6\hat{\sigma}} \left[\sqrt{1 + 12\hat{\sigma}\varepsilon/c^3_{\text{bound}}} - 1\right]\right)^3. \tag{51}
\]
This implies that, for all $k = 0, 1, \ldots, k_\varepsilon$, $f(x^k) - f(x^{k+1})$ is bounded below by a positive quantity that only depends on $\varepsilon$, $c_{\text{bound}}$, and algorithmic parameters. This completes the proof. \[\square\]

Theorem 4.2 says that, given $\varepsilon > 0$ and $f_{\text{target}} \in \mathbb{R}$, after $K(\varepsilon)$ iterations Algorithm 2.1 finds a point $x^\varepsilon$ such that $\|g(x^\varepsilon)\|_\infty \leq \varepsilon$ or $f(x^\varepsilon) \leq f_{\text{target}}$. The cost of this process is, at most, the computation of $K(\varepsilon)$ gradients and functional values at the iterates $x^k$, plus the computation of $K(\varepsilon)$ factorizations, plus the computation of functional values at the rejected trial points. Now, at each iteration, according to Theorem 4.1 the number of rejected trial points $s_k(\sigma)$ is, at most, the maximal number of increases of $\sigma$ that starts not smaller than $\sigma_{\text{min}}$ and goes up to $\hat{\sigma} = \max\{\sigma_{\text{bles}}, \kappa \bar{\sigma}\}$ at most. Recall that $\hat{\sigma}$ only depends on $\varepsilon$, $c_{\text{bound}}$, and algorithmic parameters. This number cannot exceed $\log_2(\hat{\sigma}/\sigma_{\text{min}})$. Therefore, for finding a solution with gradient precision $\varepsilon$, we need at most $K(\varepsilon)$ gradient evaluations and factorizations plus $K(\varepsilon)(1 + \log_2(\hat{\sigma}/\sigma_{\text{min}}))$ functional evaluations.

From Theorem 4.2 the following convergence theorem holds.
Theorem 4.3 Assume that the sequence \( \{x^k\} \) is generated by Algorithm 4.1 and, for all \( k = 0, 1, 2, \ldots, \|g(x^k)\| > 0 \), Assumption A1 holds, and \( c_{\text{bound}} \) satisfies (21). Then,

\[
\lim f(x^k) = -\infty \text{ or } \lim \inf \|g(x^k)\| = 0.
\]

Proof: Since the sequence \( \{f(x^k)\} \) is strictly decreasing, if this sequence does not go to \(-\infty\), then it is bounded below. Taking \( f_{\text{target}} \) as a lower bound of \( \{f(x^k)\} \), by Theorem 4.2 we have that for all \( \varepsilon > 0 \) there exists \( k_\varepsilon \) such that, for some \( k \geq k_\varepsilon \), \( \|g(x^k)\|_\infty \leq \varepsilon \). This implies the thesis. \( \square \)

In Theorem 4.3, we proved that, if \( \{f(x^k)\} \) is bounded below, \( \lim \inf \|g(x^k)\| = 0 \). The reason why we cannot prove that \( \lim \|g(x^k)\| = 0 \) is associated with the updating rule for \( \sigma_{\text{new}} \) in (2) and in (4) when \( \sigma = 0 \). Note that, according to (2) and (4), we could choose \( \sigma_{\text{new}} \leftarrow \sigma_k \) at every iteration, in such a way that the decrease at each iteration could tend to zero at the iterates at which \( \|g(x^k)\|_\infty \geq \varepsilon \). In this way, it remains valid that the maximal number of consecutive iterations at which \( \|g(x^k)\|_\infty \geq \varepsilon \) is bounded but this bound is not valid anymore for non-consecutive iterations. We will see later that, in practice, we try to choose \( \sigma_{\text{new}} \leftarrow \sigma_k/2 \) in (2) and in (4) when \( \sigma = 0 \). In the following theorem we prove that convergence to zero of the whole sequence \( \|g(x^k)\| \) occurs if we use a slightly more restrictive choice of \( \sigma \) at the beginning of each iteration.

Theorem 4.4 Assume that the sequence \( \{x^k\} \) is generated by Algorithm 4.1 and, for all \( k = 0, 1, 2, \ldots, \|g(x^k)\| > 0 \), Assumption A1 holds, and \( c_{\text{bound}} \) satisfies (21). Moreover, assume that in (3) and in (4) when \( \sigma = 0 \), we impose the condition

\[
\sigma_{\text{new}} \leq \sigma_{\text{safe}},
\]

where \( \sigma_{\text{safe}} \geq \sigma_{\min} > 0 \) is a new given parameter of the algorithm. Then,

\[
\lim f(x^k) = -\infty \text{ or } \lim \|g(x^k)\| = 0.
\]

Proof: Suppose that \( \lim f(x^k) > -\infty \). By Theorem 4.2 at each iteration \( k \), it holds replacing \( \hat{\sigma} \) with \( \max\{\sigma_{\text{safe}}, \hat{\sigma}_k\} \), where \( \hat{\sigma}_k \) corresponds to the value of \( \hat{\sigma} \) given by Theorem 4.1 for iteration \( k \). Let \( \varepsilon > 0 \) be arbitrary. Then, at each iteration where \( \|g(x^k)\| \geq \varepsilon \) we obtain a functional decrease bounded away from zero. This implies that the number of iterations at which \( \|g(x^k)\|_\infty \geq \varepsilon \) is finite. This implies that \( \lim \|g(x^k)\|_\infty = 0 \). \( \square \)

Given the present state of the art of Cubic Regularization methods for unconstrained optimization, the final results of this section are far from being surprising. In particular, they can be essentially obtained as consequences of results obtained in [33], with additional care in the determination of the complexity constants. We state them here because the proofs become more simple thanks to the employment of Proposition 4.1. We will use the following assumption, which holds whenever \( \nabla^2 f(x) \) satisfies a Lipschitz condition on a sufficient large open and convex set that includes all the iterates \( x^k \) and trial points \( x^k + s \) generated by Algorithm 2.1.

Assumption A2 We say that this assumption holds at an iterate \( x^k \) generated by Algorithm 2.1 if there exists \( \gamma > 0 \) such that for all \( s \in \mathbb{R}^n \) such that \( x^k + s \) lies in an open and convex set that contains \( x^k \) and the trial points generated by Algorithm 2.1,

\[
f(x^k + s) \leq f(x^k) + g(x^k)^T s + \frac{1}{2} s^T \nabla^2 f(x^k) s + \gamma \|s\|_\infty^3.
\]

(53)
and
\[
\|g(x^k + s) - (g(x^k) + \nabla^2 f(x^k) s)\| \leq \gamma \|s\|^2_\infty. \tag{54}
\]

**Theorem 4.5** Assume that, at every iteration \(k\) of Algorithm 2.1, Assumption AZ holds, \(H_k = \nabla^2 f(x^k)\), \(M_k D_k M_k^T\) is a Mixed Factorization of \(H_k\), and \(c_{\text{bound}} > 0\) satisfies (21). Then, there exists \(\sigma \geq \sigma_{\text{min}}\), that only depends on parameters of the algorithm and characteristics of the problem, such that, if \(s_k(\sigma)\) is a solution to (1) and \(\sigma \geq \tilde{\sigma}\), we have that
\[
f(x^k + s_k(\sigma)) - f(x^k) \leq -\alpha \|M_k^T s_k(\sigma)\|_3^3. \tag{55}
\]
Moreover,
\[
f(x^{k+1}) \leq f(x^k) - \alpha c \|g(x^{k+1})\|^{3/2}, \tag{56}
\]
where \(c\) is a constant that only depends on parameters of the algorithm and characteristics of the problem.

**Proof:** On the one hand, by (53), (21), and since \(s_k(\sigma)\) is a solution to (1) with \(H_k = \nabla^2 f(x^k)\), we have that
\[
f(x^k + s_k(\sigma)) \leq f(x^k) + g(x^k)^T s_k(\sigma) + \frac{1}{2} s_k(\sigma)^T \nabla^2 f(x^k) s_k(\sigma) + \gamma \|s_k(\sigma)\|_\infty^3
\]
\[
= f(x^k) + g(x^k)^T s_k(\sigma) + \frac{1}{2} s_k(\sigma)^T H_k s_k(\sigma) + \sigma \|M_k^T s_k(\sigma)\|_3^3 - \sigma \|M_k^T s_k(\sigma)\|_3^3 + \gamma \|s_k(\sigma)\|_\infty^3
\]
\[
\leq f(x^k) - \sigma \|M_k^T s_k(\sigma)\|_3^3 + \gamma \|s_k(\sigma)\|_\infty^3
\]
\[
\leq f(x^k) - \sigma \|M_k^T s_k(\sigma)\|_\infty^3 + \gamma \|s_k(\sigma)\|_\infty^3
\]
\[
\leq f(x^k) - \sigma \|M_k^T s_k(\sigma)\|_\infty^3 + \gamma \|M_k^{-1} \|_\infty^3 \|M_k^T s_k(\sigma)\|_3^3
\]
\[
= f(x^k) + (-\sigma + \gamma \|M_k^{-1}\|_\infty^3) \|M_k^T s_k(\sigma)\|_3^3
\]
\[
\leq f(x^k) + (\sigma + \gamma c_{\text{bound}}) \|M_k^T s_k(\sigma)\|_3^3.
\]

Therefore, defining
\[
\tilde{\sigma} = \max\{\sigma_{\text{min}}, \alpha + \gamma c_{\text{bound}}\},
\]
we have that (55) follows for all \(\sigma \geq \tilde{\sigma}\).

On the other hand, for all \(\sigma \geq 0\), by (54), and since \(s_k(\sigma)\) is a solution to (1) with \(H_k = \nabla^2 f(x^k)\), we have that
\[
\|g(x^k + s_k(\sigma))\|_\infty \leq \|g(x^k) + \nabla^2 f(x^k) s_k(\sigma)\|_\infty + \gamma \|s_k(\sigma)\|_\infty^2
\]
\[
\leq \|g(x^k) + \nabla^2 f(x^k) s_k(\sigma) + \sigma (\nabla \|M_k^T s\|_3^3)_{s_k(\sigma)}\|_\infty + \sigma \left(\nabla \|M_k^T s\|_3^3\right)_{s_k(\sigma)}\|_\infty + \gamma \|s_k(\sigma)\|_\infty^2
\]
\[
= \sigma \left(\nabla \|M_k^T s\|_3^3\right)_{s_k(\sigma)}\|_\infty + \gamma \|s_k(\sigma)\|_\infty^2.
\]
By the definition of Algorithm 2.1, we have that \(x^{k+1} = x^k + \sigma_k s^k\) with \(s^k = s_k(\sigma_k)\) and \(\sigma_k\) satisfying \(\sigma_k \leq \max\{\sigma_{\text{hes}}, \kappa \tilde{\sigma}\}\). Therefore, by (57) and (21), since
\[
\nabla \|M_k^T s\|_3^3 = 3M_k \left([M_k^T s]_1^2 \text{sg}([M_k^T s]_1), \ldots, [M_k^T s]_n^2 \text{sg}([M_k^T s]_n)\right)^T
\]
and, in consequence,
\[ \| (\nabla \| M_k^T s \|_3^2 ) \|_\infty \leq 3 \| M_k \|_\infty \| M_k^T s \|_\infty^2, \]
we have that
\[ \| g(x^{k+1}) \|_\infty \leq \max \{ \sigma_{\text{bles}}, \kappa \tilde{\sigma} \} \| (\nabla \| M_k^T s \|_3^2 ) \|_\infty + \gamma \| s^k \|_\infty^2 \]
\[ \leq \max \{ \sigma_{\text{bles}}, \kappa \tilde{\sigma} \} \| (\nabla \| M_k^T s \|_3^2 ) \|_\infty + \gamma \| s^k \|_\infty^2 \]
\[ \leq \max \{ \sigma_{\text{bles}}, \kappa \tilde{\sigma} \} 3 \| M_k \|_\infty \| M_k^T s^k \|_\infty^2 + \gamma \| M_k^{-T} \|_\infty \| M_k^T s^k \|_\infty^2 \]
\[ \leq \left( 3 \max \{ \sigma_{\text{bles}}, \kappa (\alpha + \gamma c^3 \text{bound}) \} \text{bound} + \gamma c \text{bound} \right) \| M_k^T s^k \|_\infty^2 \]
\[ = c \| M_k^T s^k \|_\infty^2, \]
where \( c = 3 \max \{ \sigma_{\text{bles}}, \kappa (\alpha + \gamma c^3 \text{bound}) \} \text{bound} + \gamma c \text{bound} \) is a constant that depends on \( c \text{bound}, \gamma \), and the algorithmic constants \( \alpha, \kappa \), and \( \sigma_{\text{bles}} \). Therefore,
\[ \| g(x^{k+1}) \|_\infty^{3/2} \leq c^{3/2} \| M_k^T s^k \|_\infty^3. \]
Thus, (56) follows from (55). \( \square \)

Note that, in Theorem 4.5, the well-definiteness of iteration \( k \) holds independently of assumptions on the gradient norms and the matrix \( D_k \). This observation is important for the following theorem, where a second-order complexity result is proved. In Theorem 4.6, we prove that, given \( \varepsilon > 0 \), the number of iterations at which there exists an entry of \( D_k \) smaller than \( -\varepsilon \) is bounded by a multiple of \( \varepsilon^{-2/3} \). It is interesting to observe that this fact is independent of the factorization used. Using the spectral \( QDQ^T \) factorization, this result is standard because the entries of \( D_k \) are the eigenvalues of \( H_k \). However, the result holds in the general case because the positive-definiteness of \( H_k \) is well represented by the positiveness of the entries of \( D_k \) for every Mixed Factorization \( M_k D_k M_k^T \). The complexity proof in this case is substantially different, and more simple, than the one given in [33] for a similar case.

**Theorem 4.6** Assume that, at every iteration \( k \) of Algorithm 2.1, Assumption A2 holds, \( H_k = \nabla^2 f(x^k) \), \( M_k D_k M_k^T \) is a Mixed Factorization of \( H_k \), and \( c \text{bound} > 0 \) satisfies (21). Then, given \( \varepsilon > 0 \) and \( f \text{target} \in \mathbb{R} \), the number of iterations \( k \) such that
\[ \| g(x^{k+1}) \|_\infty \geq \varepsilon \text{ or } f(x^{k+1}) > f \text{target} \]
is bounded above by
\[ (f(x^0) - f \text{target}) \varepsilon^{-3/2} \]
times a constant that only depends on parameters of the algorithm and characteristics of the problem. Moreover, given \( \varepsilon_2 > 0 \), the number of iterations \( k \) such that there exists \( i \in \{1, \ldots, n\} \) with \( (D_k)_{ii} \leq -\varepsilon_2 \) is bounded above by
\[ (f(x^0) - f \text{target}) \varepsilon_2^{-3} \]
times a constant that only depends on parameters of the algorithm and characteristics of the problem.
Proof: The first part of the thesis follows directly from (56). For the second part, observe that, if \((D_k)_{ii} \leq -\varepsilon_2\), then, by (19),

\[
\|M_k^T s^k\|_\infty = \|M_k^T s_k(\sigma_k)\|_\infty \geq \frac{|(D_k)_{ii}|}{3\sigma_k} \geq \frac{\varepsilon_2}{3\max\{\sigma_{\text{bles}}, \kappa\hat{\sigma}\}},
\]

where \(\hat{\sigma}\) is the one defined at Theorem 4.5. Therefore, the second part of the thesis follows from (55). \(\square\)

Theorem 4.6 reports the maximal number of iterations that are necessary to obtain a gradient smaller than \(\varepsilon\) or a positive semidefinite Hessian up to tolerance \(\varepsilon_2\), respectively, under Assumption A2. The complexity analysis is completed computing the total number of functional evaluations. By Theorem 4.4, the maximal number of rejected trial points at each iteration of the algorithm does not exceed \(\log_2(\kappa\hat{\sigma}/\sigma_{\min})\), where \(\hat{\sigma}\) does not depend on \(\varepsilon\). Combining this computation with the theorems above we obtain the expected result that precision \(\varepsilon\) on the gradient demands at most \(O(\varepsilon^{-3/2})\) iterations and function evaluations whereas precision \(\varepsilon_2\) on the positive semidefiniteness of the Hessian demands at most \(O(\varepsilon_2^{-3})\) iterations and function evaluations.

\textbf{Theorem 4.7} Assume that, at every iteration \(k\) of Algorithm 2.1, Assumption A2 holds, \(H_k = \nabla^2 f(x^k)\), \(M_k D_k M_k^T\) is a Mixed Factorization of \(H_k\), and \(c_{\text{bound}} > 0\) satisfies (21). Then, the sequence \(\{x^k\}\) given by Algorithm 2.1 is well defined,

\[
\lim \|g(x^k)\| = 0 \text{ and } \lim \min\{0, (D_k)_{11}, \ldots, (D_k)_{nn}\} = 0.
\]

\textbf{Proof:} By Theorem 4.5, given \(\varepsilon > 0\), the number of iterations for which \(\|g(x^k)\|_\infty > \varepsilon\) is finite. Therefore, \(\lim \|g(x^k)\| = 0\) and, analogously, the number of iterations for which \(\min\{0, \min\{(D_k)_{ii}, i = 1, \ldots, n\}\} > \varepsilon\) is finite. Therefore, \(\lim \min\{0, \min\{(D_k)_{ii}, i = 1, \ldots, n\}\} = 0\). \(\square\)

\section{Numerical experiments}

We implemented Algorithm 2.1 in Fortran 90 employing the BPK-based \(MDM^T\) Mixed Factorization as well as the Mixed Factorization based on the \(QDQ^T\) spectral decomposition. In the first case, the Bunch-Parlett-Kaufman factorization was computed with subroutine \texttt{dsytrf}::rk from Lapack [1]; while in the latter case subroutine \texttt{dsyev} was used. It is worth noting that those subroutines work with dense matrices.

At Step 3, we choose \(\sigma_{\text{new}} = \max\{\sigma_{\min}, \frac{1}{2}\sigma_{\text{lnn}}\}\), where \(\sigma_{\text{lnn}}\) is the latest non-null \(\sigma_\ell, \ell = 0, \ldots, k - 1\), and \(\sigma_{\text{lnn}} = 0\) if \(\sigma_0 = \cdots = \sigma_{k-1} = 0\). At Step 4, the value of \(\sigma_{\text{new}}\) is chosen in the same way if \(\sigma = 0\); while \(\sigma_{\text{new}} = \kappa\sigma\), otherwise. However, there are two situations in which, if the value of \(\sigma_{\text{new}}\) was computed using \(\sigma_{\text{lnn}}\) (at Step 3 or 4), it may be redefined. In first place, if \(\sigma_{\text{new}} > \sigma_{\min}\) and \(\|s_k(\sigma_{\text{new}})\| < \sqrt{\text{mach}} \max \{1, \|x^k\|\}\) then we redefine \(\sigma_{\text{new}} = \sigma_{\min}\). In second place, if \(\sigma_{\text{new}} = \sigma_{\min}\) and \(\|s_k(\sigma_{\text{new}})\| > \max \{1, \|x^k\|\}\) then \(\sigma_{\text{new}}\) is redefined to the first value in \(\{10\sigma_{\min}, 10^2\sigma_{\min}, \ldots\}\), limited to \(\sigma_{\text{bles}}\), such that \(\|s_k(\sigma_{\text{new}})\| \leq \max \{1, \|x^k\|\}\). The first possible modification has the purpose of avoiding stagnation due to a large value of \(\sigma\) inherited from previous iterations; while the second possible modification aims to reduce the influence of the arbitrary parameter \(\sigma_{\min}\).
In the numerical experiments, we arbitrarily considered \( \alpha = 10^{-8}, \kappa = 10, \sigma_{\min} = 10^{-8}, \) and \( \sigma_{\text{bles}} = 10^8; \) while \( \epsilon_{\text{mach}} \) is the machine \( \epsilon, \) i.e. the smallest \( \epsilon > 0 \) such that \( 1 + \epsilon \neq 1. \) As stopping criterion we considered the condition

\[
\|g(x^k)\|_{\infty} \leq \varepsilon
\]  

with \( \varepsilon = 10^{-8}. \) As it will be seen in the numerical experiments, in a few cases, the method may also stop by any of the following alternative stopping criteria:

1. \( \|g(x^{k-\ell})\|_{\infty} < \sqrt{\varepsilon} \) for all \( 0 \leq \ell < 100; \)
2. \( \|g(x^{k-\ell})\|_{\infty} < \varepsilon^{1/4} \) for all \( 0 \leq \ell < 1,000; \)
3. \( \|g(x^{k-\ell})\|_{\infty} < \varepsilon^{1/8} \) for all \( 0 \leq \ell < 5,000; \)
4. \( s_{\text{trial}} \) is the Newton step, \( x^k + s_{\text{trial}} \) does not satisfy the sufficient descent condition \( (3), \) but \( \|s_{\text{trial}}\| \leq \sqrt{\varepsilon} \) and \( \|g(x^k + s_{\text{trial}})\|_{\infty} \leq \varepsilon; \)
5. \( s_{\text{trial}} \) is the Newton step, \( x^k + s_{\text{trial}} \) does not satisfy the sufficient descent condition \( (3), \) and \( \|s_{\text{trial}}\| \leq \sqrt{\varepsilon}; \)
6. \( f(x^k) \leq f_{\text{target}}; \)
7. \( x^k + s_{\text{trial}} \) does not satisfy the sufficient descent condition \( (3) \) but \( f(x^k + s_{\text{trial}}) \leq f_{\text{target}}; \)
8. \( x^k = x^{k+1} \) and \( f(x^k) \leq f(x^k + h_i e_i) \) with \( h_i = \epsilon_{\text{mach}} \max\{1,|x_i^k|\} \) for all \( 1 \leq i \leq n; \)
9. \( f(x^k) = f(x^{k-\ell}) \) for all \( 0 \leq \ell < 10. \)

In the numerical experiments, the fulfillment of (59) will be reported as “STOP=0”; while the other cases will be reported making reference to the number in the enumeration above. In cases 4 and 7, the method returns \( x^k + s_{\text{trial}} \) as an approximation to a solution. In all the other cases it returns \( x^k. \) It should be noted that the stopping criteria above were chosen in such a way that the method never stops by another stopping criterion such as maximum of iterations, maximum of functional evaluations, or a limit in the CPU time.

The Fortran 90 implementation of Algorithm 2.1 is freely available at [http://www.ime.usp.br/~egbirgin/](http://www.ime.usp.br/~egbirgin/) Interfaces for solving user-defined problems coded in Fortran 90 as well as problems from the CUTEst collection [24] are available. All tests reported below were conducted on a computer with 3.5 GHz Intel Core i7 processor and 16GB 1600 MHz DDR3 RAM memory, running OS X Yosemite (version 10.10.5). Codes were compiled by the GFortran compiler of GCC (version 7.2.0) with the -O3 optimization directive enabled.

### 5.1 Bunch-Parlett-Kaufman-based versus spectral-based mixed factorization

In this section we analyze the behavior of Algorithm 2.1 in connection with the BPK-based and the spectral-based mixed factorizations. We considered all the 87 unconstrained minimization problems from the CUTEst collection [24]. The same dimensions chosen in [30] [7] were preserved (most of the problems have \( n = 1,000 \) variables), since we are using dense linear algebra subroutines for computing the \( MDM^T \) Mixed Factorization. These problems correspond to all the unconstrained problems from the CUTEst collection with available second-order derivatives.

For a given problem, let \( f_1 \) and \( f_2 \) be the value of the objective function at the final iterate delivered by Algorithm 2.1 with the BPK-based and the spectral-based \( MDM^T \) Mixed Factorizations, respectively. Following [5], we say that the two methods found equivalent solutions if

\[
\frac{f_i - f_{\text{best}}}{\max\{1,|f_{\text{best}}|\}} \leq 10^{-8} \text{ for } i = 1, 2,
\]  

(60)
where \( f_{\text{best}} = \min\{f_1, f_2\} \). The 87 problems will be separated into two sets. Set 1 will be given by 59 problems in which the two methods found equivalent solutions and stopped both satisfying the same stopping criterion \( SC \) with \( SC \in \{0, 4, 6, 7\} \). Set 2 will contain the remaining 28 problems. Problems in Set 1 will be used to analyze the efficiency of the methods; while problems in Set 2 will be observed with an eye on robustness. Tables 1 and 2 display detailed information regarding the performance of Algorithm 2.1 in problems on sets 1 and 2, respectively.

For analyzing the efficiency of the methods on the 59 problems on Set 1, we used performance profiles [18]. See Figure 2. By definition of the performance profiles and the way in which the problems were selected, all curves reach the value 1 at the right-hand-side of the graphic. Thus, these pictures evaluate efficiency only. As expected, the picture in the top of Figure 2 shows that the variant of Algorithm 2.1 that uses the spectral-based \( \text{MDM} \) Mixed Factorization uses less functional evaluations; while the picture in the bottom of Figure 2 shows that the variant of Algorithm 2.1 that uses the BPK-based \( \text{MDM} \) Mixed Factorization is much faster.

Table 2 shows the details of the final iterates found by the two versions of Algorithm 2.1 on problems in Set 2. As a whole, the BPK-based version obtained smaller functional values than the spectral-based version in 11 problems whereas the spectral-based method got better functional values in 7 problems. CPU time was smaller in the BPK-based version in 26 out of the 28 problems. Therefore, these experiments confirm that using non-expensive BPK-based Mixed Factorizations has practical advantages over the employment of \( QDQ^T \) factorizations in the context of Algorithm 2.1.

5.2 Comparison against CurviH [16]

In this section, we perform a comparison between Algorithm 2.1 with the BPK-based mixed factorization and the method introduced in [16], named CurviH in the present work. At each iteration, CurviH performs a curvilinear search along the path defined by \( x_k - (H_k + \sigma I)^{-1} g(x_k) \), \( \sigma \geq 0 \), stopping the search when an approximate minimizer of \( f \) along this path is reached. The matrix \( H_k \) is the true Hessian of \( f \) when \( k \) is a multiple of \( q \) and a quasi-Newton approximation otherwise. For computing the search path, the method employs the factorization \( H_k = Q_k T_k Q_k^T \), where \( Q_k \) is orthonormal and \( T_k \) is tridiagonal. Therefore, the successive trial points are computed solving tridiagonal systems. When \( k \) is not a multiple of \( q \), only the tridiagonal matrix is updated using a PSBT (Powell-Symmetric-Broyden-Symmetric-Broyden) formula whereas the orthonormal factor remains unmodified. We used the default value \( q = 3 \), as recommended in the documentation of CurviH, as well as the default values for all the other parameters of the method. Details of the performance of the method on the 87 problems of the CUTEG collection being considered can be found in Table 3. The method has three stopping criteria given by SC=0 meaning “convergence has been achieved”; SC=1 meaning “maximum number of function evaluations exceeded”; and SC=2 meaning “failure to converge”. In the numerical experiments reported in Table 3, the criterion related to convergence was replaced by (59). The results obtained preserving the original stopping criterion related to convergence, given by \( \max_{i=1,...,n} \{ |g(x_k)| ; \max\{1, |x_k^i|\} \} \leq \epsilon \max\{1, |f(x_k)|\} \), can be found in [http://www.ime.usp.br/~egbirgin/](http://www.ime.usp.br/~egbirgin/).

Once again, the 87 problems will be divided into two sets to perform the comparison. In Set 1 we include the 57 problem in which both methods found equivalent solutions and stopped with a small sup-norm of the gradient (i.e. the final iterates satisfy (60) and (59)). Set 1 will be used to compare the efficiency of the methods. Set 2, composed by the remaining 30 problems
Figure 2: Performance profiles considering 59 problems in which the two versions of Algorithm 2.1 found equivalent solutions and stopped satisfying the same stopping criteria related to a small gradient (criteria 0 or 4) or related to achieving a target functional value (criteria 6 and 7).
will be used to evaluate their robustness. Efficiency will be evaluated with the help of performance profiles. See Figure 3. The figure shows that Algorithm 2.1 with the BPK-based mixed factorization is much more efficient than CurviH when the number of functional evaluations or the CPU time are used as a performance measurement. Analyzing the remaining 30 problems in Set 2, we can say that: (a) Algorithm 2.1 found a small gradient in 14 cases; while CurviH found a small gradient in 8 problems; (b) they both found equivalent functional values in 10 problems; (c) in 9 out of the 10 problems in which both methods found equivalent solutions, Algorithm 2.1 was faster; (d) Algorithm 2.1 found smaller values in 8 problems and CurviH found smaller values in another 8 problems; (e) in one case both methods identified that \( f \) is unbounded from below; and (f) in the remaining 3 cases CurviH reached the CPU time limit of one hour. Summing up, there is no meaningful differences in the robustness of the methods; while Algorithm 2.1 is much more efficient.

6 Conclusions

We introduced a new method for Unconstrained Optimization that, at each iteration, performs only one factorization, whose cost is similar to Cholesky decomposition, preserving \( O(\varepsilon^{-3/2}) \) complexity for first-order optimality and \( O(\varepsilon^{-3}) \) complexity for second-order optimality if the Hessian is Lipschitz continuous. Moreover, the introduced method convergences to first-order critical points under the only assumption of uniform continuity of first derivatives. The computation of trial points at each iteration does not need additional factorizations. The convergence and complexity theories cover a number of alternative algorithms. In particular the non-Lipschitzian results allows one to consider arbitrary Hessian approximations without connection with true Hessians at all. The Linear Algebra work per iteration is similar to the Linear Algebra work involved in a Newtonian line-search method, although the search direction changes each time a trial point is rejected, as in Trust-Region and Regularization algorithms.

We performed experiments in which, besides Mixed Factorizations based on the Bunch-Parlett-Kaufman decomposition, we used the analogous iteration scheme with Spectral Factorizations, which are significantly more expensive than BPK-based factorizations. The objective of these experiments was to test whether the stability differences between those factorizations could cause significative differences in the performance of the algorithm. The results of these experiments have been conclusive: In terms of functional evaluations the algorithm with the Spectral Factorization is slightly better than the one with BPK-based Mixed Factorizations, but the second is much better than the first in terms of computer time. In terms of robustness, there are no meaningful differences between those algorithms.

The BPK factorization admits a sparse implementation, a feature that was not used in our experiments. This is not the case of the Spectral Factorization in which taking advantage of sparsity is in general unaffordable. Therefore, the advantages of the BPK-based algorithm in practical terms should be even greater than the ones reported in these experiments.

Among other improvement paths for the new algorithm we may mention: (i) employment of non-monotone strategies along the lines of [28] and many other authors; (ii) using, at adequate iterations, the same factorization as in the previous one, instead of a new factorization; (iii) updating the Hessian approximation using quasi-Newton corrections; and (iv) for huge and very huge problems, use Hessian approximations with very simple structures (diagonal, tridiagonal, band). Moreover, considering the potential good behavior of the new method in cases where
Figure 3: Performance profiles considering 57 problems in which Algorithm 2.1 with the BPK-based mixed factorization and CurviH found equivalent solutions and stopped satisfying the same stopping criteria related to a small gradient.

the Hessian does not exist, we have in mind the application to subproblems of Penalty and Augmented Lagrangian algorithms.
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Table 1: Two versions of Algorithm [2] applied to 59 unconstrained problems in the CUTet test collection in which both variants found equivalent solutions and stopped satisfying the same stopping criteria related to a small gradient (criteria 0 or 4) or related to achieving a target functional value (criteria 6 and 7).
Table 2: Two versions of Algorithm 2.1 applied to 28 unconstrained problems in the CUTEst collection in which at least one of the following situations occurred: (a) Non-equivalent solutions were found, (b) Stopping occurred satisfying different stopping criteria, or (c) At least one of the versions finished satisfying a criterion different from 0, 4, 6, or 7.

| Problem       | n     | $f(x^*)$        | $||g(x^*)||_{\infty}$ | #it | #f | Time SC | $f(x^*)$        | $||g(x^*)||_{\infty}$ | #it | #f | Time SC |
|---------------|-------|-----------------|------------------------|-----|----|--------|-----------------|------------------------|-----|----|--------|
| ARGONIC       | 500   | 2.51125D+02     | 4                      | 5   | 7  | 9.17    | 2.51125D+02     | 4                      | 3   | 4  | 7.39    |
| BROWNAL       | 1000  | -1.77371D+02    | 14                     | 26  | 4  | 1.49    | -1.77371D+02    | 11                     | 18  | 9  | 4.95    |
| BROYDN7D      | 1000  | 4.00175D-22     | 6                      | 173 | 98 | 13.98   | 4.00175D-22     | 5                      | 6   | 138.34  |
| CHAINWOO      | 1000  | 3.61880D-01     | 42                     | 52  | 4.66| 4.46    | 3.61880D-01     | 17                     | 22  | 30.44  |
| COSINE        | 1000  | -7.55599D-02    | 215                    | 279 | 23.71| 23.71   | -7.55599D-02    | 6178                   | 11770 | 4260.02 | 3 |
| EG2           | 1000  | -9.98947D-02    | 16                     | 353 | 1.84| 1.84    | -9.98947D-02    | 5                      | 7   | 3.88   |
| EXTROSNB      | 1000  | 2.06773D-08     | 1126                   | 1698| 119.81| 119.81  | 2.06773D-08     | 1120                   | 1703 | 707.22  |
| FLETCHBV      | 1000  | -2.51125D+02    | 4                      | 5   | 7  | 9.17    | 2.51125D+02     | 4                      | 3   | 4  | 7.39    |
| FREUROTTH     | 1000  | 2.51125D+02     | 4                      | 5   | 7  | 9.17    | 2.51125D+02     | 4                      | 3   | 4  | 7.39    |
| INDEF         | 1000  | 6.73178D+01     | 215                    | 279 | 23.71| 23.71   | 6.73178D+01     | 6178                   | 11770 | 4260.02 | 3 |
| MANCINO       | 1000  | 9.98947D-02     | 16                     | 353 | 1.84| 1.84    | 9.98947D-02     | 5                      | 7   | 3.88   |
| NC20          | 1010  | 9.21210D+02     | 4                      | 5   | 7  | 9.17    | 9.21210D+02     | 4                      | 5   | 7  | 9.17    |
| NONCVXU2      | 1000  | -2.86635D+02    | 14                     | 26  | 4  | 1.49    | -2.86635D+02    | 11                     | 18  | 9  | 4.95    |
| NONCVXUN      | 1000  | -1.42612D+07    | 4                      | 5   | 7  | 9.17    | -1.42612D+07    | 4                      | 5   | 7  | 9.17    |
| OSCI29D       | 1000  | 1.21470D+05     | 23                     | 25  | 2.70| 2.70    | 1.21470D+05     | 25                      | 27  | 29.72  |
| PENALTY2      | 1000  | 1.01277D+07     | 35                     | 37  | 3.78| 3.78    | 1.01277D+07     | 37                      | 37  | 3.78   |
| PENALTY3      | 1000  | 7.53680D+15     | 31                     | 36  | 84.99| 84.99   | 7.53680D+15     | 36                      | 36  | 84.99  |
| NONMSQRT      | 1024  | 8.99049D+01     | 1897                   | 410715 | 271.38| 271.38  | 8.99049D+01     | 410715                | 271.38| 271.38 |
| OSCIGRAD      | 1000  | -2.10896D+05    | 11                     | 15  | 1.03 | 1.03    | -2.10896D+05    | 15                      | 15  | 1.03   |
| PENALTY2      | 1000  | 1.01277D+07     | 35                     | 37  | 3.78| 3.78    | 1.01277D+07     | 37                      | 37  | 3.78   |
| PENALTY3      | 1000  | 7.53680D+15     | 31                     | 36  | 84.99| 84.99   | 7.53680D+15     | 36                      | 36  | 84.99  |
| SENSORS       | 1000  | -2.09377D+04    | 64                     | 145 | 4.70| 4.70    | -2.09377D+04    | 145                    | 145  | 4.70   |
| SINQUAD       | 1000  | -2.94250D+05    | 15                     | 19  | 1.44| 1.44    | -2.94250D+05    | 19                      | 19   | 1.44   |
| SPMSRTLS      | 1000  | 5.60850D+02     | 47                     | 61  | 4.51| 4.51    | 5.60850D+02     | 61                      | 61   | 4.51   |
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Table 3: Details of the application of CurviH to the 87 unconstrained problems in the CUTEst collection. Only problems FLETCHBV3, FLETCHBV, and GENHUMPS were excluded from the table since the method exceeded a CPU time limit of one hour without satisfying any of the stopping criteria.

| Problem | n | $f(x^*)$ | $|g(x^*)|_w$ | $w_1$ | $w_2$ | $w_3$ | $w_4$ | $w_5$ | $w_6$ | $w_7$ |
|---------|---|----------|----------------|------|------|------|------|------|------|-------|
