An Improved Method of Total Variation Superiorization Applied to Reconstruction in Proton Computed Tomography
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Abstract—Previous work showed that total variation superiorization (TVS) improves reconstructed image quality in proton computed tomography (pCT). The structure of the TVS algorithm has evolved since then and this work investigated if this new algorithmic structure provides additional benefits to pCT image quality. Structural and parametric changes introduced to the original TVS algorithm included: (1) inclusion or exclusion of TV reduction requirement, (2) a variable number, N, of TV perturbation steps per feasibility-seeking iteration, and (3) introduction of a perturbation kernel. The structural change of excluding the TV reduction requirement check tended to have a beneficial effect as N ≤ 6 and allows full parallelization of the TVS algorithm. Repeated perturbations per feasibility-seeking iterations reduced total variation (TV) and material dependent standard deviations for N ≤ 6. The perturbation kernel α, equivalent to α = 0.5 in the original TVS algorithm, reduced TV and standard deviations as α was increased beyond α = 0.5, but negatively impacted reconstructed relative stopping power (RSP) values for α > 0.75. The reductions in TV and standard deviations allowed feasibility-seeking with a larger relaxation parameter λ than previously used, without the corresponding increases in standard deviations experienced with the original TVS algorithm. This work demonstrates that the modifications related to the evolution of the original TVS algorithm provide benefits in terms of both pCT image quality and computational efficiency for appropriately chosen parameter values.

Index Terms—feasibility-seeking algorithms, image reconstruction, perturbations, proton computed tomography (pCT), superiorization, total variation superiorization (TVS)

I. INTRODUCTION

Proton computed tomography (pCT) is a relatively new imaging modality that has been developed from early beginnings [1], [2], [3], [4] towards a recent preclinical realization of a pCT scanner [5], [6]. The main motivation of pCT has been to improve the accuracy of proton therapy dose planning due to more accurate maps of relative stopping power (RSP) with respect to water, which determines how protons lose energy in human tissues in reference to water as a medium. The same method can also be used to image the patient immediately before treatment to verify the accuracy of the treatment plan about to be delivered. Proton therapy, like therapy with other heavy charged particles, e.g., carbon ions, is very susceptible to changes in tissue RSP, and small differences of a few percent can lead to range errors exceeding the desired limit of 1-2 mm. Thus, the planner of proton and ion therapy must increase margins around the target, which leads to unwanted exposure of normal tissues to high dose.

The faithful reconstruction of proton RSP maps is an important part of successful implementation of pCT. The approach that has been selected as the most promising in recent years, although technologically demanding, is to track individual protons through the patient and to predict their most likely path (MLP) [7], [8] in addition to measuring the energy loss of each proton and converting it to water-equivalent pathlength (WEPL). This has led to pCT reconstruction algorithms that are based on solving large and sparse linear equation systems, where each equation has the linear combination of intersection lengths of tracked protons through individual object voxels and the unknown RSP of those voxels on the left-hand side of the equation and the measured WEPL on the right-hand side of the equation. A solution of such large systems can be found with algorithms using projections onto convex sets and solving them iteratively as shown previously [9].

The superiorization method (SM) is another relatively recent development that has found its place between feasibility-seeking and constrained optimization in medical physics applications [10]. The superiorization method has also been tested as a technique to improve the image quality of pCT images when combined with the DROP algorithm [11]. Superiorization reduces, not necessarily minimizes, the value of a target function while seeking constraints-compatibility. This is done by taking a solely feasibility-seeking algorithm, analyzing its perturbation resilience, and proactively perturbing its iterates accordingly to steer them toward a feasible point with reduced value of the target function. When the perturbation steps are computationally efficient, this enables generation of a superior result with approximately the same computational cost as that of the original feasibility-seeking algorithm.

The mathematical principles of the SM over general consistent “problem structures” with the notion of bounded perturbation resilience were formulated in [12]. The framework of the SM was extended to the inconsistent case by using the
notion of strong perturbation resilience in [13], [14]. In [14], the efficacy of the SM was also demonstrated by comparing it with the performance of the projected subgradient method for constrained minimization problems.

A comprehensive overview of the state of the art and current research on superiorization appears in our continuously updated bibliography Internet page, which currently contains 74 items [15]. Research works in this bibliography include a variety of reports ranging from new applications to new mathematical results of the foundation of superiorization. A special issue entitled: “Superiorization: Theory and Applications” of the journal Inverse Problems appeared in [16].

Recently published works also attest to the advantages of the superiorization methodology in x-ray CT image reconstruction. These include reconstruction of CT images from sparse-view and limited-angle polenergetic data [17], statistical tomographic image reconstruction [18], CT with total variation and with shearlets [19], and superiorization-based multi-energy CT image reconstruction [20].

In this work, we report on improvements of image quality and computational efficiency when applying novel modifications of superiorization to pCT reconstruction.

II. MOTIVATION

Iterative projection methods seeking feasible solutions have been shown to be an effective image reconstruction technique for pCT [21], but reconstructed images exhibit local RSP fluctuations that cannot be removed by the reconstruction process alone. Inelastic electronic and nuclear events result in a statistical distribution of energy loss and, consequently, of the water-equivalent path length (WEPL) values calculated from measurements. These statistical variations in WEPL manifest in the reconstructed image as correlated localized fluctuations in the reconstructed RSP values. Although iterative reconstruction algorithms [9] are less sensitive to these variations than reconstruction transform methods, such as filtered backprojection (FBP) [22], [23], there is a propagation and amplification of WEPL uncertainty with successive iterations. Hence, although accuracy tends to increase with each iteration, as reconstruction nears convergence, updates of the solution from subsequent iterations are increasingly dominated by growing fluctuations. Thus, beyond a certain number of iterations, image quality begins to degrade, placing a limit on the maximum number of useful iterations and preventing steady-state convergence. WEPL uncertainty is inherent in the physical process and cannot be avoided, but techniques have been developed to reduce fluctuations and limit their propagation during iterative reconstruction. Given the amplification of uncertainty in the iterative process, any reduction in local RSP variations may lead to improved convergence behavior and, therefore, increase the accuracy of reconstructed RSP values.

The two measures that were adopted to quantify the prevalence and magnitude of these RSP fluctuations are total variation (TV) and standard deviation. For an introduction to TV for image analysis see, e.g., [24]. Standard deviation is a commonly used measure of variability around the mean in statistics. In image analysis, it is often employed to characterize the amount of fluctuations present in a region of interest that is known to present a homogeneous material. These measures provide a basis for comparing the effectiveness of techniques developed to address this problem. A technique for diminishing the impact of WEPL uncertainty and reducing RSP fluctuations is incorporating total variation superiorization (TVS) into reconstruction, with steepest descent steps of TV interleaved between iterations of an iterative feasibility-seeking algorithm.

Feasibility-seeking tends to accentuate RSP variations present due to WEPL uncertainty. Although this sharpens edges between different material regions, it also results in an amplification of RSP fluctuations during iterative image reconstruction. Performing TV reduction steps between consecutive feasibility-seeking iterations slows the growth of RSP variations. This permits more feasibility-seeking iterations before fluctuations grow to dominate updates of the solution. Hence, although the reduction in TV is itself an important aspect of TVS, another important aspect is the increased number of useful iterations made possible by the reduction in the amplification of RSP fluctuations.

III. METHODS

A. TVS Algorithms

The efficacy of TVS for image reconstruction in pCT has been demonstrated in previous work [11]. In recent years, the algorithmic structure of the superiorization method has undergone some evolution in ways that offer several potential benefits in pCT. The details of this evolution can be found in the Appendix of [25], titled “The algorithmic evolution of superiorization”. In addition, there were certain aspects of the original TVS algorithm, here referred to as OTVS, that were not previously investigated.

The new version of the TVS algorithm, here referred to as NTVS, investigated both the structural changes and those aspects previously not investigated of the OTVS algorithm. The notation of both algorithms and other algorithmic details can be found in the Appendix.

B. NTVS Algorithm

The NTVS algorithm investigated in this work has the following properties that were not present in previous work of applying TVS to pCT:

1. Exclusion of the TV reduction verification step (step (10) of the OTVS algorithm in Appendix B).
2. Usage of powers of the perturbation kernel α to control the step-sizes β_k in the TV perturbation steps.
3. Incorporation of the user-chosen integer N (step (8) of the NTVS algorithm in Appendix C) that specifies the number of TV perturbation steps between consecutive feasibility-seeking iterations.
4. Incorporation of a new formula for calculating the power k, \( k = \text{rand}(k, \ell_{k-1}) \), used to calculate the step-size \( \beta_k = \alpha^\ell_k \) at iteration \( k \) of feasibility-seeking (step (6) of the NTVS algorithm in Appendix C).

The step verifying the reduction of TV (step (10) of the OTVS algorithm in Appendix B) is not time consuming, but
such decision-controlled branches present their own challenges with respect to computational efficiency. Although there are technically a few computations with data dependencies (e.g., norm calculations), in each case, these can either be rearranged/reformulated or simply repeated separately to generate data independent calculations, making parallel computation of the algorithm possible. Hence, if the branching introduced by the TV perturbation verification can be removed without compromising image quality, the NTVS algorithm can be incorporated into the existing parallelization scheme, providing up to a 30% reduction in its computational cost. This option was therefore explored in this work.

The OTVS algorithm, initializing TVS with $\beta_0 = 1$ and simply halving the perturbation magnitude each time through the TV perturbation loop prevented access to one of the most influential variables of TVS: the perturbation kernel $\alpha$. With the magnitude of the perturbations given by $\beta_k = \alpha^\ell_k$, convergence is maintained by requiring $0 < \alpha < 1$. The primary purpose of $\alpha$ is to control the rate at which $\beta_k$ converges to zero. In OTVS, $\beta_0 = 1$ and $\alpha = 0.5$ results in a relatively modest initial perturbation and a rapidly decreasing $\beta$ such that little to no perturbation is applied after the first few feasibility-seeking iterations. Hence, OTVS perturbations applied after subsequent feasibility-seeking iterations are unlikely to have a meaningful impact on the amplification of RSP variations. This results in an overall under-utilization of TV perturbations. Thus, NTVS provides direct control of $\alpha$, and its performance for various values of $\alpha$ was investigated in this work.

With the ability to increase the perturbation kernel $\alpha$, larger reductions in TV can be generated; this also produces slower-decaying perturbations, which may not be desired. Alternatively, larger reductions in TV can also be generated by applying perturbations multiple times per feasibility-seeking iteration without increasing the magnitude of individual perturbations. Hence, NTVS introduces a variable $N$ controlling the number of repetitions of TV perturbations between feasibility-seeking iterations.

Since the exponent $\ell$ increases after each of the $N$ applied perturbations, reducing the perturbation coefficient $\beta_k = \alpha^\ell_k$, an increase in $N$ causes the perturbation magnitude to converge to zero earlier in reconstruction. To preserve meaningful perturbations in later iterations, the exponent $\ell$ is adjusted between feasibility-seeking iterations by decreasing it to a random integer between its current (potentially large) value and the (potentially much smaller) iteration number $k$, i.e., $\ell_k = \text{rand}(k, \ell_{k-1})$. This update was suggested and justified in [26, page 38], [27, page 36] and subsequently used in [28] for maximum likelihood expectation maximization (MLEM) algorithms and in the linear superiorization (LinSup) algorithm [25, Algorithm 4]. Although the particular value of $\ell_k$ is random, on average, the corresponding perturbation coefficient $\beta$ experiences a sizeable increase. This slows the rate at which $\beta_k$ converges towards zero while preserving the convergence property given that the iteration number $k$, which increases sequentially, is set as the lower limit.

C. Input Data Set

The data set used as input to image reconstruction, containing about 120M proton histories, was generated from a Geant4 [29] simulated scan of the Catphan® CTP404 phantom module (The Phantom Laboratory Incorporated, Salem, NY). The phantom is a 15 cm diameter by 2.5 cm tall cylinder composed of an epoxy material with an RSP $\approx 1.0$, which was set to $\text{RSP} = 1.0$ for simulation purposes. The phantom has three geometric types of contrasting material inserts embedded with the centers of each arranged in evenly spaced circular patterns of varying diameter. See Figure 1.

![Catphan CTP404 phantom](image)

Fig. 1: Catphan CTP404 phantom: (a) dimensions and (b) composition and geometry of the material inserts.

D. Data Processing and Image Reconstruction

Details of the pCT data preprocessing, calibration, and image reconstruction have been presented previously [30], [31]. For the purposes of this work, feasibility-seeking was performed using the diagonally-relaxed orthogonal projections (DROP) algorithm of [32] with blocks containing 3200 proton histories. This block-size was chosen since smaller block-sizes are more sensitive to WEPL uncertainty. Image reconstruction was performed within a $20 \times 20 \times 5$ cm volume with each
voxel representing a volume of $1.0 \times 1.0 \times 2.5$ mm, yielding $200 \times 200$ image matrix for each slice.

![Fig. 2: Representative reconstruction of the central slice.](image)

E. Reconstruction Parameter Space

The following describes the choices for reconstruction parameters that were systematically investigated in this work.

1) Inclusion or exclusion of TV reduction requirement: The primary structural change to the OTVS algorithm is the option to exclude the requirement that a perturbation reduces image TV, thereby eliminating the need to calculate and compare image TV before and after perturbations. Hence, NTVS was investigated with and without this check.

2) The number of TV perturbations per feasibility-seeking iteration: After initial investigations with increasing $N$, results were found to degrade as $N$ increased beyond $N \approx 10$. Therefore, in this work the values of $N$ chosen were between 1 and 12, in increments of 1.

3) The perturbation kernel coefficient: Since the configuration of the OTVS algorithm effectively used $\alpha = 0.5$ and the resulting perturbations did not negatively effect RSP accuracy [11], this work only investigated with $\alpha > 0.5$ to determine how large it can be set without affecting RSP accuracy. The values of $\alpha$ investigated in this work were $\alpha = 0.5, 0.65, 0.75, 0.85, \text{ and } 0.95$.

4) The choice of relaxation parameter in the feasibility-seeking algorithm: In previous unpublished work $\lambda = 0.0001$ yielded optimal results for a block-size containing 3200 proton histories; increasing $\lambda$ beyond this value resulted in increased standard deviations. To investigate the interaction between TVS parameters and $\lambda$ and determine if NTVS is capable of reducing the increase in standard deviations, the values of $\lambda$ investigated in this work were $\lambda = 0.0001, 0.00015, \text{ and } 0.0002$.

IV. Computational Hardware and Performance Analysis

Image reconstruction was executed on a single node of a compute cluster with input data read from a local solid state drive and the bulk of computation was performed in parallel on a single NVIDIA k40 GPU. The parallel computational efficiency of the DROP algorithm increases as the number of histories per block increases since this permits better GPU utilization, but even with only 3200 histories per block, the total computation time from reading of input data from disk through the writing of reconstructed images to disk was only about 6 minutes.

The central phantom slices containing the spherical inserts have the most complicated material composition and represent the greatest challenge to reconstruction. Consequently, the data acquired for protons passing through these slices will have a greater variance in paths and WEPL values, which manifests in the corresponding slices of the reconstructed images as an increase in noise. Hence, analysis of these slices provides a better basis for comparing the NTVS and OTVS algorithms. Since the coplanar centers of the spherical inserts lie in the central slice, the comparative analyses performed in this work focused on this slice. A representative reconstruction of this slice is shown in Figure 2.

The image analysis program ImageJ2 1.51r [33] was used to perform quantitative analyses of reconstructed image quality. Its oval selection and measurement tool was used to select a 7 mm diameter circular region of interest within the boundary of each cylindrical insert and calculate the mean and standard deviation in reconstructed RSP, with identical region selection and analyses performed for all images reconstructed using the OTVS and NTVS algorithms. RSP error was defined as the percentage difference between the mean measured RSP in a region of interest and the RSP defined for the material in the Geant4 simulation.

V. Results

In the following we present results from an investigation of the multi-parameter space, including potential interactions between parameters.

A. Number of TVS steps ($N$)

The number of TV perturbations per feasibility-seeking iteration, $N$, was varied between 1 and 12 in increments of 1. Figure 3 shows the dependence of TV as a function of $N$ for each of the first four feasibility-seeking iterations with the TV reduction requirement excluded. As will be shown later, a similar pattern was observed with the TV reduction requirement included. The general effect of increasing $N$ was a reduction in TV that leveled off after $N \geq 5$ steps, as best seen in the $k = 1$ iteration plot (top left of Figure 3). An irregular oscillation in TV as a function of increasing $N$ appears for $k \geq 2$ and increases in magnitude as the number of feasibility-seeking iterations $k$ increases. This oscillatory behavior can be understood to be the result of the opposing effects on TV of the alternating applications of TVS and feasibility-seeking. A detailed discussion of this phenomenon is outside the scope of this work.

For $3 \leq N \leq 6$, there was a benefit from NTVS compared to OTVS, which persisted throughout all twelve feasibility-seeking iterations (see Figure 4(a)). However, for $N \geq 7$ the benefits of NTVS were increasingly lost as $N$ and $k$ increased. This can be explained by the decreasing magnitude of the effects of decreasing the number of TV perturbations and increasing $\lambda$. The impact of decreasing $\lambda$ appears to be increasingly outweighed by the increased number of TV perturbations required to reduce TV to the same level. The irregular oscillations in TV are also more pronounced for $N > 6$, which could be understood as the result of the opposing effects of OTVS and feasibility-seeking.
of TV reducing perturbations with increasing $N$ and the overall increase in TV from each feasibility-seeking iteration. Although not shown here, a similar dependence on $N$ and $k$ was seen for regional standard deviations. However, the benefit of NTVS in terms of standard deviation was consistently seen, including for $N \geq 7$, after twelve feasibility-seeking iterations (see, e.g., Figure 4(b)).

B. Inclusion/Exclusion of TV Reduction Requirement

Figures 4(a) and 4(b) show the comparison of TV and standard deviation, respectively, for OTVS and NTVS with relaxation parameter $\lambda = 0.0001$, median filter radius $r = 2$ applied to the initial iterate [30], and 12 feasibility-seeking iterations. In each plot, the results for NTVS with and without inclusion of the TV reduction requirement are shown as a function of $N$. The horizontal line corresponds to the result of OTVS ($N = 1$, $\alpha = 0.5$).

In the range of $3 \leq N \leq 6$, including the TV reduction requirement had practically no benefit, whereas its removal yields up to a 5.7% reduction in the standard deviation in RSP within the LDPE material insert and up to a 1.2% reduction in overall TV. Similar results were obtained for other values of $\alpha$, $\lambda$, and, in the case of standard deviation, for different materials. One can conclude that imposing the TV reduction requirement does not provide a consistent benefit in terms of TV and standard deviation. Therefore, for the remainder of the parameter space exploration, the TV reduction requirement was excluded.

C. Perturbation Kernel ($\alpha$)

Further investigations were performed to determine the effect of the perturbation kernel $\alpha$ (see step (10) of the NTVS algorithm in Appendix C) on TV and standard deviation for $0.5 \leq \alpha \leq 0.95$ and $1 \leq N \leq 12$. Increasing $\alpha$ produces larger perturbations and results in the perturbation magnitude $\beta_k$ converging to zero more slowly. Thus, one can expect a larger reduction of TV and standard deviation for larger values of $\alpha$. Figures 5(a) and 5(b) demonstrate this effect. Figures 6(a) and 6(b) show the effect of $\alpha$ on the accuracy of reconstructed RSP values in the Delrin and Polystyrene inserts, respectively. These two materials were chosen because they were most affected by the value of $\alpha$. From these plots, one can see that for $\alpha > 0.75$, perturbations have a growing effect on RSP accuracy as $\alpha$ and $N$ increase. This leads to changes in error greater than 1% for Delrin and greater than 0.5% for Polystyrene. Although increasing $\alpha$ to decrease TV and standard deviation is a worthwhile goal, one cannot do so without considering its effect on RSP error. On the other hand, increasing $\alpha$ from $\alpha = 0.5$ to $\alpha = 0.75$ yielded up to a 39.3% reduction in the standard deviation in RSP within the LDPE material insert and up to an 8.2% reduction in overall TV without negatively impacting RSP error.
Fig. 4: (a) TV and (b) standard deviation after 12 DROP iterations for $\lambda = 0.0001$, with the OTVS algorithm and NTVS with and without the TV reduction requirement each plotted as a function of $1 \leq N \leq 12$.

Fig. 5: (a) TV and (b) standard deviation after 12 DROP iterations for $\lambda = 0.0001$, plotted for OTVS and NTVS as a function of $1 \leq N \leq 12$ with each curve representing a different value of the perturbation kernel $\alpha$.

D. Relaxation Parameter ($\lambda$)

Increasing the relaxation parameter accelerates the rate of convergence of the feasibility-seeking algorithm. To investigate the impact of NTVS independent of convergence rate, the number of iterations was adjusted for $\lambda = 0.00015$ and $\lambda = 0.0002$ to obtain the same RSP accuracy as for $\lambda = 0.0001$ and 12 iterations. For this comparison, $\alpha = 0.75$ was chosen. Figures 7(a) and 7(b) show TV and standard deviation of the LDPE material, respectively, for $\lambda = 0.0001, 0.00015$, and $\lambda = 0.0002$ after $k = 12, 8, \text{ and } 6$ iterations, respectively. For most values of $N$, the relative improvements in TV and standard deviation increase as $\lambda$ increases. Note that the trend for standard deviation was not as pronounced for other materials, but increasing $\lambda$ consistently produced comparable or larger reductions in TV and standard deviation in each material region.

VI. Discussion

In this work, several innovations were introduced to the original TVS algorithm as applied to pCT, leading to an algorithm referred to here as NTVS. Compared to the original TVS algorithm, referred to here as OTVS, the NTVS algorithm yields larger reductions in TV and standard deviations within specific material regions. The NTVS algorithm also provides an opportunity to reduce computation time.

The benefit of NTVS was dependent on the number of perturbations per feasibility-seeking iteration, $N$, with the largest benefit consistently attained for $3 \leq N \leq 6$. For $N > 6$, these benefits decreased as the number of feasibility-seeking iterations, $k$, increased. This can be understood as the effect that larger $N$ have on the magnitude of perturbations $\beta_k$ as $k$ increases. With $\ell_k$ increasing by 1 after each of the $N$ perturbations, increasing $N$ results in $\beta_k = \alpha^{\ell_k}$ decreasing more quickly as $k$ increases. Hence, for larger
Fig. 6: RSP error in the (a) Delrin and (b) Polystyrene material inserts after 12 DROP iterations for $\lambda = 0.0001$, plotted for NTVS as a function of $1 \leq N \leq 12$ with each curve representing a different value of the perturbation kernel $\alpha$.

An appealing aspect of NTVS is the added ability to control the perturbation kernel $\alpha$, which was previously held constant at a value of $\alpha = 0.5$ in OTVS. Increasing the perturbation kernel $\alpha$ yields larger reductions in TV and standard deviations. However, it was found that as $\alpha$ increased beyond $\alpha \approx 0.75$, perturbations begin to affect reconstructed RSP values in an unpredictable and material dependent manner. Thus, $\alpha = 0.75$ was chosen, as this retained the benefits of a larger reduction in TV and standard deviations without the undesirable effect on reconstructed RSP values.

Another benefit of NTVS is that it allows feasibility-seeking to be performed with a larger relaxation parameter $\lambda$ than was optimal with OTVS ($\lambda = 0.0001$, $k = 12$). It was found that with NTVS the same RSP error can be obtained with $\lambda = 0.0002$ and $k = 6$ without producing larger standard deviations, as previously observed with OTVS with these parameter values. Arriving at an acceptable solution in $k = 6$ feasibility-seeking iterations offers substantial computational benefit.
In the work presented here, each of the TVS parameter values were held fixed throughout reconstruction. One possible direction to explore in future work is investigating how parameter values can be varied during reconstruction to produce greater benefits with NTVS.

Another interesting question to explore is if the diminishing benefits for \( N \geq 7 \) are due to an excessive use of TVS per feasibility-seeking iteration or if this is simply a consequence of \( \beta \) decreasing too quickly as a function of \( k \), perhaps resulting in an under-utilization of TVS at larger values of \( k \). Note that the value of the perturbation kernel \( \alpha \) determines not only the initial perturbation magnitude \( \beta(k = 1) \), but also the rate at which \( \beta \) decreases after each perturbation. One would like the ability to control the initial perturbation magnitude \( \beta(N = 1) \) as a function of \( k \) while independently determining the rate at which \( \beta \) decreases as a function of \( N \) and \( k \).

Hence, an interesting direction to explore is the introduction of another parameter \( \gamma \) that controls the rate at which \( \beta \) decreases as a function of \( k \). The parameter \( \alpha \) would then control only the rate at which \( \beta \) decreases between each of the \( n = 1 \ldots N \) perturbation steps. By reformulating the perturbation magnitude as \( \beta = \alpha^\gamma f(k) \), with \( 0 < \alpha, \gamma < 1 \) and \( f(k) \) chosen such that \( \lim_{k \to \infty} f(k) = \infty \) (e.g., \( f(k) = k \)), the rate at which \( \beta \) decreases as a function of \( N \) and \( k \) can then be controlled independently while preserving the superiorization requirement that \( \lim_{k \to \infty} \beta = 0 \).

VII. CONCLUSIONS

The investigations performed in this work demonstrate that the modifications implemented by the NTVS algorithm provide clear advantages over the OTVS algorithm in terms of both quality and computational cost. Future work should include investigating whether varying parameters during reconstruction or controlling the decrease of the perturbation magnitude independently during iterations and repeated perturbation steps can further increase the advantages of the NTVS algorithm.

APPENDIX A

DEFINITION OF TERMS

The list below defines the terms and the corresponding mathematical notation used in describing the OTVS and NTVS algorithms:

- \( k \): overall cycle #, i.e., \( k \)-th iteration of feasibility-seeking and TV perturbations.
- \( n \): TV perturbation step #, \( 1 \leq n \leq N \).
- \( x^k \): image vector \( x \) at cycle \( k \).
- \( \bar{x} \): initial iterate \( x^0 \) of image reconstruction.
- \( N \): # of TV perturbation steps per feasibility-seeking iteration.
- \( \alpha \): perturbation kernel, \( 0 < \alpha < 1 \).
- \( \ell_k \): perturbation kernel exponent.
- \( \beta_{k,n} \): perturbation coefficient \( \beta_{k,n} = \alpha^{\ell_k} \) at TV perturbation step \( n \) and feasibility-seeking iteration \( k \).

- \( \phi \): the target function to which superiorization is applied; here, \( \phi = \text{TV} \), the total variation of the image vector.
- \( \phi(x^{k,n}) \): TV of image vector \( x^{k,n} \) at TV perturbation step \( n \) and feasibility-seeking iteration \( k \).
- \( v^{k,n} \): normalized non-ascending perturbation vector for \( \phi \) at \( x^{k,n} \), i.e.,
  \[ v^{k,n} = -\frac{\nabla \phi(x^{k,n})}{\|\nabla \phi(x^{k,n})\|} = \phi'(x^{k,n}) \]
- \( P_T \): projection operator representative of an iterative feasibility-seeking algorithm.

APPENDIX B

OTVS ALGORITHM

A pseudocode definition of the OTVS algorithm is written as follows:

1: set \( k = 0 \)
2: set \( \ell = 0 \)
3: set \( \beta = 1 \)
4: set \( x^k = \bar{x} \)
5: while true do
6:   set \( v^k = \phi'(x^k) \)
7:   set \( loop = true \)
8:   while loop do
9:     set \( z = x^k + \beta v^k \)
10:    if \( \phi(z) \leq \phi(x^k) \) then
11:      set \( x^k = z \)
12:      set \( loop = false \)
13:    end if
14:    set \( \ell = \ell + 1 \)
15:    set \( \beta = (\frac{1}{2})^\ell \) (originally \( \beta \leftarrow \beta/2 \))
16:  end while
17:  set \( x^{k+1} = P_T(x^k) \)
18:  set \( k = k + 1 \)
19: end while

APPENDIX C

NTVS ALGORITHM

A pseudocode definition of the NTVS algorithm is written as follows:

1: set \( k = 0 \)
2: set \( \ell_{-1} = 0 \)
3: set \( x^k = \bar{x} \)
4: while true do
5:   set \( n = 0 \)
6:   set \( \ell_k = \text{rand}(k, \ell_{k-1}) \)
7:   set \( x^{k,n} = x^k \)
8:   while \( n < N \) do
9:     set \( v^{k,n} = \phi'(x^{k,n}) \)
10:    set \( \beta_{k,n} = \alpha^{\ell_k} \)
11:    set \( x^{k,n+1} = x^{k,n} + \beta_{k,n} v^{k,n} \)
12:    set \( n = n + 1 \)
13:    set \( \ell_k = \ell_k + 1 \)
14:  end while
15:  set \( x^{k+1} = P_T(x^{k,N}) \)
16:  set \( k = k + 1 \)
17: end while
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