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**Abstract.** We present a heuristic approach for convex optimization problems containing sparsity constraints. The latter can be cardinality constraints, but our approach also covers more complex constraints on the support of the solution. For the special case that the support is required to belong to a matroid, we propose an exchange heuristic adapting the support in every iteration. The entering non-zero is determined by considering the dual of the given convex problem where the variables not belonging to the current support are fixed to zero. While this algorithm is purely heuristic, we show experimentally that it often finds solutions very close to the optimal ones in the case of the cardinality-constrained knapsack problem and for problems arising in compressed sensing.
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1 Introduction

We consider the problem of finding sparse solutions to a convex optimization problem of the general form

\[
\min \quad f(x) \\
\text{s.t.} \quad x \in C,
\]

where \(C \subseteq \mathbb{R}^n\) is a convex set and \(f: C \to \mathbb{R}\) is a convex function. Our notion of sparsity is given by a combinatorial set \(T \subseteq \{0, 1\}^n\) containing the feasible supports. In the following, we assume w.l.o.g. that \(T\) is hereditary, i.e., if \(t \in T\) and \(t' \leq t\), we also have \(t' \in T\). Throughout this paper, we only assume that \(T\) is accessible via a membership and a linear optimization oracle. We are particularly interested in the case where \(T\) is a matroid, which directly generalizes the case of an ordinary cardinality constraint of the type \(|x|_0 \leq k\).
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The problem addressed can thus be written as

\[
\begin{align*}
\min & \quad f(x) \\
\text{s.t.} & \quad x \in C \\
& \quad x_i = 0 \quad \text{if } t_i = 0 \\
& \quad t \in T.
\end{align*}
\] (2)

Note that we optimize over both \(x\) and \(t\) here. Not surprisingly, Problem (2) is NP-hard. This has been shown by de Farias and Nemhauser [5] in the case of the continuous knapsack problem subject to cardinality constraints. The second constraint in (2) can be replaced by complementarity constraints \(x_i(1 - t_i) = 0\) for \(i = 1, \ldots, n\). Problem (2) is equivalent to finding a \(t \in T\) that minimizes

\[
\begin{align*}
\min_t f_t^* &:= \min \quad f(x) \\
\text{s.t.} & \quad x \in C \\
& \quad x_i = 0 \quad \text{if } t_i = 0.
\end{align*}
\] (3)

For sake of simplicity, we restrict ourselves to cases where Problem (3) is feasible for any given \(t \in T\). Our proposed heuristic for solving Problem (2) iteratively adapts the support \(t\). In the general case, we propose to compute a new support \(t' \in T\) by optimizing a certain function over \(T\), where the coefficient for each zero entry \(t_i\) in the last solution is calculated based on the dual solution of (3). In the case that \(T\) is a matroid, we can also consider iterations where only one pair of entries in \(t\) is swapped. Our experimental results presented in this paper show that the latter heuristic is capable of finding near-optimal solutions in short running time for a variety of sparse optimization problems.

When \(T\) is a uniform matroid, we thus search for cardinality constrained solutions of Problem (1). This has many practical applications, e.g., in Compressed Sensing, where we search for a sparse near-solution of a linear system of equations \(Ax = b\) [8, 10]. Another important class of applications arises in Portfolio Optimization, where sparse investments are desired [2, 6, 7].

Apart from the case where \(T\) is a uniform matroid (or a partition matroid) modeling (partial) cardinality constraints, our approach is motivated by another application: we are interested in finding a symmetric matrix \(X\) such that \(Q \succcurlyeq X\) for a given symmetric matrix \(Q\) and such that the non-zero entries in \(X\) form a forest in the complete graph indexed by the rows (or columns) of \(X\). Given such \(X\), an underestimator of the quadratic binary optimization problem

\[
\begin{align*}
\min & \quad x^\top Qx \\
\text{s.t.} & \quad x \in \{0, 1\}^n
\end{align*}
\]

is obtained by replacing \(Q\) by \(X\) and then solving the resulting sparse problem, which can be done in polynomial time. The optimal value of the latter problem is then a lower bound for the original problem, which can be used to strengthen the bounds obtained from separable underestimators within the branch-and-bound algorithm presented in [3].
2 Motivation and preliminaries

The crucial step in our algorithm is to decide which fixings $x_i = 0$ should be released in the next iteration, and which variables should be fixed instead. For the first task, we use dual information. The idea is that the dual variable for the constraint $x_i = 0$ tells us how promising it is to relax the constraint.

2.1 General convex case

More precisely, in the general case, we consider the partial dual of Problem (3) with respect to the current fixings,

$$\max_{d \in \mathbb{R}^t} \min_{x \in C} f(x) + d^T x_i,$$

where $\mathbb{R}^t$ denotes the subspace of $\mathbb{R}^n$ given by the dimensions $i$ with $t_i = 0$ and $x_i$ is the vector $x$ restricted to these dimensions. Now taking the optimal solution $d^*$ of Problem (4), the entry $d_i^*$ should give a hint about how much improvement can be expected from releasing variable $x_i$.

However, there is a problem with this approach, as the dual solution in general is not unique. To illustrate this, consider the case of a linear problem

$$\min_{c,T} c^T x \quad \text{s.t.} \quad Ax = b, x \geq 0, x_i = 0 \quad \text{if} \quad t_i = 0.$$  

Then Problem (4) reads

$$\max_{d \in \mathbb{R}^t} \min_{x \geq 0} c^T x + d^T x_i = \max_{d \in \mathbb{R}^t} \max_{b^T y \geq 0} \min_{d + (c - A^T y i) \geq 0} b^T y,$$

so that every $d \geq (A^T y^* - c) i$ is an optimal solution of (4) if $y^*$ is an optimal dual multiplier for $Ax = b$. Consequently, using an arbitrary dual solution does not give any useful information. Instead, we propose to start from a slightly different model. We consider the problem

$$\min_{x \in C} f(x) \quad \text{s.t.} \quad ||x_i|| \leq \varepsilon$$

for $\varepsilon > 0$ and an arbitrary norm $|| \cdot ||$. Then the partial dual with respect to the fixings reads

$$\max_{d \in \mathbb{R}^t} \left(-\varepsilon||d||^* + \min_{x \in C} f(x) + d^T x_i\right),$$

where $|| \cdot ||^*$ denotes the dual norm to $|| \cdot ||$. For $\varepsilon \to 0$, this becomes a lexicographic optimization problem, and its optimal solution $d^*$ is obtained by minimizing $||d||^*$ over the optimal set of (4),

$$\arg \max_{d \in \mathbb{R}^t} \left(\min_{x \in C} f(x) + d^T x_i\right).$$

Choosing the two-norm $|| \cdot ||_2$, the solution $d^*$ is thus unique. The resulting $d^*$ is used in the heuristic we present in Section 3.
2.2 Conic case

In the case of a conic optimization problem, the above calculations can be made more explicit. Consider the problem

\[
\begin{align*}
\min & \quad c^\top x \\
\text{s.t.} & \quad Ax = b, \quad x \in K \\
& \quad ||x|| \leq \varepsilon
\end{align*}
\]  

(8)

where \( A \in \mathbb{R}^{m \times n}, b \in \mathbb{R}^m, c \in \mathbb{R}^n, \) and \( K \subseteq \mathbb{R}^n \) is a closed convex cone. We can then fully dualize in (7) and obtain

\[
\begin{align*}
\max & \quad b^\top y - \varepsilon||d||^* \\
\text{s.t.} & \quad \begin{pmatrix} c_t - A_t^\top y \\ c_t - A_t^\top y + d \end{pmatrix} \in K^* \\
& \quad d \in \mathbb{R}^\bar{t}.
\end{align*}
\]  

(9)

We then first maximize \( b^\top y \) and subsequently calculate the best feasible corresponding \( d^* \), i.e., one that minimizes \( ||d||^* \). When optimizing only the first term of the objective function of (9), we can project out the \( d \) variables and solve the following problem

\[
\begin{align*}
\max & \quad b^\top y \\
\text{s.t.} & \quad c_t - A_t^\top y \in \text{proj}_t K^*.
\end{align*}
\]  

(10)

Here \( A_t \) denotes the submatrix of \( A \) consisting of columns \( i \) with \( t_i = 1 \). The dual of (10) is

\[
\begin{align*}
\min & \quad c^\top x_t \\
\text{s.t.} & \quad A_t x_t = b \\
& \quad x_t \in (\text{proj}_t K^*)^*,
\end{align*}
\]

which is essentially just Problem (8) where the fixed variables \( x_t \) are eliminated; note however that \( (\text{proj}_t K^*)^* \neq \text{proj}_t K \) in general. This implies that a set of optimal \( y^* \) variables can be obtained by solving the smaller Problem (10) directly. Given \( y^* \), the problem of finding the corresponding \( d^* \) reduces to

\[
\begin{align*}
\min & \quad ||d||^* \\
\text{s.t.} & \quad \begin{pmatrix} c_t - A_t^\top y^* \\ c_t - A_t^\top y^* + d \end{pmatrix} \in K^* \\
& \quad d \in \mathbb{R}^\bar{t}.
\end{align*}
\]  

(11)

Setting \( r := c - A^\top y^* \), we thus need to project the point \( r_t \) to the convex set \( \{ z \in \mathbb{R}^t \mid (r_t^i) \in K^* \} \), in case \( r \notin K^* \). The projection depends on the cone \( K \) and possibly on the norm \( ||\cdot|| \). If \( K = \mathbb{R}^t_+ \) is the non-negative cone, i.e., we deal with linear programs, we have \( \text{proj}_t K^* = \mathbb{R}^t_+ \), so that \( y^* \) can be computed by solving

\[
\begin{align*}
\max & \quad b^\top y \\
\text{s.t.} & \quad c_t - A_t^\top y \geq 0
\end{align*}
\]

and \( d^* \) by solving

\[
\begin{align*}
\min & \quad ||d||^* \\
\text{s.t.} & \quad d \geq A_t^\top y^* - c_t,
\end{align*}
\]

which just means setting \( d^* := \max\{0, A_t^\top y^* - c_t\} \) componentwise.
Example 1. Consider

$$\begin{align*}
\min & \quad x_1 + 2x_2 \\
\text{s.t.} & \quad x_1 + x_2 = 1 \\
& \quad x_1, x_2 \geq 0
\end{align*}$$

where first $x_1$ is fixed to zero, i.e., $t = (0, 1)^T$. Then (10) reads

$$\begin{align*}
\max & \quad y \\
\text{s.t.} & \quad 2 - y \geq 0
\end{align*}$$

so that $y^* = 2$ and $A^\top y^* - c^* = 1$. In (11) we thus obtain $d^* = 1$. If instead we fix $x_2$, we obtain $y^* = 1$ and $d^* = 0$. This reflects the fact that releasing $x_2$ does not imply any improvement in the optimal solution, while releasing $x_1$ improves the optimal value even if $x_2$ is fixed instead.

3 Exchange heuristic

Following the ideas developed in the last section, the outline of the proposed heuristic for Problem (2) is given below.

1. Set $i := 0$ and choose $t^{(0)} \in T$.
2. Solve (6) (for small $\varepsilon > 0$ or $\varepsilon \to 0$) to obtain $x^*$ and (7) to obtain $d^*$.
3. Calculate $t^{(i+1)}$, based on $x^*$ and $d^*$.
4. If $t^{(i+1)} \neq t^{(k)}$ for all $k \leq i$, set $i := i + 1$ and go to 2.

In order to describe this heuristic algorithm in more detail, it remains to specify the choice of an initial solution (Step 1) and, most importantly, the update rule for the support (Step 3). For the update of $t^{(i)}$ to $t^{(i+1)}$, we distinguish between the matroid and the general case.

**General case update (GU).** For general $T$, we obtain $t^{(i+1)}$ as optimal solution to the following combinatorial optimization problem

$$\max_{t \in T} \left( \sum_{j,j=0}^i d^* t_j + \sum_{j,j=0}^i |x^* t_j| \right)$$

using the linear optimization oracle. The intuition behind the proposed rule is to use the dual value $d^*_j$ of the fixing of variable $x_j$ as an estimate of the potential contribution to the objective function, if the corresponding fixing is removed. Such potential contribution must be compared with the contribution of each free variable $x_j$, which we simply estimate as $|x^*_j|$. For ensuring that the ranges are comparable, we first scale the vectors $d^*$ and $x^*$ to obtain the same norm.

**Matroid case update (MU).** In the case that $T$ is a matroid, we propose an alternative method, which turns out to outperform the previous approach significantly both in terms of quality and running time; see Section 4 for experimental results. The motivation of this method is the same as above, but it exploits the matroid
property, namely, that a solution $t$ can be updated by an element-wise exchange. We first find the index to free as

$$
\bar{k} := \arg \max_{k : t_k^{(i)} = 0} |d_k^*|
$$

and then we complete the support by computing the variable to fix as

$$
\bar{l} := \arg \min_{l : t_l^{(i)} = 1} |x_l^*|.
$$

The final support is $t^{(i+1)} := t^{(i)} + \bar{k} - \bar{l}$. The assumption that $T$ is a matroid guarantees that there exists at least one candidate for $\bar{l}$ different from $\bar{k}$ in the latter minimization. One advantage of $\text{MU}$ in comparison with $\text{GU}$ is that we do not need an optimization oracle for $T$ but only a membership oracle.

**Optimal 2-opt update (2OU).** For comparison, still in the matroid case, we also consider the straightforward 2-opt update rule in our experiments. Here, we enumerate all pairs $\bar{k}, \bar{l}$ such that $t^{(i)} + \bar{k} - \bar{l} \in T$ and choose the one leading to the smallest value $f_{t^{(i+1)}}$ in the next iteration.

**Initial solution.** For the choice of $t^{(0)}$, different strategies can be considered. A natural choice is to maximize $c^T t$ over $T$, which can be done by calling the linear optimization oracle for $T$ that we assume to have at hand. Another strategy would be to fix all variables in the problem to zero, to consider dual variables $d^*$ as above, and then maximize $|d^*|^T t$ over $T$. Both methods lead to a small number of iterations in general. However, in our experiments, it turned out that the quality of the final solution can be improved by starting with a support $t^{(0)}$ that is far from being the optimal one. This can probably be explained by the fact that this avoids to send the algorithm to a local optimum immediately.

## 4 Experimental results

In this section, we provide an experimental evaluation of our approach based on test instances from different sparse optimization problems: the **Cardinality Constrained Continuous Knapsack Problem (CCKP)**, **Compressed Sensing (CS)**, and the **Tree Underestimator Problem for Binary Quadratic Problems (TUP)**. The aim of this section is three-fold:

(a) In the tests concerning the CCKP, we show that our heuristic procedure is able to provide almost-optimal solutions within a very short amount of time.
(b) For CS instances, we show that the approach yields a significantly better approximation than the standard Lasso approach, which replaces the cardinality by the one-norm, when fixing the cardinality to the same value.
(c) Finally, we further motivate our proposed concept of sparsity. Using spanning trees as feasible supports, the TUP generalizes the method proposed in [3] to efficiently solve combinatorial problems with a quadratic objective function.
For assessing the performance of our algorithm, we use CPLEX 12.6 [4] with an optimality tolerance of $10^{-6}$. The second constraint in Problem (2) is then modeled as a special ordered set (SOS) constraint. For CCKP and CS, we also use CPLEX for solving the convex problems (6) as needed in Step 2 of the algorithm. Dual solutions are also provided by CPLEX. For TUP, we use the SDP solver CSDP [1]. All experiments were carried out on Intel Xeon processors running at 2.50 GHz.

4.1 Cardinality constrained continuous knapsack problem

The CCKP is a continuous ($m$-dimensional) knapsack problem where at most $k$ variables are allowed to be strictly greater than zero, for some given integer $k$. It has been introduced and investigated in [5]. As $T$ is the uniform matroid here, we can use all update rules presented in Section 4. We use two sets of instances: the De Farias et al. instances are generated as described in [5]. They contain up to 8000 variables ($n$) and 70 knapsack constraints ($m$), the values of $k$ and the densities of the non-zero entries of the knapsack constraints ($d$) were chosen with the objective to make the instances computationally difficult. The Random instances are produced in the same way, using knapsack constraints having a density $d$ of 100%, while various cardinalities $k$ are considered, all in the (small) range where the resulting problems turn out to be non-trivial.

We first compare the performances of our different update rules, namely, the matroid exchange MU, the general exchange GU, and the optimal pairwise exchange 2OU. Table 1 shows results for random instances with $n = 300$, stating averages over 10 instances in each line. For each heuristic approach, we show the best primal bound obtained (best), the computation time in seconds (time), and the number of iterations (iter). The values of the primal bounds are normalized by dividing them by the best one.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$m$</th>
<th>$k$</th>
<th>MU</th>
<th>GU</th>
<th>2OU</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>1</td>
<td>90</td>
<td>1.000</td>
<td>0.00</td>
<td>6.8</td>
</tr>
<tr>
<td>300</td>
<td>1</td>
<td>120</td>
<td>0.999</td>
<td>0.01</td>
<td>36.8</td>
</tr>
<tr>
<td>300</td>
<td>1</td>
<td>150</td>
<td>1.000</td>
<td>0.01</td>
<td>45.1</td>
</tr>
<tr>
<td>300</td>
<td>10</td>
<td>90</td>
<td>0.994</td>
<td>0.02</td>
<td>13.2</td>
</tr>
<tr>
<td>300</td>
<td>10</td>
<td>120</td>
<td>1.000</td>
<td>0.01</td>
<td>17.2</td>
</tr>
<tr>
<td>300</td>
<td>10</td>
<td>150</td>
<td>1.000</td>
<td>0.01</td>
<td>9.9</td>
</tr>
<tr>
<td>300</td>
<td>100</td>
<td>90</td>
<td>0.998</td>
<td>0.09</td>
<td>17.3</td>
</tr>
<tr>
<td>300</td>
<td>100</td>
<td>120</td>
<td>1.000</td>
<td>0.04</td>
<td>13.6</td>
</tr>
<tr>
<td>300</td>
<td>100</td>
<td>150</td>
<td>1.000</td>
<td>0.04</td>
<td>6.5</td>
</tr>
</tbody>
</table>

Table 1. Results for random instances of CCKP, comparing matroid exchange (MU), general exchange (GU), and 2-opt heuristics (2OU)

As expected, the optimal pairwise exchange provides the best primal solution for each instance. However, it is several orders of magnitude slower in terms of computing time. For this reason, the optimal pairwise exchange is not suitable
if we want to tackle bigger instances. Moreover, the difference in the solution quality is very small: it is below 1% for the matroid exchange and below 6% for the general exchange. When comparing the general exchange rule with the matroid exchange, it turns out that the matroid rule yields better or equally good results on all instances, while using roughly the same number of iterations on average. This trend is confirmed by the results we obtained for large random instances (see Appendix A.1), but here the matroid exchange rule even clearly outperforms the general exchange rule in terms of running time.

In Table 2 we present the results concerning the de Farias et al. instances. We compare the performance of our heuristic with the performance of the commercial solver CPLEX. The table first presents the time, the primal bound, and the number of iteration of the heuristic (best, time and iter), and then the best primal and dual bounds and the computing time needed by CPLEX (primal, dual, and time). We set a time limit of one cpu hour. The results show that the heuristic – in few iterations and seconds – provides an optimal solution 5 times out of 16. In the remaining cases, the heuristic solution is at most 0.53% away from the dual bound of CPLEX and hence from optimality.

<table>
<thead>
<tr>
<th></th>
<th>MU</th>
<th>CPLEX</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>m</td>
<td>n</td>
<td>k</td>
</tr>
<tr>
<td>20</td>
<td>500</td>
<td>150</td>
<td>50</td>
</tr>
<tr>
<td>20</td>
<td>1000</td>
<td>300</td>
<td>50</td>
</tr>
<tr>
<td>20</td>
<td>1500</td>
<td>450</td>
<td>50</td>
</tr>
<tr>
<td>20</td>
<td>2000</td>
<td>600</td>
<td>30</td>
</tr>
<tr>
<td>20</td>
<td>2500</td>
<td>750</td>
<td>42</td>
</tr>
<tr>
<td>30</td>
<td>3000</td>
<td>1000</td>
<td>33</td>
</tr>
<tr>
<td>30</td>
<td>3500</td>
<td>1000</td>
<td>28</td>
</tr>
<tr>
<td>50</td>
<td>4000</td>
<td>1000</td>
<td>25</td>
</tr>
<tr>
<td>50</td>
<td>4500</td>
<td>2000</td>
<td>30</td>
</tr>
<tr>
<td>50</td>
<td>5000</td>
<td>2000</td>
<td>20</td>
</tr>
<tr>
<td>50</td>
<td>5500</td>
<td>2000</td>
<td>18</td>
</tr>
<tr>
<td>50</td>
<td>6000</td>
<td>2000</td>
<td>16</td>
</tr>
<tr>
<td>50</td>
<td>6500</td>
<td>1000</td>
<td>15</td>
</tr>
<tr>
<td>50</td>
<td>7000</td>
<td>2000</td>
<td>14</td>
</tr>
<tr>
<td>70</td>
<td>7500</td>
<td>2000</td>
<td>13</td>
</tr>
<tr>
<td>70</td>
<td>8000</td>
<td>3000</td>
<td>25</td>
</tr>
</tbody>
</table>

Table 2. De Farias et al. instances, matroid exchange vs. CPLEX

4.2 Compressed Sensing

In compressed sensing, one often searches for a sparse (approximate) solution of a system of linear equations $Ax = b$. This has numerous applications, e.g., in signal processing. We model the problem as follows: we minimize $\|Ax-b\|_2$ subject to the cardinality constraint $\|x\|_0 \leq k$, where $A \in \mathbb{R}^{m \times n}$ and $b \in \mathbb{R}^m$ are generated as proposed in [10]: for a given number $n$ of variables, we produce a
matrix \( A \in \mathbb{R}^{(0.5n) \times n} \), with entries randomly generated using a standard normal distribution, and set \( k = \frac{1}{10}n \). Then we generate a random vector \( x_0 \in \mathbb{R}^n \) with \( n - k \) random entries being zero and the remaining \( k \) entries again chosen according to a standard normal distribution. Finally, we set \( b := Ax_0 \), we thus know that the optimal solution of the above problem is zero and can investigate the quality of the solutions obtained by our heuristic method. In Table 3, we state the results, where every line represents 10 different instances with the stated parameters \( n, m = 2n \), and \( k \). We list the average value \( \|Ax^* - b\|_2 \) of the best found solution \( x^* \) (best) and the number of instances where the heuristic found an optimal solution (#opt). Moreover, we report the average running time (time) and the average number of iterations (iter) used by our exchange heuristic.

<table>
<thead>
<tr>
<th>( n )</th>
<th>( m )</th>
<th>( k )</th>
<th>best</th>
<th>#opt</th>
<th>time</th>
<th>iter</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>100</td>
<td>20</td>
<td>0.025</td>
<td>2/10</td>
<td>0.5</td>
<td>22.8</td>
</tr>
<tr>
<td>400</td>
<td>200</td>
<td>40</td>
<td>0.019</td>
<td>1/10</td>
<td>3.8</td>
<td>41.7</td>
</tr>
<tr>
<td>600</td>
<td>300</td>
<td>60</td>
<td>0.001</td>
<td>6/10</td>
<td>17.4</td>
<td>61.3</td>
</tr>
<tr>
<td>800</td>
<td>400</td>
<td>80</td>
<td>0.021</td>
<td>0/10</td>
<td>52.9</td>
<td>81.3</td>
</tr>
<tr>
<td>1000</td>
<td>500</td>
<td>100</td>
<td>0.073</td>
<td>2/10</td>
<td>108.2</td>
<td>100.9</td>
</tr>
<tr>
<td>1200</td>
<td>600</td>
<td>120</td>
<td>0.161</td>
<td>2/10</td>
<td>204.7</td>
<td>120.5</td>
</tr>
<tr>
<td>1400</td>
<td>700</td>
<td>140</td>
<td>0.082</td>
<td>0/10</td>
<td>372.2</td>
<td>142.7</td>
</tr>
<tr>
<td>1600</td>
<td>800</td>
<td>160</td>
<td>0.408</td>
<td>3/10</td>
<td>631.4</td>
<td>162.1</td>
</tr>
<tr>
<td>1800</td>
<td>900</td>
<td>180</td>
<td>0.052</td>
<td>3/10</td>
<td>887.5</td>
<td>161.6</td>
</tr>
<tr>
<td>2000</td>
<td>1000</td>
<td>200</td>
<td>0.158</td>
<td>0/10</td>
<td>1802.5</td>
<td>206.5</td>
</tr>
</tbody>
</table>

Table 3. Results for random instances of CS, matroid exchange heuristics.

It turns out that the average value of the best solution is always very close to zero, i.e., to the global optimum. Even for larger instances, the heuristic finds an optimal solution in some cases. The average number of iterations is slightly above \( k \) for all instance sizes, while running times increase significantly for larger \( n \). However, even for \( n = 2000 \), the running time is below 25 cpu minutes, while solutions are very close to being optimal. In Appendix A.2 we compare our approach to the well-known Lasso approach.

### 4.3 Tree underestimator problem

In [3], the authors presented an approach for computing lower bounds for quadratic binary optimization problems of the form

\[
\min_{z \in \{0,1\}^n} z^\top Qz. \tag{12}
\]

The idea is to replace \( Q \) by a diagonal matrix \( X \) with \( X \ll Q \). The resulting problem is separable and can be solved by a linear optimization oracle, using binary of the variables; its optimal value yields a lower bound of (12). These bounds can be improved by considering more general matrices \( X \); as long as
the support of $X$ corresponds to a tree in the complete graph, with vertices corresponding to rows of $X$, the problem (12) can still be solved efficiently. This leads to the sparse semidefinite program

$$
\begin{align*}
\max & \quad \langle J_n, X \rangle \\
\text{s.t.} & \quad Q \succeq X \\
& \quad X_{ij} = 0 \quad \text{if } t_{ij} = 0, \ i \neq j \\
& \quad t \in T,
\end{align*}
$$

where $Q \in \mathbb{R}^{n \times n}$ is a symmetric matrix, $J_n \in \mathbb{R}^{n \times n}$ is the all-ones matrix, and $T$ is the set of incidence vectors of spanning forests in $K_n$. As $T$ is a matroid here, we can use the update rule based on pairwise exchanges; see Section 3.

We compare the dual bounds obtained from the new tree underestimators with the ones obtained from separable underestimators as in [3]. Our test-bed consists of the matrices $Q$ used in the binary quadratic instances of the Biqmac library [9]. The linear part is always zero. There are 165 instances in total, subdivided into three problem classes beasley, be, and gka, with a number of variables ranging from 20 to 500. The results are given in Table 4. For each group of instances, we state the number of corresponding instances (#inst) as well as the following average information: the total cpu time (in seconds) needed by our algorithm to terminate (time), which is mostly spend for iteratively solving the semidefinite problem (13) for fixed $t$, the number of iterations (#iter), and the dual bound provided by the separable underestimator and by the tree underestimator (sep bnd and tree bnd).

<table>
<thead>
<tr>
<th>Type</th>
<th>Size</th>
<th># Inst</th>
<th>Time</th>
<th># Iter</th>
<th>Sep Bnd</th>
<th>Tree Bnd</th>
</tr>
</thead>
<tbody>
<tr>
<td>beasley</td>
<td>50</td>
<td>10</td>
<td>6.00</td>
<td>19.60</td>
<td>-9057.68</td>
<td>-5871.09</td>
</tr>
<tr>
<td>beasley</td>
<td>100</td>
<td>10</td>
<td>8.18</td>
<td>44.90</td>
<td>-28584.30</td>
<td>-19401.50</td>
</tr>
<tr>
<td>beasley</td>
<td>250</td>
<td>10</td>
<td>131.23</td>
<td>93.10</td>
<td>-126256.12</td>
<td>-93784.32</td>
</tr>
<tr>
<td>beasley</td>
<td>500</td>
<td>10</td>
<td>1446.01</td>
<td>165.00</td>
<td>-371126.76</td>
<td>-289109.91</td>
</tr>
<tr>
<td>be</td>
<td>100</td>
<td>10</td>
<td>4.73</td>
<td>31.50</td>
<td>-49881.47</td>
<td>-34742.32</td>
</tr>
<tr>
<td>be</td>
<td>120</td>
<td>20</td>
<td>9.19</td>
<td>41.35</td>
<td>-47460.84</td>
<td>-33484.71</td>
</tr>
<tr>
<td>be</td>
<td>150</td>
<td>20</td>
<td>21.35</td>
<td>51.55</td>
<td>-67363.73</td>
<td>-49104.10</td>
</tr>
<tr>
<td>be</td>
<td>200</td>
<td>20</td>
<td>48.60</td>
<td>68.30</td>
<td>-105519.61</td>
<td>-77984.56</td>
</tr>
<tr>
<td>be</td>
<td>250</td>
<td>10</td>
<td>98.95</td>
<td>77.80</td>
<td>-64013.84</td>
<td>-47937.08</td>
</tr>
<tr>
<td>gka</td>
<td>20</td>
<td>1</td>
<td>0.06</td>
<td>16.00</td>
<td>-5583.52</td>
<td>-3742.11</td>
</tr>
<tr>
<td>gka</td>
<td>30</td>
<td>3</td>
<td>0.23</td>
<td>19.00</td>
<td>-10168.52</td>
<td>-6523.19</td>
</tr>
<tr>
<td>gka</td>
<td>40</td>
<td>2</td>
<td>0.21</td>
<td>11.50</td>
<td>-12804.97</td>
<td>-8474.36</td>
</tr>
<tr>
<td>gka</td>
<td>50</td>
<td>4</td>
<td>0.73</td>
<td>22.25</td>
<td>-13681.36</td>
<td>-9541.97</td>
</tr>
<tr>
<td>gka</td>
<td>60</td>
<td>3</td>
<td>0.76</td>
<td>16.67</td>
<td>-17710.67</td>
<td>-12311.41</td>
</tr>
<tr>
<td>gka</td>
<td>70</td>
<td>3</td>
<td>2.01</td>
<td>26.67</td>
<td>-22796.77</td>
<td>-14993.31</td>
</tr>
<tr>
<td>gka</td>
<td>80</td>
<td>3</td>
<td>2.81</td>
<td>32.33</td>
<td>-25439.37</td>
<td>-16987.01</td>
</tr>
<tr>
<td>gka</td>
<td>90</td>
<td>2</td>
<td>4.49</td>
<td>34.50</td>
<td>-30978.50</td>
<td>-22630.76</td>
</tr>
<tr>
<td>gka</td>
<td>100</td>
<td>13</td>
<td>5.91</td>
<td>36.54</td>
<td>-33831.92</td>
<td>-24873.15</td>
</tr>
<tr>
<td>gka</td>
<td>125</td>
<td>1</td>
<td>16.54</td>
<td>57.00</td>
<td>-79859.91</td>
<td>-57941.10</td>
</tr>
<tr>
<td>gka</td>
<td>200</td>
<td>5</td>
<td>60.70</td>
<td>81.00</td>
<td>-77180.38</td>
<td>-56676.81</td>
</tr>
<tr>
<td>gka</td>
<td>500</td>
<td>5</td>
<td>1460.60</td>
<td>162.20</td>
<td>-407649.86</td>
<td>-319289.17</td>
</tr>
</tbody>
</table>

Table 4. Lower bounds obtained by tree underestimators

The results show that the use of tree underestimators improves the obtained dual bounds significantly with respect to the separable underestimators. The running times are small enough to be clearly dominated by the time needed for the main phase of the approach presented in [3].
A Further experimental results

A.1 Cardinality constrained knapsack problem

For the CCKP, we first present a comparison of the two heuristics MU and GU on larger instances; see Table 5. As already mentioned above, the exchange heuristic MU outperforms GU both in terms of solution quality and in term of running time.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
\textbf{n} & \textbf{m} & \textbf{k} & \textbf{MU} & & & \textbf{GU} \\
\hline
6000 & 10 & 1800 & 1.000 & 15.3 & 37.3 & 0.995 & 32.6 & 16.2 \\
6000 & 10 & 2400 & 1.000 & 3.4 & 172.0 & 1.000 & 6.3 & 11.0 \\
6000 & 10 & 3000 & 1.000 & 2.5 & 53.0 & 1.000 & 5.2 & 9.8 \\
6000 & 100 & 1800 & 1.000 & 56.7 & 76.0 & 0.992 & 103.9 & 18.0 \\
6000 & 100 & 2400 & 1.000 & 14.9 & 21.9 & 1.000 & 58.6 & 16.5 \\
6000 & 100 & 3000 & 1.000 & 13.5 & 4.7 & 1.000 & 48.1 & 10.1 \\
6000 & 1000 & 1800 & 1.000 & 293.1 & 103.0 & 0.995 & 591.4 & 17.7 \\
6000 & 1000 & 2400 & 1.000 & 100.4 & 10.9 & 1.000 & 290.4 & 17.9 \\
6000 & 1000 & 3000 & 1.000 & 96.9 & 4.7 & 1.000 & 243.6 & 10.4 \\
8000 & 10 & 2400 & 1.000 & 3.6 & 50.6 & 0.994 & 39.4 & 16.5 \\
8000 & 10 & 3200 & 1.000 & 6.3 & 232.2 & 1.000 & 11.0 & 9.5 \\
8000 & 10 & 4000 & 1.000 & 4.5 & 70.4 & 1.000 & 9.4 & 9.5 \\
8000 & 100 & 2400 & 1.000 & 120.3 & 93.6 & 0.992 & 191.7 & 19.8 \\
8000 & 100 & 3200 & 1.000 & 28.2 & 23.7 & 1.000 & 117.1 & 16.3 \\
8000 & 100 & 4000 & 1.000 & 30.6 & 4.9 & 1.000 & 106.6 & 10.9 \\
8000 & 1000 & 2400 & 1.000 & 607.8 & 141.1 & 0.996 & 860.8 & 15.6 \\
8000 & 1000 & 3200 & 1.000 & 157.2 & 9.6 & 1.000 & 466.2 & 17.7 \\
8000 & 1000 & 4000 & 1.000 & 159.1 & 4.6 & 1.000 & 398.8 & 11.2 \\
\hline
\end{tabular}
\caption{Results for large random instances of CCKP}
\end{table}

To assess the solution quality of our heuristic against the optimal solution on a larger set of instances, we again consider random instances and solve them to optimality by CPLEX, now without a time limit; see Table 6. Here, the value \%gap states how far our heuristic solution is from optimality. While some of the instances are very hard to solve by CPLEX, our heuristic can always find a solution within 0.91\% from optimality in a running time that on average never exceeds 0.03 seconds for \( n = 200 \) and 0.1 seconds for \( n = 400 \).

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline
\textbf{n} & \textbf{m} & \textbf{k} & \textbf{MU} & \textbf{CPLEX} & & & \textbf{GU} & \textbf{CPLEX} \\
\hline
200 0 00 & 0.09 & 0.000 & 7.1 & 0.0 & 91.0 & 0.07 & 0.000 & 8.1 & 0.0 & 68.0 \\
200 100 & 0.14 & 0.000 & 8.5 & 0.0 & 47.1 & 0.12 & 0.008 & 19.8 & 0.9 & 64.8 \\
200 200 & 0.51 & 0.006 & 10.2 & 0.3 & 1182.2 & 0.22 & 0.027 & 14.1 & 0.9 & 2120.2 \\
200 300 & 0.53 & 0.018 & 17.8 & 11.4 & 4317.5 & 0.45 & 0.055 & 18.9 & 425.5 & 26607.7 \\
200 400 & 0.91 & 0.018 & 15.0 & 9.3 & 23404.3 & 0.53 & 0.102 & 23.6 & 1482.7 & 64157.4 \\
200 500 & 0.64 & 0.030 & 15.5 & 139.4 & 96191.6 & 0.46 & 0.099 & 19.5 & 3640.5 & 2.7 \\
\hline
800 0 00 & 0.44 & 0.005 & 18.4 & 0.1 & 216.8 & 0.43 & 0.021 & 26.1 & 0.1 & 258.6 \\
800 100 & 0.44 & 0.005 & 21.8 & 0.2 & 673.7 & 0.34 & 0.025 & 35.0 & 3.2 & 6861.8 \\
800 200 & 0.00 & 0.009 & 26.4 & 0.0 & 0.0 & 0.00 & 0.027 & 45.2 & 0.0 & 0.0 \\
800 300 & 0.00 & 0.010 & 24.3 & 0.0 & 0.0 & 0.00 & 0.030 & 38.5 & 0.0 & 0.0 \\
800 400 & 0.00 & 0.011 & 22.4 & 0.0 & 3.0 & 0.00 & 0.038 & 32.8 & 0.0 & 0.0 \\
800 500 & 0.00 & 0.018 & 20.2 & 0.1 & 58.1 & 0.00 & 0.058 & 28.6 & 0.0 & 0.0 \\
\hline
\end{tabular}
\caption{Random instances of CCKP, comparison with CPLEX}
\end{table}
A.2 Compressed Sensing

For compressed sensing, we performed a second set of experiments. Here we used the same instances as above except that, as in [10], we perturb all entries of $b$ by a tenth of a value that is produced using a standard normal distribution. We compare our approach to the well-known Lasso approach to sparse optimization, consisting in replacing the constraint $||x||_0 \leq k$ by the convex constraint $||x||_1 \leq \tau$ for an appropriate $\tau$. For the comparison, we first minimize $||Ax - b||_2$ subject to $||x||_1 \leq 1/20n$. This is a convex problem which we can solve using CPLEX. The choice of $\tau$ is motivated by the fact that the resulting cardinality is roughly $1/n$ again. Then we fix the cardinality $k$ of the resulting vector and apply our exchange heuristic to the same instance subject to $||x||_0 \leq k$. The main objective is to show that, even if Lasso can choose the cardinality, our heuristic finds significantly better results with the same sparsity.

Results are presented in Table 7. Again, for each size, we report averages over 10 instances. For all approaches, we report the average objective value of the best solution found (best) and the time needed to compute it (time). Moreover, we show the cardinality $k$ of the solution obtained by the Lasso approach, which is used for the cardinality constraint in the matroid exchange heuristic. The latter is first used as described above (MU), then we call it with the optimal Lasso solution as starting solution (MU2). In both cases, we also report the one-norm of the best found solution (norm).

<table>
<thead>
<tr>
<th>n</th>
<th>m</th>
<th>best</th>
<th>time</th>
<th>k</th>
<th>best</th>
<th>time</th>
<th>norm</th>
<th>best</th>
<th>time</th>
<th>norm</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>100</td>
<td>13.064</td>
<td>0.193</td>
<td>17.9</td>
<td>2.814</td>
<td>0.436</td>
<td>15.3</td>
<td>2.810</td>
<td>0.273</td>
<td>15.3</td>
</tr>
<tr>
<td>400</td>
<td>200</td>
<td>21.911</td>
<td>1.323</td>
<td>38.3</td>
<td>2.455</td>
<td>3.777</td>
<td>29.9</td>
<td>2.455</td>
<td>2.453</td>
<td>29.9</td>
</tr>
<tr>
<td>600</td>
<td>300</td>
<td>35.911</td>
<td>3.846</td>
<td>56.6</td>
<td>4.034</td>
<td>16.952</td>
<td>45.8</td>
<td>4.036</td>
<td>11.460</td>
<td>45.8</td>
</tr>
<tr>
<td>800</td>
<td>400</td>
<td>50.654</td>
<td>9.291</td>
<td>74.7</td>
<td>4.713</td>
<td>51.956</td>
<td>63.3</td>
<td>4.732</td>
<td>31.962</td>
<td>63.3</td>
</tr>
<tr>
<td>1000</td>
<td>500</td>
<td>59.787</td>
<td>17.754</td>
<td>104.1</td>
<td>3.456</td>
<td>115.901</td>
<td>77.8</td>
<td>3.455</td>
<td>77.929</td>
<td>77.8</td>
</tr>
<tr>
<td>1200</td>
<td>600</td>
<td>69.643</td>
<td>28.817</td>
<td>125.3</td>
<td>3.196</td>
<td>215.390</td>
<td>92.4</td>
<td>3.134</td>
<td>147.424</td>
<td>92.4</td>
</tr>
<tr>
<td>1400</td>
<td>700</td>
<td>89.884</td>
<td>47.043</td>
<td>142.0</td>
<td>2.566</td>
<td>424.930</td>
<td>111.1</td>
<td>2.508</td>
<td>276.191</td>
<td>111.1</td>
</tr>
<tr>
<td>1600</td>
<td>800</td>
<td>99.701</td>
<td>67.234</td>
<td>160.3</td>
<td>4.570</td>
<td>620.992</td>
<td>125.7</td>
<td>4.543</td>
<td>401.768</td>
<td>125.7</td>
</tr>
<tr>
<td>1800</td>
<td>900</td>
<td>97.310</td>
<td>86.274</td>
<td>161.4</td>
<td>3.241</td>
<td>946.383</td>
<td>126.0</td>
<td>3.527</td>
<td>578.515</td>
<td>126.0</td>
</tr>
<tr>
<td>2000</td>
<td>1000</td>
<td>125.431</td>
<td>138.018</td>
<td>198.8</td>
<td>3.738</td>
<td>1917.480</td>
<td>158.5</td>
<td>3.732</td>
<td>1297.358</td>
<td>158.7</td>
</tr>
</tbody>
</table>

Table 7. Results for random instances of CS, Lasso vs. matroid exchange

We observe that the objective value of the solution computed by our heuristics does not seem to increase significantly with the size of the instances, whereas the solution obtained by Lasso deteriorates quickly. Our solutions are up to 30 times better than those computed by Lasso. However, the running time of our approach increases more sharply than the running time of Lasso.

When using the Lasso solution as starting point, running times are considerably shorter, even when adding the running time of Lasso, while the quality of solutions is very similar. The one-norm of the solutions computed by our heuristic is generally much larger than the original bound $\tau$ for the Lasso approach. This gives an impression about the difference between the Lasso approach and an approach that explicitly bounds the cardinality.
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