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1 Introduction

We focus on the following constrained optimization problem:

\[
\begin{align*}
\min_{x \in \mathcal{X}} & \quad c_0(x) \\
\text{subject to} & \quad c_j(x) \leq 0, \quad j \in \{1,2,\ldots,m\}
\end{align*}
\]

where \( \mathcal{X} \) is a subset of \( \mathbb{R}^n \), \( (c_j)_{j \in \{0,1,\ldots,m\}} \) are real-valued functions considered as blackboxes and \( m \) and \( n \) are positive integers. We study problems that possess the following pair of properties. First, the objective function and all constraints are given by computer simulations which may be expensive to evaluate and/or for which the derivatives do not exist or are difficult to compute or to estimate. Under these circumstances, these computer simulations are considered as blackboxes and treated by appropriate derivative-free optimization (DFO, [8, 15]) techniques. The second property is that the dimension of the problem \( n \) is large for the DFO context. This paper studies problems with up to 4,000 variables.

DFO methods are typically designed to handle small-sized blackboxes. For instance, the NOMAD [43] package, which relies on the mesh adaptive direct search algorithm (MADS, [5]), is recommended for problems up to 20 variables. When handling larger problems, other techniques such as parallelism are needed.

With the rapid growth of technology, everyone has access to parallel hardware. Softwares and algorithms are turning to parallel programming as it tends to save time and allows treatment of more complex and larger problems.

The present work aims at improving the parallel space decomposition of the MADS algorithm, (PSD-MADS introduced 10 years ago in [7]). PSD-MADS decomposes the optimization Problem (1) into a series of smaller subproblems, treated by parallel processes with the MADS algorithm. Building these subproblems relies on randomly selecting a small number of variables that would vary in the subspace while keeping the rest of the variables fixed. The main objective is to find a more effective strategy to select the variables. While the original version of PSD-MADS handled problems up to 500 variables, our new approach presents computational results on problems with up to 4,000 variables.

The concluding remarks of [7] suggests that future work could improve upon the random selection of variables. We propose an improved version of PSD-MADS that relies on statistical tools to determine the influence of each variable on the outputs of the problem and construct a matrix called the sensitivity matrix. Different strategies are introduced to exploit the sensitivity matrix efficiently and classification methods are used to group the variables with similar influence into clusters. Furthermore, clustering algorithms also allow to automatically choose the size of subproblems.

Section 2 starts by a literature review of parallelism within DFO, briefly describes the MADS and PSD-MADS algorithms and concludes by an exposition of variable selection techniques. Section 3 presents the improved variable selection methods used in the revised PSD-MADS algorithms. These algorithms depend on a total of five parameters, which will be denoted by \( P_{ns}, P_{hbe}, P_{vr}, P_K \) and \( P_S \). The computational experiments reported in Section 4 allow to determine default values and validate the proposed methods. Finally, Section 5
summarizes the paper and concludes with recommendations for future work.

2 Literature Review

This section describes briefly the MADS and PSD-MADS algorithms and presents a literature review on parallel space decomposition techniques and parallelism in DFO.

2.1 The mesh adaptive direct search algorithm (MADS)

The MADS algorithm [5, 6] is an iterative DFO method for blackbox optimization that deploys a spatial discretization on the solution space called the mesh. The mesh is characterized by a coefficient called the mesh size parameter which scales the space discretization. MADS uses this mesh to select trial points in order to find a better solution than the current iterate. Every iteration of MADS consists of three main steps.

First, the search step is flexible since it is not essential for the convergence analysis of MADS. The search can either be skipped, defined specifically by the user or may rely on surrogate-based [9, 12] techniques. In the current default version of MADS, the search uses quadratic models to find promising trial points to evaluate when dealing with problems that have 50 or less variables. If the search step succeeds, meaning that it found a new best iterate, then the poll step is skipped and the iteration goes straight to the update step. If this step fails, then the poll step is invoked.

The poll step uses a small set of directions, which positively spans the solution space, to select several trial points on the mesh within a region called the poll frame. The frame is centered around the current iterate and is regulated by a poll size parameter dictating the maximum distance allowed between the poll center and the trial points. The set of the normalized directions used during a run of MADS must be dense in the unit sphere to guarantee the strongest results of the convergence analysis [5]. MADS converges to a Clarke stationary point if the objective function is locally Lipschitz.

If the poll fails to find a better iterate, then both the mesh and poll size parameters are reduced in the update step, so that the next iteration explores closer to the current best known solution. Alternately, the update step increases both the mesh and the poll size parameters when the poll finds a better solution. By making the poll size parameter decrease at a slower rate than the mesh size parameter, the number of potential polling directions increases.

This sequence of steps iterates until a stopping criteria is met; typically a maximum number of evaluations or a minimum mesh size parameter value. Figure 1 proposes a schematic illustration of the MADS algorithm. MADS uses the extreme [5] or progressive barrier [6] to handle the constraints. The extreme barrier simply rejects infeasible points, and the progressive barrier uses a constraint violation aggregation function to allow steps in the infeasible region in order to reach an optimal solution.
2.2 Parallel space decomposition methods for nonlinear optimization

The Block-Jacobi algorithm [10] is used to decompose a problem into smaller subproblems, treated in parallel using several processes. The parallel variable distribution method (PVD) [20] is used for unconstrained problems or instances with convex block-separable constraints. It relies on the same steps as Block-Jacobi except that it can slightly modify the fixed variables by adding some so-called “forget-me-not” terms to the subproblems. If \( I \) is the set of variable indices used in Problem (1), then each process \( p \) can only modify a subset \( I_p \subset I \) of variables while the remaining inputs vary restrictively. This algorithm possesses two main steps: a parallelization phase where the subproblems are treated and a synchronization phase which improves over the solutions obtained at the parallelization phase. The “forget-me-not” terms make the algorithm more robust and faster to converge. Since the PVD algorithm can fail when the constraints are not bloc separable, a dual method of the exact penalty is recommended.

The parallel gradient distribution (PGD) [47] for unconstrained optimization communicates different parts of the gradient to the available processes and each process uses its own search direction independently of the other processes. A synchronization step follows.

A generalization of PVD replacing the exact subproblems solutions by sufficient descent conditions is introduced by Solodov [64] in order to improve the work load of the different processes. In addition, this method can handle problems with general convex constraints by modifying the way secondary variables are handled [65]. In [21] a parallel space decomposition is described as combining the PVD method with Schwarz algebraic techniques.
An algorithmic framework of parallel variable transformation (PVT) for unconstrained optimization is described by Fukushima in [22] where he shows that PVT is a generalization of PVD, PGD as well as the method introduced by Han [30]. In addition, in [68] Fukushima proposes practical strategies for implementing PVT like methods and tests the Block-Jacobi method (which is conform to the PVT framework) on the Fujitsu VPP500 supercomputer.

Three other algorithms which are based on the PGD and the PVT methods are proposed in [44]. Two versions of PVD for constrained optimization are described in [59]. The first one treats problems with bloc-separable general constraints using Sequential Quadratic Programming (SQP). The second approach works on general convex constrained problems by using approximations of the projected gradient directions. The first method of [59] is improved in [29] by using a new line search approach in SQP. In [28], a PVD-based method is described to find an approximate solution for total least square problems.

2.3 Parallelism in DFO

Parallel programming appeared in the DFO context at the end of the eighties. One of the first method to be parallelized was the Nelder-Mead algorithm [54]. The computational results of this parallel version showed that Nelder-Mead converged to a point that is not a local optimum [66]. It also leads to conceive the multidirectional search algorithm [17] for unconstrained problems which is supported by a convergence analysis.

In [24], a parallel algorithm for unconstrained optimization is described. This approach relies on a nonsmooth necessary condition to find a point with a sufficiently lower objective value and lead to a new DFO approach for bound constrained problems [23]. The Asynchronous Parallel Pattern Search algorithm (APPS) is introduced in [34] and is implemented in the APPSPACK package for blackbox optimization [25] with improvements such as a dynamic affection of evaluations to processes [40]. In [27] a parallel version of the generating set search algorithm (GSS) [41] is described and included in APPSPACK. The APPS algorithm is integrated in the Hybrid Optimization Parallel Search Package (HOPSPACK) [55]. This framework simplifies the hybridization of several optimization methods and heuristics into one algorithm that can use parallel function evaluations in order to exploit the strength of different optimization routines. A hybrid DFO approach combining DIRECT [38] and GSS [41] is introduced in [26].

Two parallel implementations of the Hooke and Jeeves method [33] and the simulated annealing heuristic [39] are presented in [57] and aim to fully exploit the processing power without degrading the quality of the solution. A divide-and-conquer method is designed in [49] for large size unconstrained blackboxes. This method can identify independent subproblems which are treated by the covariance matrix adaptation evolutionary strategy (CMA-ES) [31].

Several parallel versions of the coordinate descent method exist such as the parallel distributed block version introduced in [48]. Also a new coordinate descent method is described in [58] relying on an arbitrary probability law to choose a random set of variables to update at each iteration. A framework for convergence analysis of different classes of parallel coordinate descent is defined in [53].

Two variations of the coordinate search derivative-free nonsmooth method (CS-DFN [19])
are proposed in [45] and used in two hybrid parallel approaches involving the NOMAD package [43]. The study in [45] concludes that combining these stand-alone algorithms gives better results than using them individually.

By using NOMAD in [3], a comparison on how to exploit available resources is conducted between parallelizing the solver or parallelizing the blackbox in OPAL [4]. In [42], a new multistart DFO method is defined for finding multiple local minimums for bound constrained problems.

2.4 The PSD-MADS algorithm

The PSD-MADS algorithm [7] is based on the Block-Jacobi technique. It is an asynchronous parallel method which decomposes the problem into several smaller subproblems that are treated by the MADS algorithm. The number of available processes is denoted by $p$. PSD-MADS allocates $p - 3$ regular slave processes for treating the subproblems, a special slave process. The remaining 3 processes are the pollster, for polling over the entire space of variables, another special process called the cache server, which stores past evaluations and finally, a master process that regulates all the other processes (see Figure 2).

![PSD-MADS algorithm diagram](image.png)

**Figure 2:** The interactions between the $p$ different processes in PSD-MADS.

The pollster is a special slave process which launches a single poll step of the MADS algorithm on the original problem with all the variables. While this poll set consists of a single direction, the set of normalized directions used in the pollster through the entire execution of the algorithm grows dense in the unit sphere. This process is important since it allows to
benefit from the convergence analysis of MADS [5]. The other slave processes perform a limited number of evaluations in a subspace defined by randomly selecting a fixed number of decision variables to be optimized. This optimization is performed by the MADS algorithm with the progressive barrier to deal with the constraints and without any search strategy. The cache server records evaluated points to avoid revisiting the same points. This is especially useful when dealing with expensive blackboxes. The master process defines the subproblems, hands them to the slave processes and waits for their results to update the data and assign new subproblems to the slaves.

In PSD-MADS, the user can define two parameters which apply for all slave processes. The first parameter \( P_{ns} \) is the number of variables that are randomly selected to build a subproblem and the second parameter \( P_{bhe} \) is the maximum number of blackbox evaluations allowed for solving each subproblem by MADS. In [7], setting the parameters to \( P_{bhe} = 10 \) and \( P_{ns} = 2 \) gave the best results. Several values of these two parameters are tested in Section 4.

### 2.5 Screening methods

Screening techniques aim to select the most important variables of a given problem in order to reduce its dimension. It is possible to define two types of screening methods depending on whether it treats single-response or multi-response problems.

Selecting variables for single-response problems is performed by techniques such as the analysis of variance (ANOVA), principal component analysis (PCA) [37] or sensitivity analysis [14, 52, 62].

If \( Y = [y_1 \ y_2 \ \ldots \ \ y_N] \) is the matrix formed by \( N \) centered observations of dimension \( n \) (for example the inputs of the PSD-MADS cache for a problem with scaled variables), PCA [37] starts by computing the covariance matrix \( \text{cov}(Y) \) and performing an eigen analysis:

\[
\text{cov}(Y) = \frac{1}{N-1}YY^\top = QDQ^\top
\]

where \( D \) is the diagonal matrix containing the eigenvalues of \( \text{cov}(Y) \) in a descending order and \( Q = [v_1 \ v_2 \ \ldots \ v_n] \) is formed of the corresponding orthogonal eigenvectors. By selecting the \( p < n \) first vectors (corresponding to the highest \( k \) eigenvalues), the matrix \( Q_p = [v_1 \ v_2 \ \ldots \ v_p] \) can be used to compute the \( p \) principal components \( P = Q_p^\top Y \) which reduces the data of size \( n \) to a set of data of size \( p < n \). The principal feature analysis (PFA) [46] uses the PCA to compute the previous matrix \( Q_p^\top \) which can be expressed in terms of its rows. Then PFA uses the \( k \)-mean algorithm to cluster the rows into several groups. For each cluster, the closest row to its center is found and the corresponding variable is selected as an important input. Using \( k \) clusters would then choose \( k \) important variables of the problem. This method is applied in [46] for selecting facial motion feature points and in [67] for analyzing functional magnetic resonance imaging (fMRI) for brain decoding.

Sensitivity analysis can be grouped into two categories: local and global approaches. Local methods, on the one hand, verify the effect of a variable near a given point. This category includes finite-difference analysis, using tornado diagrams [35] and differentiation
based methods [32]. Global methods, on the other hand, take into account the full space of the function variation. Some of these methods are variance based such as the Sobol [63] and FAST (Fourier Amplitude Sensitivity Test) [16] methods, some are surrogate-based [56], some are based on multiple linear regression [60], and others are density based [13].

When treating multi-response problems, several methods can be defined to screen variables such as selecting the most important variables for each response, identifying the variables regarding their average effect on all outputs or selecting the unimportant inputs by eliminating the most influential variables for each response. For more details about screening multi-response problems, see [14].

STATS-MADS [1] is an instantiation of MADS for large unconstrained optimization problems. It uses statistical methods to identify the most influential variables for the objective function and organizes them into subspaces. The method alternates optimizations on the whole space (intended to gather information on the variables influence) and optimizations on the subspaces (intensification step to explore further the promising areas). The implementation of STATS-MADS uses sensitivity analysis tools for screening variables. STATS-MADS is tested in [1] on problems with up to 500 variables.

In [61], screening methods and space decomposition are cited among the five main strategies used to treat high-dimensional problems alongside mapping, space reduction and visualization techniques. Although [61] identifies also space decomposition as the most promising method since it allows the use of parallel computing on smaller-sized subproblems that can be treated with different algorithms, the discussion raised a question on how to decompose a problem relying on the correlation between variables and outputs. The following section is going to detail a screening strategy adapted from [1] and augmented with a classification algorithm which guides the parallel space decomposition in [7] to help build more meaningful subproblems.

3 An improved variable selection strategy for PSD-MADS

The main goal of this work is to propose a strategy to select the most influential variables of a problem. Building subproblems with these influential variables is expected to be more efficient than randomly choosing the variables as suggested in the conclusion of the original PSD-MADS [7].

3.1 Building the sensitivity matrix

For the purpose of selecting influential variables, we use the work of [1] to estimate the sensitivity coefficients of the variables regarding the objective function. These estimators can be generalized to the influence of the variables over the constraints as well.

For each variable \( x_i \) \( (i \in \{1, 2, \ldots, n\}) \) and for each output \( c_j \) \( (j \in \{0, 1, \ldots, m\}) \), the sen-
sitivity coefficient is estimated using the following formula:

$$\tilde{s}_{ij} = \frac{\sum_{\ell=1}^{r_i} |A_i^\ell| \left( (\bar{c}_j)_i^\ell - \bar{c}_j \right)^2}{\sum_{x \in V} (c_j(x) - \bar{c}_j)^2}$$

(3)

where:

$$\bar{c}_j = \frac{1}{|V|} \sum_{x \in V} c_j(x) \quad \text{and} \quad (\bar{c}_j)_i^\ell = \frac{1}{|A_i^\ell|} \sum_{x \in A_i^\ell} c_j(x),$$

(4)

with $V$ is the set of points in the cache, $r_i$ is the number of different values that the variable $x_i$ takes in the cache and $A_i^\ell$ is the set of points for which the variable $x_i$ is set to its $\ell^{th}$ value.

For the implementation point of view, it is difficult to track all the values that a variable takes in the cache due to the numerical precision of decimal comparison. When comparing decimal values, an error term $\varepsilon > 0$ is introduced. Two decimal number $a$ and $b$ are considered numerically equal if:

$$|b - a| < \varepsilon.$$  

(5)

If $\varepsilon$ is chosen too small, it is possible to end up with each element of the cache having a different value of $x_i$ which gives an estimator of the sensitivity coefficient equal to 1. An option is to define a parameter $\mathcal{P}_{vr}$ where $10^{\mathcal{P}_{vr}}$ represents the number of variable ranges. This parameter divides the initial range of a variable into $10^{\mathcal{P}_{vr}}$ ranges of the same size. A formula similar to (3) is used to estimate the sensitivity coefficients except that $r_i = 10^{\mathcal{P}_{vr}}$ is the number of variable ranges and $A_i^\ell$ is the set of points for which the variable $x_i$ is included in the $\ell^{th}$ range:

$$\tilde{s}_{ij} = \frac{\sum_{\ell=1}^{10^{\mathcal{P}_{vr}}} |A_i^\ell| \left( (\bar{c}_j)_i^\ell - \bar{c}_j \right)^2}{\sum_{x \in V} (c_j(x) - \bar{c}_j)^2}.$$  

(6)

When $\mathcal{P}_{vr}$ tends to infinity, the variable ranges are reduced to singletons which means that this new formula of computing the sensitivity coefficients reverts back to formula (3). These sensitivity coefficients take values between 0 and 1: the closer $\tilde{s}_{ij}$ is to 1, the more influence the variable $x_i$ has over the output $c_j$. Once all the estimators $\tilde{s}_{ij}$ are computed, a $n \times m$ matrix called the sensitivity matrix is formed:

$$\tilde{S} = \begin{bmatrix} \tilde{s}_{10} & \tilde{s}_{11} & \cdots & \tilde{s}_{1m} \\ \tilde{s}_{20} & \tilde{s}_{21} & \cdots & \tilde{s}_{2m} \\ \vdots & \vdots & \ddots & \vdots \\ \tilde{s}_{n0} & \tilde{s}_{n1} & \cdots & \tilde{s}_{nm} \end{bmatrix} \in \mathbb{R}^{n \times m}.$$  

(7)

This matrix is used to create clusters of variables which are appended to a waiting queue. Each time a slave process requests a new subproblem, the master selects a group of variables
from the waiting list and forwards it to the slave process. When the waiting list is empty, the sensitivity matrix is updated and new clusters are appended to the queue.

Many strategies can be defined to exploit the sensitivity matrix more efficiently. A training data set \( \{ \tilde{s}_1, \tilde{s}_2, \ldots, \tilde{s}_n \} \) is built by considering the entry \( \tilde{s}_i = [\tilde{s}_{i0} \, \tilde{s}_{i1} \ldots \tilde{s}_{im}]^\top \) for each variable \( x_i \) \( (i \in \{1, 2, \ldots, n\}) \) consisting of the sensitivity coefficients of \( x_i \) on the different outputs. A classification method can sort the training data into several clusters. Sorting the clusters by computing the distance of their centroids from the point \([1 \ 1 \ldots \ 1]^\top\) reveals the closest clusters as, potentially, the most influential ones. This strategy can be helpful when running the algorithm on systems with a limited number of processes. Nevertheless, our tests are conducted on a large supercomputer and in order to populate a large amount of processes, all the clusters given by the \( k \)-mean algorithm are appended to the waiting list.

Another type of strategy would be to consider only a submatrix of \( \tilde{S} \) by selecting a subset of the outputs. For example, on the one hand, if the subset of violated constraints (at the current iterate) is selected, choosing the most influential clusters would potentially help satisfying some of the constraint. On the other hand, for the set of satisfied constraints, the less influential clusters would have the best chance of improving the objective without altering the feasibility of the selected outputs. For all the selected problems in the computational tests section, the starting points are feasible, which means that a decomposition into satisfied and violated constraint cannot be used.

Instead, the following four strategies S1, S2, S3 and S4 are defined and designated by the parameter \( P_S \):

- **Strategy S1** applies a clustering technique on the training data set \( \{ \tilde{s}_1, \tilde{s}_2, \ldots, \tilde{s}_n \} \) with:

  \[
  \tilde{s}_i = [\tilde{s}_{i0} \, \tilde{s}_{i1} \ldots \tilde{s}_{im}]^\top \text{ for } i \in \{1, 2, \ldots, n\}. \tag{8}
  \]

- **Strategy S2** uses two independent executions of the classification algorithm to populate the waiting list: the first execution is applied on the set related to the objective function \( \{ \tilde{s}_{10}, \tilde{s}_{20}, \ldots, \tilde{s}_{n0} \} \) and the second run is used on the set related to the constraints \( \{ \tilde{s}_{1[1,m]}, \tilde{s}_{2[1,m]}, \ldots, \tilde{s}_{n[1,m]} \} \) with:

  \[
  \tilde{s}_{i[1,m]} = [\tilde{s}_{i1} \, \tilde{s}_{i2} \ldots \tilde{s}_{im}]^\top \text{ for } i \in \{1, 2, \ldots, n\}. \tag{9}
  \]

- **Strategy S3** is identical to S2 except that the second run of the clustering algorithm is applied to the training data from strategy S1.

- **Strategy S4** applies the clustering on the set \( \{ \tilde{s}_{1\{j_1,j_2\}}, \tilde{s}_{2\{j_1,j_2\}}, \ldots, \tilde{s}_{n\{j_1,j_2\}} \} \) where:

  \[
  \tilde{s}_{i\{j_1,j_2\}} = [\tilde{s}_{ij_1} \, \tilde{s}_{ij_2}]^\top \text{ for } i \in \{1, 2, \ldots, n\}; \tag{10}
  \]

  with \( j_1 \) and \( j_2 \) two output indices randomly selected.
3.2 Exploiting the sensitivity matrix with $k$-mean

Unsupervised learning is a branch of machine learning that attempts to identify structure in a set of unlabeled training data. The $k$-mean algorithm [36] is one of the most popular unsupervised classification method used to automatically partition data into $k$ clusters.

**Algorithm 1: $k$-mean algorithm [36]**

1: Initialize $k$ centroids (center of clusters) using Latin Hypercube Sampling.
2: Assign each input from the training data to the cluster with the closest centroid.
3: Update the centroids positions.
4: Repeat 2 and 3 until the centroids do not move anymore.

Each cluster contains variables that share similar characteristics. In this case, a cluster contains the variables that have a similar influence on the problem. These clusters are appended to a waiting list, and each time a slave process asks for a new subproblem, one of the clusters is dispatched by the master to this slave process.

Since the $k$-mean method is local and the $k$ parameter cannot be chosen efficiently before the computation, the method is enclosed in a loop to determine the best parameter $k^*$ on a predefined domain while initializing the centroids with a Latin Hypercube Sampling at each iteration:

$$k^* \in \arg\min_{k \in \text{dom}} \sum_{i=1}^{n} \| \tilde{s}_i - \text{centroid}_k(\tilde{s}_i) \|$$  \hspace{1cm} (11)

where $\text{dom}$ represents the range of values for $k$, and $\text{centroid}_k(\tilde{s}_i)$ is the function that returns the centroid closest to $\tilde{s}_i$ for the run of the $k$-mean algorithm with $k$ clusters. We introduce the parameter $P_K \in \{Q,H\}$ to designate the two different domains that are compared in the computational results ($Q$ stands for quarter and $H$ for half):

$$k \in \begin{cases} \left\{ \left\lceil \frac{3}{4} \sqrt{n} \right\rceil, \ldots, \lfloor \sqrt{n} \rfloor \right\} & \text{if} \quad P_K = Q \\
\left\{ \left\lceil \frac{\sqrt{n}}{2} \right\rceil, \ldots, \lfloor \sqrt{n} \rfloor \right\} & \text{if} \quad P_K = H. \end{cases}$$  \hspace{1cm} (12)

3.3 Redefining the original PSD-MADS parameters

The two parameters $P_{ns}$ and $P_{bbe}$ defined in the original version of PSD-MADS extend to this improved version with a small difference. While $P_{ns}$ represents the number of variables selected randomly to build the subproblems in the original PSD-MADS, in the improved $k$-mean-based PSD-MADS, $P_{ns}$ defines an upper bound on the number of selected variables. This means that the size of the subproblems is now dynamic. $P_{bbe}$ still represents the maximum number of function evaluations allowed to solve a subproblem by MADS.

The chart in Figure 3 summarizes where all the parameters intervene in the variable selection process.
3.4 Hybrid approach

A limitation of the previous method is that after several blackbox evaluations, the sensitivity matrix tends to stabilize and the \( k \)-mean algorithm proposes similar clusters at each iteration. This generates points that have already been evaluated while new points become scarce. Preliminary tests confirm this phenomenon, which becomes more important as the number of blackbox evaluations increases: the \( k \)-mean algorithm populates the waiting list several times before finding a new point which makes reaching the maximum number of evaluations slower.

To remedy to this situation, we propose a hybrid approach using the same \( k \)-mean-based method as previously, except that, if the \( k \)-mean algorithm fails to find a new iterate for a given number of times \( P_{in}^H \) then we switch to a random selection of variables as described in the original PSD-MADS algorithm. After a predetermined number of evaluations \( P_{out}^H \) are executed, the algorithm reverts back to the \( k \)-mean-based selection method. The random selection of variables serves as a diversification step to shake up the sensitivity matrix and discover new groups of variables.

The parameters used for the transition between the two variable selection methods are chosen to limit wasting time on the \( k \)-mean algorithm when it produces the same clusters and to evaluate enough new points with the random selection to disrupt the sensitivity matrix and discover new groups of variables. If the \( k \)-mean routine does not produce a subproblem that leads to a new better point after filling the clusters waiting list for three consecutive times \( (P_{in}^H = 3) \), the hybrid approach switches to a random selection of variables. This random
The original version of PSD-MADS uses a random selection of $P_{ns}$ variables to build a subproblem with a budget of $P_{bbe}$ evaluations. In this section, the following algorithm is adopted for building $P_{H}^{\text{out}} = 5n$ subproblems before shifting back to the $k$-mean routine again.

The remaining parameters of the hybrid approach are exactly the same as the ones defined for the improved method, except for $P_{ns}$ which represents the upper bound on the number of selected variables in the $k$-mean phase and the size of the subproblems in the random variable selection phase.

## 4 Computational results

In this section, different versions of PSD-MADS are compared on a set of constrained problems. After a description of the test set and the algorithmic variants, the first part of the computational results focuses on the selection of suitable default values for the different parameters $P_{ns}$, $P_{bbe}$, $P_{vr}$, $P_{K}$ and $P_{S}$, introduced earlier. In the second part, the improved PSD-MADS with these default parameter values is compared with the hybrid method using a problem of 4,000 variables.

### 4.1 Test problems and algorithmic variants

This first part lists the parameters that tune the improved PSD-MADS algorithm and presents its different versions. In addition, the test problems are presented, as well as a description of the comparison tools used in this study. Table 1 presents the five parameters with sets of values to test.

<table>
<thead>
<tr>
<th>Param</th>
<th>Description</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{ns}$</td>
<td>Upper bound of the number of variables used to build subproblems.</td>
<td>2: maximum size of subproblems is 2 3: maximum size of subproblems is 3 5: maximum size of subproblems is 5 10: maximum size of subproblems is 10</td>
</tr>
<tr>
<td>$P_{bbe}$</td>
<td>Number of blackbox evaluations allowed in each subproblem.</td>
<td>10: 10 evaluations 20: 20 evaluations 30: 30 evaluations</td>
</tr>
<tr>
<td>$P_{vr}$</td>
<td>Number of variable ranges used to build the sensitivity matrix.</td>
<td>2: $10^2$ variable ranges 3: $10^3$ variable ranges 4: $10^4$ variable ranges</td>
</tr>
<tr>
<td>$P_{K}$</td>
<td>The range of values used to select the best number of clusters for the $k$-mean algorithm.</td>
<td>Q: $\left\lceil \frac{1}{4} \sqrt{n} \right\rceil \leq k \leq \left\lceil \sqrt{n} \right\rceil$ H: $\left\lceil \sqrt{\frac{n}{2}} \right\rceil \leq k \leq \left\lceil \sqrt{n} \right\rceil$</td>
</tr>
<tr>
<td>$P_{S}$</td>
<td>Different strategies of regrouping outputs to apply $k$-mean on a submatrix of the sensitivity matrix.</td>
<td>S1: The entire sensitivity matrix S2: Objective alone and then constraints S3: Objective alone and then entire matrix S4: Random selection of outputs</td>
</tr>
</tbody>
</table>

Table 1: Parameters of the improved version of PSD-MADS.
referred to as Original-$P_{ns}$-$P_{bbe}$. For our improved method relying on the $k$-mean algorithm, the other three parameters are defined as well. These improved variants are noted: Improved-$P_{ns}$-$P_{bbe}$-$P_{vr}$ $P_{K}$ $P_{S}$. Table 2 lists all versions of PSD-MADS tested to select default values of the parameters.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>$P_{ns}$</th>
<th>$P_{bbe}$</th>
<th>$P_{vr}$</th>
<th>$P_{K}$</th>
<th>$P_{S}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Improved-5-20-3QS1</td>
<td>5</td>
<td>20</td>
<td>3</td>
<td>Q</td>
<td>S1</td>
</tr>
<tr>
<td>Improved-5-20-3QS2</td>
<td>5</td>
<td>20</td>
<td>3</td>
<td>Q</td>
<td>S2</td>
</tr>
<tr>
<td>Improved-5-20-3QS3</td>
<td>5</td>
<td>20</td>
<td>3</td>
<td>Q</td>
<td>S3</td>
</tr>
<tr>
<td>Improved-5-20-3QS4</td>
<td>5</td>
<td>20</td>
<td>3</td>
<td>Q</td>
<td>S4</td>
</tr>
<tr>
<td>Improved-5-20-2QS1</td>
<td>5</td>
<td>20</td>
<td>2</td>
<td>Q</td>
<td>S1</td>
</tr>
<tr>
<td>Improved-5-20-4QS1</td>
<td>5</td>
<td>20</td>
<td>4</td>
<td>Q</td>
<td>S1</td>
</tr>
<tr>
<td>Improved-5-10-3QS1</td>
<td>5</td>
<td>10</td>
<td>3</td>
<td>Q</td>
<td>S1</td>
</tr>
<tr>
<td>Improved-5-30-3QS1</td>
<td>5</td>
<td>30</td>
<td>3</td>
<td>Q</td>
<td>S1</td>
</tr>
<tr>
<td>Improved-10-20-3QS1</td>
<td>10</td>
<td>20</td>
<td>3</td>
<td>Q</td>
<td>S1</td>
</tr>
<tr>
<td>Improved-5-20-3QS3</td>
<td>5</td>
<td>20</td>
<td>3</td>
<td>Q</td>
<td>S3</td>
</tr>
<tr>
<td>Improved-5-30-3QS3</td>
<td>5</td>
<td>30</td>
<td>3</td>
<td>Q</td>
<td>S3</td>
</tr>
<tr>
<td>Improved-10-20-3QS3</td>
<td>10</td>
<td>20</td>
<td>3</td>
<td>Q</td>
<td>S3</td>
</tr>
<tr>
<td>Improved-5-20-3QS4</td>
<td>5</td>
<td>20</td>
<td>3</td>
<td>Q</td>
<td>S4</td>
</tr>
<tr>
<td>Improved-2-20-3QS1</td>
<td>2</td>
<td>20</td>
<td>3</td>
<td>Q</td>
<td>S1</td>
</tr>
<tr>
<td>Improved-3-20-3QS1</td>
<td>3</td>
<td>20</td>
<td>3</td>
<td>Q</td>
<td>S1</td>
</tr>
<tr>
<td>Improved-10-20-3QS1</td>
<td>10</td>
<td>20</td>
<td>3</td>
<td>Q</td>
<td>S1</td>
</tr>
</tbody>
</table>

Table 2: Algorithms used in the computational tests.

Table 3 presents the 12 constrained optimization problems to test the algorithmic variants with a number of variables ranging from 60 to 4,000.

<table>
<thead>
<tr>
<th>name</th>
<th>$n$</th>
<th>$m$</th>
<th>source</th>
<th>name</th>
<th>$n$</th>
<th>$m$</th>
<th>source</th>
<th>name</th>
<th>$n$</th>
<th>$m$</th>
<th>source</th>
</tr>
</thead>
</table>

Table 3: List of test problems.

A budget of 100$n$ blackbox evaluations is allowed for each run of a variant of PSD-MADS on a problem with $n$ variables, except for B250 and B500 which have a maximum of 60,000 evaluations. Since there are some aspects of the improved algorithms that rely on randomness (selection of variables, initialization of the $k$-mean centroids, output selection, etc.), each algorithm from Table 3 is executed 30 times on each problem (except G2-4000 which is used later in the second part of this section). Each instance is run in parallel using 500 distributed processes of CASIR, the supercomputer based at Hydro-Québec with 4,300 cores.

Data profiles [18, 51] are used to analyze the runs. If $S$ is the set of algorithms to compare and $\mathcal{P}$ the set of instances, the performance measure $t_{p,s}$ ($p \in \mathcal{P}, s \in S$) is the minimum number of evaluations needed to comply with the following convergence test:

$$f(x_0) - f(x) \geq (1 - \tau)(f(x_0) - f_L),$$

(13)

where $x_0$ is the starting point of $p$, $\tau$ is the chosen tolerance and $f_L$ is the minimum objective function value found by all solvers $s \in S$ for a predefined number of evaluations and for each problem $p$. For a solver $s \in S$, the data profile is

$$d_s(\kappa) = \frac{1}{\text{card}(\mathcal{P}) \cdot \text{card}\{p \in \mathcal{P} : \frac{t_{p,s}}{n_p + 1} \leq \kappa\}},$$

(14)
with \( n_p \) the number of variables of \( p \). The data profile represents the ratio of instances solved by \( s \) given \( \kappa \) groups of \( n_p + 1 \) evaluations and a tolerance \( \tau \).

### 4.2 Selection of default values for the improved PSD-MADS algorithm

The first objective of this computational comparison is to determine a set of default values for the improved PSD-MADS coefficients. We choose the following starting values for the five parameters: \( P_{ns} = 5 \), \( P_{bbe} = 20 \), \( P_{vr} = 3 \), \( P_{K} = Q \) and \( P_{S} = S1 \). In the next five subsections, all but one parameter are fixed. The parameter that varies takes values shown in Table 1. The best value of each parameter is chosen as the default value for the improved version of PSD-MADS.

**Parameter \( P_{vr} \)**

To choose a default value for this parameter, the other coefficients are fixed as follows: \( P_{ns} = 5 \), \( P_{bbe} = 20 \), \( P_{K} = Q \) and \( P_{S} = S1 \). Figure 4 compares between Original-5-20, Improved-5-20-2QS1, Improved-5-20-3QS1 and Improved-5-20-4QS1.

![Data profiles for \( \tau = 10^{-1} \).](image)

![Data profiles for \( \tau = 10^{-2} \).](image)

![Data profiles for \( \tau = 10^{-3} \).](image)

Figure 4: Comparison of the original and improved methods with different number of variable ranges \( 10^{P_{vr}} \) for building the sensitivity matrix.

From the data profiles in Figure 4, it is difficult to designate a clear winner among the 3 versions of the improved algorithm. Nevertheless, for precisions \( \tau = 10^{-2} \) and \( \tau = 10^{-3} \), Improved-5-20-4QS1 slightly outperforms the remaining methods after 900\((n + 1)\) evaluations. This concurs with the fact that the larger \( P_{vr} \) the more accurate the sensitivity matrix is.

**Parameter \( P_{K} \)**
The remaining coefficients are set as follows: \( P_{ns} = 5, \ P_{bbe} = 20, \ P_{vr} = 3 \) and \( P_S = S1 \). Figure 5 compares Original-5-20, Improved-5-20-3QS1 and Improved-5-20-3HS1.

Both the improved algorithms produce better solutions than the original one. Although \( P_K = H \) covers a larger range of coefficients \( k \) (for the \( k \)-mean method) than \( P_K = Q \), the computational results suggest that using the latter value gives better results. Figure 5 shows that Improved-5-20-3QS1 is preferable to the other variants.

**Parameter \( P_S \)**

The parameters are fixed to \( P_{ns} = 5, \ P_{bbe} = 20, \ P_{vr} = 3 \) and \( P_S = Q \), and we compare between Original-5-20, Improved-5-20-3QS1, Improved-5-20-3QS2, Improved-5-20-3QS3 and Improved-5-20-3QS4.
Figure 6: Comparison of methods with different strategies $P_{vr}$ for regrouping outputs.

The Improved-5-20-3QS2 is the clear winner in this comparison. In Figure 6, Strategy S2 outperforms the other methods with a large margin. Strategies S2 and S3 run two clustering routines instead of one which can explain their superior results compared to the remaining approaches. There is still a large gap between Strategies S2 and S3. It seems that, while the first clustering in Strategy S2 is based on the objective function, which allows to improve the current solution, the second clustering, using only the constraints, builds subproblems that generate even more feasible trial points which helps explore the solution space more efficiently. Also, all the versions of the improved method outperform the original version of PSD-MADS again.

Parameter $P_{ns}$

For this parameter, we set $P_{bbe} = 20$, $P_{vr} = 3$, $P_K = Q$, $P_S = S_1$ and vary $P_{ns} \in \{2, 3, 5, 10\}$. The data profiles in Figure 7 show the comparison between Original-2-20, Original-3-20, Original-5-20, Original-10-20, Improved-2-20-3QS1, Improved-3-20-3QS1, Improved-5-20-3QS1 and Improved-10-20-3QS1.
Figure 7: Selecting a default value of the upper bound on the subproblem size $P_{ns}$ for the improved version of PSD-MADS.

The improved method of selecting variables relying on the $k$-mean algorithm outperforms the random selection used in the original version of PSD-MADS. This is confirmed in the data profiles from Figure 7 which show that using the improved approach with an upper bound $P_{ns} = 2$ yields the best results. Solving smaller subproblems seems to make PSD-MADS explore the solution space better. This concurs with the fact that the smaller the subproblem is, the more efficient MADS can solve it. The strategy Improved-2-20-3QS1 dominates the others.

Parameter $P_{bbe}$

This time, we set $P_{ns} = 5$, $P_{yr} = 3$, $P_{K} = Q$, $P_{S} = S1$ and let $P_{bbe}$ vary among 10, 20 and 30 blackbox evaluations. Data profiles in Figure 8 sum up the comparison between Original-5-10, Original-5-20, Original-5-30, Improved-5-10-3QS1, Improved-5-20-3QS1 and Improved-5-30-3QS1.
(a) Data profiles for $\tau = 10^{-1}$. (b) Data profiles for $\tau = 10^{-2}$. (c) Data profiles for $\tau = 10^{-3}$.

Figure 8: Selecting a default value of the maximum blackbox evaluations $P_{bbe}$ for the subproblems in PSD-MADS.

Allowing $P_{bbe} = 10$ blackbox evaluations for each subproblems with the improved variable selection method gives the best results with a large gap from the other methods. In Figure 8(b), while Improved-5-10-3QS1 solves almost 65% of the test instances, the remaining methods solve less than 20% of the problems after $900(n+1)$ evaluations. When the number of evaluations allocated for each subproblem is small, PSD-MADS builds more subproblems which means a better coverage of the solution space. The strategy Improved-5-10-3QS1 dominates the others.

In summary, the above extensive computational experiments allow us to propose the following default values for the five algorithmic parameters: $P_{ns} = 2$, $P_{bbe} = 10$, $P_{vr} = 4$, $P_{K} = Q$ and $P_{S} = S2$. This strategy will be refereed to as Improved-2-10-4QS2.

4.3 The hybrid approach

The hybrid method, as defined in Section 3.4, combines the random selection of variables used in the original PSD-MADS and the new $k$-mean-based approach used in the improved PSD-MADS.

To test the hybrid approach, the parameters are set as follows: $P_{ns} = 5$, $P_{bbe} = 20$, $P_{vr} = 3$, $P_{K} = Q$ and $P_{S} = S1$. The hybrid method is designated by Hybrid-5-20-3QS1 and it is compared with Original-5-20 and Improved-5-20-3QS1.

The results of this comparison are summarized in Figure 9 and in Table 4. For each problem and for each algorithm, the table gives the best ($Z_{best}$) and the worst ($Z_{worst}$) values.

---

1The computational tests presented in this subsection were conducted before we completed the analysis from the previous subsection. Therefore, we had not identified yet the values of the default parameters. This is why we have tested the hybrid approach with other parameter values. Access to the supercomputer is limited, and we could not use additional access time to perform additional runs.
of the objective function from the 30 instances, in addition to the average value \((Z_{\text{avg}})\) of all the runs. The best values are reported in boldface characters.

(a) Data profiles for \(\tau = 10^{-1}\).  
(b) Data profiles for \(\tau = 10^{-2}\).  
(c) Data profiles for \(\tau = 10^{-3}\).

Figure 9: Comparing the hybrid method to the original and improved PSD-MADS.

<table>
<thead>
<tr>
<th>Algo</th>
<th>Prob.</th>
<th>(Z_{\text{best}})</th>
<th>(Z_{\text{worst}})</th>
<th>(Z_{\text{avg}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original-5-20</td>
<td>G2-500</td>
<td>-0.13432</td>
<td>-0.058469</td>
<td>-0.11804</td>
</tr>
<tr>
<td>Improved-5-20-3QS1</td>
<td>G2-200</td>
<td>-0.26114</td>
<td>-0.22541</td>
<td>-0.23881</td>
</tr>
<tr>
<td>Hybrid-5-20-3QS1</td>
<td>G2-1000</td>
<td>-0.26724</td>
<td>-0.22974</td>
<td>-0.2555</td>
</tr>
<tr>
<td>Original-5-20</td>
<td>G2-1000</td>
<td>-0.13701</td>
<td>-0.062465</td>
<td>-0.096506</td>
</tr>
<tr>
<td>Improved-5-20-3QS1</td>
<td>G2-1000</td>
<td>-0.2581</td>
<td>-0.2331</td>
<td>-0.24885</td>
</tr>
<tr>
<td>Hybrid-5-20-3QS1</td>
<td>G2-2000</td>
<td>-0.2606</td>
<td>-0.2483</td>
<td>-0.25318</td>
</tr>
<tr>
<td>Original-5-20</td>
<td>DISK-500</td>
<td>-0.10528</td>
<td>-0.066553</td>
<td>-0.086113</td>
</tr>
<tr>
<td>Improved-5-20-3QS1</td>
<td>DISK-1000</td>
<td>-0.24533</td>
<td>-0.22492</td>
<td>-0.23985</td>
</tr>
<tr>
<td>Hybrid-5-20-3QS1</td>
<td>DISK-2000</td>
<td>-0.24344</td>
<td>-0.23622</td>
<td>-0.23975</td>
</tr>
<tr>
<td>Original-5-20</td>
<td>DISK-1000</td>
<td>-34.73</td>
<td>-29.1</td>
<td>-31.415</td>
</tr>
<tr>
<td>Improved-5-20-3QS1</td>
<td>DISK-1000</td>
<td>-28.482</td>
<td>-15.02</td>
<td>-22.027</td>
</tr>
<tr>
<td>Hybrid-5-20-3QS1</td>
<td>DISK-1000</td>
<td>-54.7</td>
<td>-44.16</td>
<td>-49.422</td>
</tr>
<tr>
<td>Original-5-20</td>
<td>DISK-1000</td>
<td>-36.13</td>
<td>-29.85</td>
<td>-33.797</td>
</tr>
<tr>
<td>Improved-5-20-3QS1</td>
<td>DISK-1000</td>
<td>-52.44</td>
<td>-16.298</td>
<td>-26.921</td>
</tr>
<tr>
<td>Hybrid-5-20-3QS1</td>
<td>DISK-1000</td>
<td>-66.77</td>
<td>-53.99</td>
<td>-61.922</td>
</tr>
<tr>
<td>Original-5-20</td>
<td>DISK-1000</td>
<td>-31.96</td>
<td>-30</td>
<td>-30.95</td>
</tr>
<tr>
<td>Improved-5-20-3QS1</td>
<td>DISK-1000</td>
<td>-30.783</td>
<td>-14.956</td>
<td>-21.954</td>
</tr>
<tr>
<td>Hybrid-5-20-3QS1</td>
<td>DISK-1000</td>
<td>-37.185</td>
<td>-30.398</td>
<td>-32.45</td>
</tr>
</tbody>
</table>

Table 4: Results summary for the original, improved and hybrid methods.

Figure 9 shows that using the \(k\)-mean method to exploit the sensitivity matrix alongside the random selection as a strategy to pick variables for building subproblems gives the best results by a large margin: for \(\tau = 10^{-3}\), the hybrid approach solves almost twice as much problems than when using the \(k\)-mean algorithm alone. In Table 4, the hybrid method has the best \(Z_{\text{worst}}\) value for 9 problems out of 11. It shows that bringing back the random selection in the improved method helps exploring the solution space better: for problems DISK-500
and DISK-1000, \( Z_{\text{worst}} \) for the hybrid method has a better value than the \( Z_{\text{best}} \) for the other two methods.

### 4.4 Tests on problem with 4,000 variables

Finally, let us set the parameters to their default values found in the previous test results: \( P_{ns} = 2 \), \( P_{bbe} = 10 \), \( P_{vr} = 4 \), \( P_{K} = Q \) and \( P_{3} = S2 \). We compare the original, improved and hybrid versions of PSD-MADS over the problem G2 with 4,000 variables. Each algorithm is executed a total of 30 times with the same starting points and only the best and the worst runs for each method are illustrated in the convergence plot in Figure 10 and reported in Table 5.

![Convergence graph for G2-4000.](image)

![Zoom on the right bottom area of the convergence graph.](image)

Figure 10: Convergence graph of the best and the worst runs of each algorithm with problem G2-4000.

<table>
<thead>
<tr>
<th>Algo</th>
<th>Prob.</th>
<th>( Z_{\text{best}} )</th>
<th>( Z_{\text{worst}} )</th>
<th>( Z_{\text{avg}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original-2-10</td>
<td>G2-4000</td>
<td>-0.098349</td>
<td>-0.052057</td>
<td>-0.079154</td>
</tr>
<tr>
<td>Improved-2-10-4QS2</td>
<td>G2-4000</td>
<td>-0.28788</td>
<td>-0.26198</td>
<td>-0.27218</td>
</tr>
<tr>
<td>Hybrid-2-10-4QS2</td>
<td></td>
<td>\textbf{-0.28949}</td>
<td>\textbf{-0.26274}</td>
<td>\textbf{-0.27681}</td>
</tr>
</tbody>
</table>

Table 5: Results summary of the comparison between the original, improved and hybrid versions of PSD-MADS on the G2-4000 problem.

In Figure 10(a), both improved and hybrid methods outperform the original PSD-MADS. The difference between the hybrid and improved approaches is not visible on Figure 10(a).
Nevertheless, Table 5 shows that the hybrid method is slightly better than the improved PSD-MADS method. A zoom on the area between 250,000 and 400,000 evaluations in the convergence graph 10(b) shows the slight superiority of the hybrid method.

5 Discussion

This work proposes a more efficient method to build the subproblems than the random selection of variables used in the original PSD-MADS algorithm. This improved method relies on a statistical approach to build a sensitivity matrix which quantifies the influence of the different variables on the various outputs of a problem. The $k$-mean algorithm is used to extract information from the sensitivity matrix and provide clusters of variables used to build the subproblems.

The improved PSD-MADS algorithm relies on five parameters which regulate the construction of the sensitivity matrix, the strategies of outputs grouping to extract data from this matrix, the choice of the parameter $k$ for the $k$-mean algorithm, the upper bound on the subproblems size, and the maximum blackbox evaluations allowed for all subproblems. Several values of these parameters are tested to select a default configuration for the new variable selection strategy. The computational results on constrained problems with up to 4,000 variables show a significant improvement over the original PSD-MADS, especially when using the hybrid method that switch back to the random selection of variables whenever the $k$-mean algorithm fails to define subspaces that lead to an improvement of the problem solution.

For future work, one of the extensions that seem natural is to add a search step to the MADS approach used to work on the subproblems. Since the subproblem size is generally small, it seems that using surrogates in a search strategy should improve the results returned by slave processes. Another path to explore is using the PFA method mentioned in Section 2.5. The problem with this approach is that it relies on multiplication and eigenvalues analysis of dense and large matrices which are time expensive. The idea would be to dedicate a slave process to execute the PFA algorithm on the set of history points and populate a list of variable clusters. Another extension involves the strategies discussed in this paper which are designed for using PSD-MADS in large systems and focus on populating all the available processes. Nevertheless, on smaller systems, these strategies have to be redefined to fully exploit the limited number of available processes. One of these strategies, mentioned in Section 3.1, relies on a decomposition between satisfied and violated constraints. This strategy is useful only when PSD-MADS starts with a non-feasible point. Finally, some preliminary tests showed that the sensitivity matrix can detect correlations between outputs, which opens up the way to define a new strategy grouping correlated outputs.
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