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Abstract

The convergence analysis of the alternating direction method of multipliers (ADMM) methods to convex/nonconvex combinational optimization have been well established in literature. Consider the extensive applications of weakly convex function in signal processing and machine learning (e.g. Special issue: DC-Theory, Algorithms and Applications, Mathematical Programming, 169(1):1-336, 2018), in this paper, we investigate the convergence analysis of ADMM algorithm to the strongly and weakly convex combinational optimization (SWCCO) problem. Specifically, we firstly build the convergence of the iterative sequences of the SWCCO-ADMM under a mild regularity condition; then we establish the $o(1/k)$ sublinear convergence rate to SWCCO-ADMM algorithm using the same conditions and the linear convergence rate by imposing gradient Lipschitz continuous condition to the objective function. The techniques used for convergence analysis in this paper is fundamental, and we accomplish the global convergence without using the Kurdyka-Lojasiewicz (KL) inequality, which is common but complex in the proof of nonconvex ADMM.
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1.1. Motivation and problem

The ADMM algorithm, as one of splitting/decoupling techniques, has been successfully exploited in a wide range of structured sparsity regularization optimization problems in machine learning and inverse problem. Of the most important issues in these applications focus on: (1) how to induce a reasonable sparse solution; (2) how to eliminate the disturbance(e.g. noise) while preserving the important features of the signal. Nonconvex penalty or regularization imposed on certain a priori being incorporated into optimization model can efficiently improve upon these two problems. In practice, however, it is hard to obtain a closed-form solution for generic nonconvex penalty except the weakly convex(a.k.a. semiconvex) penalty that including a large class of functions, e.g. difference-of-convex(DC) functions.

Motivated by these observations, in this paper, we consider the following widely used strongly and weakly convex combinational optimization (SWCCO) problem

$$\min_x F(x) = f(x) + g(Mx),$$

which is equivalent to the following constrained optimization problem,

$$\min_{x,y} f(x) + g(y) \quad s.t. \quad Mx = y.$$  

The corresponding SWCCO-ADMM algorithm, firstly proposed in\cite{15,16}, to \ref{eq:2} is

\begin{align*}
    x^{k+1} &= \arg \min_x L_\rho(x, y^k, p^k), \\
    y^{k+1} &= \arg \min_y L_\rho(x^{k+1}, y, p^k), \\
    p^{k+1} &= p^k + \rho(Mx^{k+1} - y^{k+1}).
\end{align*}  

where $L_\rho(x, y, p) = f(x) + g(y) + \langle p, Mx - y \rangle + \frac{\rho}{2} \|Mx - y\|^2$ is the augmented Lagrangian function(ALF) with $\rho$ is the penalty parameter and $p \in \mathbb{R}^n$ is the Lagrangian multiplier. The first-order optimality conditions to \ref{eq:3} are

\begin{align*}
    -\rho M^T(y^{k+1} - y^k) &\in \partial f(x^{k+1}) + M^T p^{k+1}, \\
    0 &\in \partial g(y^{k+1}) - p^{k+1}, \\
    \rho(Mx^{k+1} - y^{k+1}) = p^{k+1} - p^k.
\end{align*}  

where $M^T(y^{k+1} - y^k)$, $Mx^{k+1} - y^{k+1}$ (or $p^{k+1} - p^k$) are dual and primal residual respectively.

The main tasks of this manuscript are to built the convergence and sublinear(or linear) convergence rate to the SWCCO-ADMM algorithm \ref{eq:3} under quite general assumptions.
1.2. Related works

In order to avoid solving a nonconvex optimization problem directly, intuitively, we can separate a part from the strongly convex term to the weakly convex term to make optimization problem (1) to be a convex-convex combination. However, it is infeasible in most cases, since these two terms in (1) usually play different roles in signal processing, thus such a simple separation will completely change the sense of the original model; moreover, linear operator involved in these terms will make such a separation very hard; and even if it can be separated, the recombined model will become more hard to be solved as shown in [3, 24].

The convergence analysis of the forward-backward splitting (FBS) and the Douglas-Rachford splitting (DRS) method to SWCCO problem with $M$ is an identity map have been established in [2, 3, 18] very recently. Even though using DRS to the dual problem is equivalent to using ADMM to primal problem as shown in [10, 12] in the context of convex cases, this is not the case for nonconvex optimization problem, since the conjugate function of a nonconvex function has not been well defined yet in literature. Therefore, it is necessary to establish the convergence of SWCCO-ADMM algorithm.

In convex case, convergence analysis to ADMM has been well built in [5, 7, 11, 14]. For nonconvex case, however, it has merely been investigated limited to certain specific assumptions. This is because the iterative sequences $(x^k, y^k, p^k)$ generated by ADMM to nonconvex optimization problem does not satisfy the Féjer monotonicity; moreover, the sufficient decrease condition [1] used to measure the quality of descent methods to nonconvex objective function $F(x)$ is also no longer valid. In order to prove convergence to nonconvex ADMM algorithm, some uncheckable or unreasonable assumptions have to be imposed to objective functions or to iterative sequences $(x^k, y^k, p^k)$. In addition, global convergence or convergence rate of nonconvex optimization problem usually require $F(x)$ to satisfy the Kurdyka-Łojasiewicz (KL) property at each point, of which the KL exponent (i.e. the geometrical properties of the objective function around its stationary point) is not easily to be determined [1].

In fact, the key steps to establish convergence analysis to nonconvex ADMM algorithm is to prove the dual residual $M^T(y^{k+1} - y^k)$ and the primal residual $(Mx^{k+1} - y^{k+1})(or (p^{k+1} - p^k))$ goes to zero as $k \to \infty$. To this end, one common method developed in very recently papers [22, 23, 28, 29] is to exploit the monotonically nonincreasing of certain type of Lyapunov function (e.g. the ALF [22, 23, 28] or its variant [29]) to measure the iterative error. Furthermore, the global convergence to the stationary point to nonconvex optimization problem can be obtained by using KL inequality. However, we have to emphasize that using the ALF or its variant to be the Lyapunov function has trouble to handle the non-smooth objective functions, since Lyapunov function may no longer be monotone.
Table 1: Regularity conditions to convergence analysis of ADMM for nonconvex optimization problem

<table>
<thead>
<tr>
<th>Work</th>
<th>Condition</th>
<th>$M$</th>
<th>$f$, $g$</th>
<th>KL property</th>
<th>Lyapunov function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hong [22]</td>
<td>$M=I$ and $f$ and $g$ gradient Lipschitz continuous</td>
<td>no</td>
<td>ALF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Li [23]</td>
<td>full row rank bounded Hessian of $f$</td>
<td>yes</td>
<td>ALF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wang [28]</td>
<td>full row rank $f$ gradient Lipschitz continuous $g$ strongly convex</td>
<td>yes</td>
<td>variants of ALF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wang [29]</td>
<td>weak full column rank condition $f$ gradient Lipschitz continuous $g$ has special structure</td>
<td>yes</td>
<td>ALF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ours</td>
<td>full column rank $f$ strongly convex $g$ weakly convex</td>
<td>no</td>
<td>$H^k$ (shown in section 3)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

decreasing in this case. Thus, in [22, 23, 28, 29], at least one or part of objective functions are required to be gradient Lipschitz continuous to guarantee algorithm convergence, which however will great limit the applications of the model [1].

On the other hand, the surjective (i.e. full row rank) assumption to linear mapping $M$, which is a necessary condition to prove monotonically nonincreasing of ALF in [22, 23, 28, 29], however, will exclude many interesting applications. In fact, many well-known developed sparse representation operators $M$ do not satisfy the full row rank condition, for example, the framelet or the learned sparse representation redundant dictionary from data. Moreover, if we assume $f(x)$ to be gradient Lipschitz continuous and $M$ is full row rank, then problem (2) actually can be solved using block coordinate descent methods (BCD) [4] and do not need ADMM algorithm. Specifically, suppose $M$ to be full row rank, then there exists nonsingular matrix $M_1$ can split the constraint $Mx = y$ into the following formulation $M_1 x_1 + M_2 x_2 = y$. That is $x_1 = M_1^{-1}(y - M_2 x_2)$. In this case, the constrained optimization problem (2) can be reformatted as the following unconstrained optimization problem

$$\min_{x_1, x_2, y} f(x_1, x_2) + g(y) = f\left(M_1^{-1}(y - M_2 x_2), x_2\right) + g(y)$$  \hspace{1cm} (5)

is equivalent to

$$\min_{x_2, y} h(x_2, y) + <0, x_2> + g(y)$$  \hspace{1cm} (6)

which can be solve by BCD. The regularity conditions used in convergence analysis to nonconvex ADMM summarized in Table 1.

Very recently, a similar works [24, 27] compared with this manuscript, has been investigated to use the primal-dual hybrid gradient (PDHG) method to solve (1), and the convergence analysis is also well established in this literature. Although,
the PDHG in [24], which is a relaxed alternating minimization algorithm (AMA) [13], is apparently similar to the ADMM, they are in fact quite different. Actually, it is has a deep relationship with the inexact Uzawa method [13, 27].

1.3. Contributions

In this paper, without requiring gradient Lipschitz continuous of any (or part) of objective functions, we will establish the convergence analysis of SWCCO-ADMM algorithm (3) merely need $M$ to be full column rank. We also establish the sublinear convergence rate with the similar assumptions of that used to convergence analysis, and establish the linear convergence rate of SWCCO-ADMM algorithm need some additional regularity assumptions. In addition, we use the nonnegative Lyapunov function defined in [5] to measure the iterative error instead of using ALF, and global convergence result can be obtained without using KL inequality. Thus, our proof is relatively more fundamental than the works in [22, 23, 28, 29].

We summarize the contributions of this manuscript as follows.

- We prove that the iterative sequences $\{(x^k, y^k, p^k)\}$ of SWCCO-ADMM (3) globally converge to the critical point of (2) under the conditions that the strongly convex dominate the weakly convex terms and the penalty parameter $\rho$ is at least larger than two times of weakly convex modulus. We also give an example that the SWCCO-ADMM (3) will diverge if the later condition do not be satisfied. Meanwhile, we prove the iterative sequence $\{x^k\}$ generated by ADMM (3) converges to an optimal solution of (1).

- We build sublinear convergence rate $o(1/k)$ for the SWCCO-ADMM algorithm using the same regularity conditions as the convergence analysis. To the best our knowledge, this is the first sublinear convergence rate result for nonconvex ADMM algorithm.

- Furthermore, we establish the linear convergence rate to the SWCCO-ADMM algorithm by imposing the gradient Lipschitz continuous on one of the objective function.

The rest of this paper is organized in the following. In section 2, we list some fundamental definitions which are useful for the following analysis. Then, the convergence of ADMM for the case SWCCO is established in section 3. Next, we build the sublinear and linear convergence rate in section 4. Lastly, some conclusions are given in section 5.

2. Preliminaries

In this part, we list some fundamental definitions and notations for the following analysis.
We denote $\langle \cdot, \cdot \rangle$ and $\| \cdot \|$ by the inner product and a norm on finite-dimensional real vectors spaces $X$ and $Y$ respectively. For a given function $f : \mathbb{R}^n \to \mathbb{R} \cup \{ \infty \}$, we denote $\text{dom} f = \{ x : f(x) < +\infty \} \neq \emptyset$. The largest and smallest eigenvalue of linear operator $M$ defined by $\lambda_{\text{max}}(M)$ and $\lambda_{\text{min}}(M)$ respectively.

**Definition 2.1.** Function $f : \mathbb{R}^n \to \mathbb{R} \cup \{ \infty \}$ is said to be strongly convex with modulus $\rho_1 > 0$ if $f(x) - \frac{\rho_1}{2}\|x\|^2$ is convex; function $g : \mathbb{R}^n \to \mathbb{R} \cup \{ \infty \}$ is said to be weakly convex with modulus $\rho_2 > 0$, if $g(y) + \frac{\rho_2}{2}\|y\|^2$ is convex.

The strongly and weakly functions have the following properties [25]. Let $f : \mathbb{R}^n \to \mathbb{R} \cup \{ \infty \}$ be strongly convex function with modulus $\rho_1$. Then for $u_1 \in \partial f(x_1), u_2 \in \partial f(x_2)$, we have

$$\langle u_1 - u_2, x_1 - x_2 \rangle \geq \rho_1 \|x_1 - x_2\|^2. \quad (7)$$

For weakly convex function $g : \mathbb{R}^n \to \mathbb{R} \cup \{ \infty \}$ with modulus $\rho_2$ and $v_1 \in \partial g(y_1), v_2 \in \partial g(y_2)$, we have

$$\langle v_1 - v_2, y_1 - y_2 \rangle \geq -\rho_2 \|y_1 - y_2\|^2. \quad (8)$$

**Definition 2.2.** [26] Let $f : \mathbb{R}^n \to \mathbb{R} \cup \{ \infty \}$ be proper lower semi-continuous function and finite at $\bar{x} \in \mathbb{R}^n$.

(i) The Fréchet subdifferential of $f$ at $\bar{x}$, written by $\hat{\partial}f(\bar{x})$, is the set

$$\{ u \in \mathbb{R}^n : \liminf_{x \to \bar{x}} \frac{f(x) - f(\bar{x}) - \langle u, x - \bar{x} \rangle}{\|x - \bar{x}\|} \geq 0 \}. \quad (i)$$

(ii) The limiting subdifferential of $f$ at $\bar{x}$, written by $\partial f(\bar{x})$, is the set

$$\{ u \in \mathbb{R}^n : \exists x^k \to \bar{x}, f(x^k) \to f(\bar{x}), u^k \in \hat{\partial}f(x^k), u^k \to u \}. \quad (ii)$$

From this definition, let $f : \mathbb{R}^n \to \mathbb{R} \cup \{ \infty \}$ is a proper lower semi-continuous function we can get the following assertions.

(i) The subdifferential of $f$ at $\bar{x}$ is the set

$$\{ u \in \mathbb{R}^n : \forall x \in \mathbb{R}^n, \langle x - \bar{x}, u \rangle + f(\bar{x}) \leq f(x) \}. \quad (i)$$

(ii) The limiting subdifferential of $f$ is closed, i.e. if $y^k \to \bar{y}, v^k \to \bar{v}, g(y^k) \to g(\bar{y})$ and $v^k \in \partial g(y^k)$, then $\bar{v} \in \partial g(\bar{y})$.

(iii) Suppose $\text{dom}(f) \cap \text{dom}(g \circ M) \neq \emptyset$, then

$$\partial (f(x) + g(Mx)) = \partial f(x) + M^T(\partial g)(Mx).$$
Definition 2.3. Let $S \neq \emptyset$ be the set of critical point of augmented Lagrangian function $L_\rho$. A triple $(x^*, y^*, z^*) \in S$ is a critical point if

$$-M^T p^* \in \partial f(x^*), \quad p^* \in \partial g(y^*) \quad \text{and} \quad M^T x^* - y^* = 0.$$ 

In order to build the linear convergence, we need the following gradient Lipschitz continuous definition.

Definition 2.4. Let $f$ be a differentiable function, then the gradient $\nabla f$ is called Lipschitz continuous with modulus $L > 0$ if

$$\|\nabla f(x_1) - \nabla f(x_2)\| \leq L \|x_1 - x_2\|, \quad \forall x_1, x_2 \in \text{dom} f.$$ 

We will often use the following relations, for all vectors $u, v, w \in \mathbb{R}^n$,

$$2\langle u - v, w - u \rangle = \|v - w\|^2 - \|u - v\|^2 - \|u - w\|^2; \quad (9)$$

$$\|u + v\|^2 \leq (1 + \frac{1}{\gamma})\|u\|^2 + (1 + \gamma)\|v\|^2, \quad \forall \gamma > 0; \quad (10)$$

3. Convergence Analysis

In this section we will study the convergence of the SWCCO-ADMM algorithm under the following mild assumptions.

Assumption 3.1. (i) Let $f(x)$ be strongly convex with modulus $\rho_1 > 0$ and $g(y)$ be weakly convex with modulus $\rho_2 > 0$, respectively; and the set of augmented Lagrangian function critical point $S$ is nonempty. For $\forall \mu > 0$, we need

$$\rho_1 - \rho_2 \|M\|^2 - \mu \geq 0; \quad (11)$$

(ii) We also suppose that the penalty parameter $\rho$ in augmented Lagrangian function satisfy,

$$\rho > 2\rho_2 + \frac{8\rho_2^2 \|MM^T\|}{\mu}. \quad (12)$$

Assumption 3.2. $\text{dom}(f) \cap \text{dom}(g \circ M) \neq \emptyset$.

Remark 3.1. From (ii) of Assumption 3.1, we will obtain that $\rho$ is at least larger than $2\rho_2$. This assumption not only ensure the unique solution of the second sub-problem in ADMM algorithm as shown later, but also used to ensure Lyapunou function $H^k$ defined in Lemma 3.1 has sufficient descent property. We also give an example that the iterative sequences of ADMM will diverge if this assumption is not satisfied in the end of this section.
For the sake of convenience, let a triple \((x^*, y^*, p^*)\) be one of the critical point of augmented function; \(z^{k+1} = -M^T p^k - \rho M^T (M x^{k+1} - y^k); x_e^{k+1} = x^{k+1} - x^*; y_e^{k+1} = y^{k+1} - y^*; p_e^{k+1} = p^{k+1} - p^*\) and \(e^{k+1} = z^{k+1} - (-M^T p^*)\) in the following proof processing. Then by strongly convex property (7) of \(f(x)\) and weakly convex property (8) of \(g(y)\) we have

\[
\langle z_e^{k+1}, x_e^{k+1} \rangle \geq \rho_1 \|x_e^{k+1}\|^2,
\]

and

\[
\langle p_e^{k+1}, y_e^{k+1} \rangle \geq -\rho_2 \|y_e^{k+1}\|^2.
\]

By Assumption 3.1, we will obtain the following monotonically nonincreasing property of the nonnegative Lyapunou function \(H^k = \frac{\rho}{2}\|y_e^k\|^2 + \frac{1}{2\rho} \|p_e^k\|^2\), which will play an important role in our convergence analysis. Note that \(x_e^k\) is not considered in \(H^k\), since primal variable \(x\) can be regarded as an intermediate variable in the iterations of SWCCO-ADMM while \(y\) and \(p\) are the essential variables.

**Lemma 3.1.** Let \(H^k = \frac{\rho}{2}\|y_e^k\|^2 + \frac{1}{2\rho} \|p_e^k\|^2\). Then the iterative sequences \(\{(x^k, y^k, p^k)\}\) generated by SWCCO-ADMM algorithm (3) satisfies

\[
H^k - H^{k+1} \geq \sigma_1 \|x_e^{k+1}\|^2 + \sigma_2 \|y^{k+1} - y^k\|^2 + \sigma_3 \|p^{k+1} - p^k\|^2.
\]

where \(\sigma_1 = \rho_1 - \rho_2 \|M\|^2 - \mu \geq 0\), \(\sigma_2 = \frac{\rho}{2} - \rho_2 > 0\) and \(\sigma_3 = \frac{1}{2\rho} - \frac{\rho_2}{\rho^2} - \frac{4\rho_2 \|MM^T\|}{\rho^3 \mu} > 0\).

**Proof:** By the optimality condition of (4), we have

\[
\begin{cases}
-\rho M^T (y_e^{k+1} - y_e^k) - M^T p_e^{k+1} \in \partial f(x^{k+1}) - \partial f(x^*); \\
p_e^{k+1} \in \partial g(y^{k+1}) - \partial g(x^*).
\end{cases}
\]

Then, by (13) and (14), it follows that

\[
\langle -M^T p_e^{k+1} - \rho M^T (y_e^{k+1} - y_e^k), x_e^{k+1} \rangle \geq \rho_1 \|x_e^{k+1}\|^2;
\]

\[
\langle p_e^{k+1}, y_e^{k+1} \rangle \geq -\rho_2 \|y_e^{k+1}\|^2.
\]

Adding these two inequalities, then

\[
\langle -M^T p_e^{k+1} - \rho M^T (y_e^{k+1} - y_e^k), x_e^{k+1} \rangle + \langle p_e^{k+1}, y_e^{k+1} \rangle \geq \rho_1 \|x_e^{k+1}\|^2 - \rho_2 \|y_e^{k+1}\|^2.
\]
By rearranging the left side of inequality (17), we have

\(-MT p_e^{k+1} - \rho M^T (y_e^{k+1} - y_e^k), x_e^{k+1} + \langle p_{e}^{k+1}, y_{e}^{k+1} \rangle\)

\[= -\langle p_{e}^{k+1}, M x_e^{k+1} \rangle - \rho \langle y_{e}^{k+1} - y_{e}^k, M x_e^{k+1} \rangle + \langle p_{e}^{k+1}, y_{e}^{k+1} \rangle \]

\[= -\frac{1}{\rho} (\langle p_{e}^{k+1}, p_{e}^{k+1} \rangle - \rho \langle y_{e}^{k+1}, M x_e^{k+1} \rangle + \rho \langle y_{e}^k, M x_e^{k+1} \rangle) \]

\[= -\frac{1}{\rho} \left( \|p_{e}^{k+1}\|^2 + \|p_{e}^{k+1} - p_{e}^{k}\|^2 - \|p_{e}^{k}\|^2 \right) - \frac{\rho}{2} (\|y_{e}^{k+1}\|^2 + \|M x_e^{k+1}\|^2 - \|M x_e^{k+1} - y_e^{k+1}\|^2) \]

\[+ \frac{\rho}{2} (\|y_e^k\|^2 + \|M x_e^{k+1}\|^2 - \|M x_e^{k+1} - y_e^k\|^2) \]

\[= \frac{1}{2\rho} (\|p_{e}^{k}\|^2 - \|p_{e}^{k+1}\|^2) + \frac{\rho}{2} (\|y_e^k\|^2 - \|y_e^{k+1}\|^2) - \frac{\rho}{2} \|M x_e^{k+1} - y_e^k\|^2, \quad (18) \]

where the third equation follows from the cosine rule (9). Then, combining (17) and (18), we have

\[H^k - H^{k+1} \geq \rho_1 \|x_e^{k+1}\|^2 - \rho_2 \|y_e^{k+1}\|^2 + \frac{\rho}{2} \|M x_e^{k+1} - y_e^k\|^2. \quad (19)\]

Notice that (19) does not imply the nonincreasing of \(H^k\) since the second negative term \(-\rho_2 \|y_e^{k+1}\|^2\) on the right side. Next, we will deal with this term using strongly and weakly convexity of function \(f(x)\) and \(g(y)\), respectively.

Firstly, the third term \(\frac{\rho}{2} \|M x_e^{k+1} - y_e^k\|^2\) on the right side of (19) can be rewritten as follows:

\[\frac{\rho}{2} \|M x_e^{k+1} - y_e^k\|^2 = \frac{\rho}{2} \|M x_e^{k+1} - y_e^{k+1} + y_e^{k+1} - y_e^k\|^2 \]

\[= \frac{\rho}{2} \|M x_e^{k+1} - y_e^{k+1}\|^2 + \frac{\rho}{2} \|y_e^{k+1} - y_e^k\|^2 + \rho \langle M x_e^{k+1} - y_e^{k+1}, y_e^{k+1} - y_e^k \rangle \]

\[= \frac{1}{2\rho} \|p_{e}^{k+1} - p_{e}^k\|^2 + \frac{\rho}{2} \|y_e^{k+1} - y_e^k\|^2 + \rho \langle p_{e}^{k+1} - p_{e}^k, y_e^{k+1} - y_e^k \rangle \]

\[\geq \frac{1}{2\rho} \|p_{e}^{k+1} - p_{e}^k\|^2 + \left( \frac{\rho}{2} - \rho_2 \right) \|y_e^{k+1} - y_e^k\|^2, \quad (20) \]

where the inequality follows from the weakly convex property (8). Secondly, from the last equation of (3), it follows that

\[\rho_2 \|y_e^{k+1}\|^2 = \frac{\rho_2^2}{\rho^2} \|p_{e}^{k+1} - p_{e}^k - \rho M x_e^{k+1}\|^2 \]

\[= \frac{\rho_2^2}{\rho^2} \|p_{e}^{k+1} - p_{e}^k\|^2 + \rho_2 \|M x_e^{k+1}\|^2 - \frac{2\rho_2^2}{\rho} \langle p_{e}^{k+1} - p_{e}^k, M x_e^{k+1} \rangle. \quad (21)\]
By Assumption 3.1, we have

\[ H^k - H^{k+1} \geq \rho_1 \|x_e^{k+1}\|^2 - \rho_2 \|M x_e^{k+1}\|^2 + \left( \frac{1}{2\rho} - \frac{\rho_2}{\rho^2} \right) \|p^{k+1} - p^k\|^2 + \left( \frac{\rho}{2} - \rho_2 \right) \|y^{k+1} - y^k\|^2 \]

Under the Assumption 3.1 and suppose iterative sequence (3) under the Assumption (3.1).

\[ \text{Proof:} \quad (i) \text{ The iterative sequence } \{ (y^k, p^k) \} \text{ generated by from SWCCO-ADMM (3) converge to } \{ (y^*, p^*) \} \text{ and } Mx^k \to Mx^*, \text{ as } k \to \infty. \]

\[ (ii) \text{ Under Assumption (3.2) and if one of the following conditions hold, i.e. } M \text{ is full column rank or } \sigma_1 = \rho_1 - \rho_2 \|M\|^2 - \mu > 0, \text{ then } \{ x^k \} \text{ converges to an optimal solution of SWCCO problem (1)}. \]

\[ \text{Proof:} \quad (i) \text{ Adding both side of (15) in Lemma (3.1), from } k = 0 \text{ to } k = \infty, \text{ it follows that} \]

\[ \sigma_2 \sum_{k=0}^{\infty} \|y^{k+1} - y^k\|^2 + \sigma_3 \sum_{k=0}^{\infty} \|p^{k+1} - p^k\|^2 \leq H^0 - H^\infty < \infty. \]
Thus,
\[ \|p^{k+1} - p^k\| \to 0 \quad \text{and} \quad \|y^{k+1} - y^k\| \to 0 \quad \text{as} \quad k \to \infty. \]  
(23)

Since \(\{(x^*, y^*, p^*)\}\) is a critical point and \(H^k \leq H^0\) follows from Lemma (3.1), it follows that \(y^k\) and \(p^k\) are bounded. Next, from the boundedness of \(\{(x^k, y^k, p^k)\}\) and suppose that \(\{(\bar{x}, \bar{y}, \bar{p})\}\) be a accumulation point of \(\{(x^k, y^k, p^k)\}\); hence, there exists a subsequence \(\{(x^{kj}, y^{kj}, p^{kj})\}\) converges to the \(\{(\bar{x}, \bar{y}, \bar{p})\}\), i.e.,
\[ \lim_{j \to \infty} (x^{kj}, y^{kj}, p^{kj}) = (\bar{x}, \bar{y}, \bar{p}). \]

Also, from (23), we have \(p^{kj+1} - p^{kj} = Mx^{kj+1} - y^{kj+1} \to 0\); after passing to limits, we obtain
\[ M\bar{x} - \bar{y} = 0. \]  
(24)

Now, we will show \(\{(\bar{x}, \bar{y}, \bar{p})\}\) is a critical point in the following. By taking limit on first equation of optimality conditions (4) along \(\{(x^{kj}, y^{kj}, p^{kj})\}\), and from the closeness of \(\partial f\) we obtain
\[ -M^T \bar{p} \in \partial f(\bar{x}). \]  
(25)

Since \(y^{kj+1}\) is a minimizer of \(L_\rho(x^{kj}, y, p^{kj})\), we have
\[ L_\rho(x^{kj}, y^{kj+1}, p^{kj}) \leq L_\rho(x^{kj}, \bar{y}, p^{kj}). \]
Taking limit of the above inequality, we get
\[ \limsup_{j \to \infty} L_\rho(x^{kj}, y^{kj+1}, p^{kj}) \leq L_\rho(\bar{x}, \bar{y}, \bar{p}). \]

Next, from the lower semicontinuity of \(L_\rho\), we also have
\[ \liminf_{j \to \infty} L_\rho(x^{kj}, y^{kj+1}, p^{kj}) \geq L_\rho(\bar{x}, \bar{y}, \bar{p}). \]

Combining the above two inequalities, we conclude \(g(y^{kj+1}) = g(\bar{y})\), and from assertion (ii) of definition (2.2) yields
\[ \bar{p} \in \partial g(\bar{x}). \]  
(26)

This together with (24) and (25), we know \(\{(\bar{x}, \bar{y}, \bar{p})\}\) is a critical point follows from the optimality conditions (4).

Without loss of generality, let \(\{(x^*, y^*, p^*)\} = \{(\bar{x}, \bar{y}, \bar{p})\}\). Again from nonincreasing monotonicity and boundedness of \(H^k\), we know \(H^k\) is convergent. Since \(\lim_{j \to \infty} (x^k, y^k, p^k) = (x^*, y^*, p^*)\), we say \(H^k \to 0\), i.e., \(y^k \to y^*\) and \(p^k \to p^*\). Again
due to $p^{k+1} = p^k + \rho (Mx^{k+1} - y^{k+1})$, we get $Mx^k \to Mx^*$. Finally, we complete the proof of $\{ (y^k, p^k) \}$ converges to $\{ (y^*, p^*) \}$ and $Mx^k \to Mx^*$.

(ii) When $\sigma_1 = \rho_1 - \rho_2 ||M||^2 - \mu > 0$, adding both side of (15) from $k = 0$ to $k = \infty$, we get

$$\sigma_1 \sum_{k=0}^{\infty} ||x^{k+1}_e||^2 \leq H^0 - H^\infty < \infty,$$

hence $x^k \to x^*$.

When $M$ has full column rank, i.e. $M^TM \succeq \gamma I$ for some $\gamma > 0$, then

$$\gamma ||x^{k+1} - x^*|| \leq ||Mx^{k+1}_e|| = \frac{1}{\rho} ||p^{k+1} - p^k|| + ||y^{k+1}_e|| \leq \frac{1}{\rho} ||p^{k+1} - p^k|| + ||y^{k+1}_e||.$$

Hence, we can also get $x^k \to x^*$ follows from $p^{k+1} - p^k \to 0$ and $y^{k+1} - y^* \to 0$.

Last, due to Assumption 3.2 and the assertion (iii) of definition (2.2), we have

$$0 = - M^T p^* + M^T p^*$$

$$\in \partial f(x^*) + M^T \partial g(y^*)$$

$$= \partial f(x^*) + M^T \partial (g(Mx^*))$$

$$= \partial (f(x^*) + g(Mx^*),$$

i.e., $x^*$ is a critical point of $f(x) + g(Mx)$, then $x^*$ is the solution of (1) because of convexity of $f(x) + g(Mx)$ and $x^k$ converges to optimal solution of $f(x) + g(Mx)$.

\[ \square \]

**Remark 3.2.** The boundedness assumption of the iterative sequence $x^k$ can be verified if one of the following three conditions is satisfied, i.e. (a) $\sigma_1 = \rho_1 - \rho_2 ||M||^2 - \mu > 0$; (b) $M$ has full column rank; (c) $f$ is coercive.

How to tune penalty parameter $\rho$ in ADMM is a big issue and we expect the domain range of parameter $\rho$ to be tuned is as wide as possible; however, in most cases (even to convex ADMM algorithm), we have to accept the fact that only a relatively smaller range of $\rho$ can be available. In general, we have the largest range (i.e. $(0, +\infty)$) of $\rho$ to two-blocks convex optimization problems. For multi-blocks convex optimization problems, $\rho$ has to be chosen to be larger than zero but less than a given constant, even under the assumption that one function being strongly convex as shown in [6]. In the context of nonconvex, to ensure the sufficient descent of the selected Lyapunov function, $\rho$ has to be larger than a constant that depends on the given regularity conditions [22, 23, 28, 29]. Turn to the SWCCO problem (2) processing in this paper, we will set $\rho$ at least larger than two times of weakly convex modulus, i.e. $\rho > 2\rho_2$ in order to guarantee the nonincreasing of Lyapunov function. We say this condition is necessary and the following example show that the iterative sequence will diverge if $\rho \leq 2\rho_2$. 
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Example 1. Consider the optimization problem

$$\min_x \frac{a}{2} x^2 - \frac{b}{2} y^2,$$

where $\rho_1 = a > b = \rho_2 > 0$. We use ADMM to solve this question which is equivalent to

$$\begin{cases}
\min_{x,y} \frac{a}{2} x^2 + (-\frac{b}{2}) y^2 \\
\text{s.t. } x = y
\end{cases}$$

Note that $\frac{a}{2} x^2$ is strongly convex with modulus $a$ and $(-\frac{b}{2}) y^2$ is weakly convex with modulus 1, respectively. Therefore, from ADMM, we can get

$$0 = ax^{k+1} + p^k + \rho(x^{k+1} - y^k);$$
$$0 = -by^{k+1} - p^{k+1};$$
$$p^{k+1} = p^k + \rho(x^{k+1} - y^{k+1}).$$

Rearranging the above equations, we get

$$y^{k+1} = \frac{1}{\rho - b}(\frac{b}{a + \rho} - b)y^k.$$

It’s obvious that $y^k$ will diverge if $|\frac{1}{\rho - b}(\frac{b}{a + \rho} - b)| > 1$. Next, let $a \to \infty$ and $\rho \in (b, 2b)$, we can get $|\frac{1}{\rho - b}(\frac{b+\rho}{a+\rho} - b)| > 1$, so $y^k$ diverges.

Why the penalty parameter $\rho$ should be larger than a given parameter in the nonconvex case in order to ensure ADMM algorithm convergence? This is an interesting and open problem for further research. In comparison to the case that both of the two objective functions are convex, the penalty parameter of which merely greater than zero, the SWCCO optimization problem essentially is a convex question, but the setting of penalty parameter $\rho$ also follows the rules of the nonconvex case, i.e. greater than a given positive constant. The mainly reason for this setting is that the SWCCO problem involves a nonconvex term.

4. Sublinear and linear convergence rate analysis

Compared with the large amount of convergence analysis results to convex/nonconvex ADMM algorithms, there are merely a limited number of literature have investigated the convergence rate about the convex optimization problems, not to speak of the nonconvex optimization problems. Specifically, the worst-case $O(1/k)$ convergence rate is established in classic ADMM. The authors in have investigated the dual objective function of the classic ADMM
admitting $O(1/k)$ and $O(1/k^2)$ convergence rate for the accelerated version. Very recently, the authors in [8] have established the $o(1/k)$ convergence rate to multi-block ADMM and the linear convergence rate to multi-block ADMM is established in [21] [9] but requiring strongly convex, gradient Lipschitz continuous or some additional assumptions to objective function. Without smooth assumptions to objective function, authors in [30] have established $Q$-linear convergence for the more general convex piecewise linear-quadratic programming problems solved by the ADMM and the linearized ADMM, respectively. Subsequently, this global $Q$-linear convergence rate has been extended to a general semi-proximal ADMM in [19] for solving convex composite piecewise linear-quadratic programming and quadratic semidefinite programming. In this section, for the SWCCO-ADMM algorithm (3) to problem (1), we will build sublinear convergence rate $o(1/k)$ only under the Assumption (3.1) and linear convergence rate result under the furthermore assumptions.

4.1. Sublinear convergence rate analysis
In this section, we extend the sublinear convergence rate results of multi-block convex ADMM in [8] to the SWCCO-ADMM (3) motivated by the preceding observation that primal residual $\|Mx^{k+1} - y^{k+1}\|$ (or $\|p^{k+1} - p^k\|$) and dual residual $\|y^{k+1} - y^k\|$ can be used to measure the optimality of the iterations of the SWCCO-ADMM. For simplicity, we denote $\bar{x}_e^{k+1} = x^{k+1} - x^k$, $\bar{y}_e^{k+1} = y^{k+1} - y^k$ and $\bar{p}_e^{k+1} = p^{k+1} - p^k$. Let’s us star the proof with a basic lemma.

**Lemma 4.1.** If a nonnegative sequence $\{a_k\}_{k=0}^{\infty} \subset \mathbb{R}$ is monotonically nonincreasing and obeys $\sum_{k=0}^{\infty} a_k < \infty$, then $\{a_k\}_{k=0}^{\infty}$ enjoys $o(1/k)$ sublinear convergence rate.

**Proof:** Adding $a_k$ from $k = t$ to $k = 2t$,

$$ta^{2t} \leq 2t \sum_{k=t}^{2t} a_k = \sum_{k=0}^{2t} a_k - \sum_{k=0}^{t} a_k.$$  

Then taking $t \to \infty$, we have $\sum_{k=0}^{\infty} a_k - \sum_{k=0}^{t} a_k \to 0$; therefore, $a_k = o(1/k)$. □

Thus, the key step to prove the sublinear convergence of SWCCO-ADMM is to verify that $h^k = \frac{\rho}{2}\|y^{k+1} - y^k\|^2 + \frac{1}{2\rho}\|p^{k+1} - p^k\|^2$ is monotonically nonincreasing and $\sum_{k=0}^{\infty} h^k$ is bounded.

**Theorem 4.1.** Suppose Assumption 3.1 holds, then the iterative sequences $\{(x^k, y^k, p^k)\}$ generated by SWCCO-ADMM (3) admits

$$\frac{\rho}{2}\|y^{k+1} - y^k\|^2 + \frac{1}{2\rho}\|p^{k+1} - p^k\|^2 = o(1/k).$$  

(27)
Proof: Firstly, we will prove $\frac{\partial}{\partial t} ||y^{k+1} - y^k||^2 + \frac{1}{2\rho}||p^{k+1} - p^k||^2$ is monotonically nonincreasing. By optimality condition (4), we get $-MT_p^{k+1} - \rho MT_y(y^{k+1} - y^k) \in \partial f(x^{k+1})$ and $p^{k+1} \in \partial g(y^{k+1})$. From the strongly convex property (7) of $f$ and the weakly convex property (8) of $g$, we obtain

$$
\langle -MT_p^{k+1} - \rho MT_y(y^{k+1} - y^k), x^{k+1} \rangle = \langle -\bar{p}_e^{k+1} - \rho(\bar{y}_e^{k+1} - \bar{y}_e^k), M\bar{x}_e^{k+1} \rangle \geq \rho_1 ||\bar{x}_e^{k+1}||^2;
$$

$$
\langle \bar{p}_e^{k+1}, \bar{y}_e^{k+1} \rangle \geq -\rho_2 ||\bar{y}_e^{k+1}||^2.
$$

Adding the above two relations and rearranging them, we get

$$
- \langle \bar{p}_e^{k+1}, M\bar{x}_e^{k+1} \rangle - \rho(\bar{y}_e^{k+1} - \bar{y}_e^k, M\bar{x}_e^{k+1}) = - \frac{1}{\rho} \langle \bar{p}_e^{k+1} - \bar{p}_e^k, M\bar{x}_e^{k+1} \rangle - \rho(\bar{y}_e^{k+1} - \bar{y}_e^k, M\bar{x}_e^{k+1}) + \rho(\bar{y}_e^k, M\bar{x}_e^{k+1})
$$

$$
= - \frac{1}{2\rho} (||\bar{p}_e^{k+1}||^2 + ||\bar{p}_e^{k+1} - \bar{p}_e^k||^2 - ||\bar{p}_e^k||^2) - \frac{\rho}{2} (||\bar{y}_e^{k+1}||^2 + ||M\bar{x}_e^{k+1}||^2 - ||M\bar{x}_e^{k+1} - \bar{y}_e^{k+1}||^2)
$$

$$
+ \frac{\rho}{2} (||\bar{y}_e^{k+1}||^2 + ||M\bar{x}_e^{k+1}||^2 - ||M\bar{x}_e^{k+1} - \bar{y}_e^{k+1}||^2)
$$

$$
= \frac{1}{2\rho} (||\bar{p}_e^{k+1}||^2 - ||\bar{p}_e^{k+1}||^2) + \frac{\rho}{2} (||\bar{y}_e^{k+1}||^2 - ||\bar{y}_e^{k+1}||^2) - \frac{\rho}{2} ||M\bar{x}_e^{k+1} - \bar{y}_e^{k+1}||^2
$$

$$
\geq \rho_1 ||\bar{x}_e^{k+1}||^2 - \rho_2 ||\bar{y}_e^{k+1}||^2,
$$

where the first and third equations follow from the relation $y^{k+1} = p^k + \rho(Mx^{k+1} - y^{k+1})$; the second equation follows from the relation $2(a, b) = a^2 + b^2 - (a - b)^2$.

Let $h^k = \frac{1}{2\rho} ||\bar{p}_e^k||^2 + \frac{\rho}{2} ||\bar{y}_e^k||^2$. From the above inequality, we get

$$
h^k - h^{k+1} \geq \rho_1 ||\bar{x}_e^{k+1}||^2 - \rho_2 ||\bar{y}_e^{k+1}||^2 + \frac{\rho}{2} ||M\bar{x}_e^{k+1} - \bar{y}_e^{k+1}||^2.
$$

Using the similar proof ways as shown in Theorem 3.1 if follows that

$$
h^k - h^{k+1} \geq \sigma_1 ||\bar{x}_e^{k+1}||^2 + \sigma_2 ||\bar{y}_e^{k+1} - \bar{y}_e^k||^2 + \sigma_3 ||\bar{p}_e^{k+1} - \bar{p}_e^k||^2.
$$

Since the right side of the above inequality is nonnegative, hence, $h^k$ is monotonically nonincreasing.

Next, we verify the boundedness of $\sum_{k=0}^{\infty} h^k$. From Lemma 3.1 we know

$$
\sigma_2 \sum_{k=0}^{\infty} ||y^{k+1} - y^k||^2 + \sigma_3 \sum_{k=0}^{\infty} ||p^{k+1} - p^k||^2 < \infty.
$$

Therefore,

$$
\sum_{k=0}^{\infty} \frac{\rho}{2} ||y^{k+1} - y^k||^2 < \infty \quad \text{and} \quad \sum_{k=0}^{\infty} \frac{1}{2\rho} ||p^{k+1} - p^k||^2 < \infty.
$$
Adding the above two relations, we have

\[ \sum_{k=0}^{\infty} \frac{\rho}{2} ||y^{k+1} - y^k||^2 + \frac{1}{2\rho} ||p^{k+1} - p^k||^2 < \infty. \]

Hence we get the boundedness of \( \sum_{k=0}^{\infty} \), and the \( o(1/k) \) sublinear convergence follows from Lemma 4.1.

\[ \square \]

**4.2. Linear convergence rate**

To convex generalized ADMM algorithm, linear convergence rate has been established in \([9, 19, 30]\) if appropriate regularity conditions are satisfied. In this section, we will investigate that the SWCCO-ADMM algorithm also admits linear convergence rate based on some mild regularity conditions. The main idea to prove linear convergence rate of SWCCO-ADMM algorithm is to set up the relation

\[ H^k \geq (1 + \tau)H^{k+1}, \]  

where parameter \( \tau > 0 \) and \( H^k \) is the Lyapunov function defined in Lemma 3.1. We first list the assumptions used to establish the linear convergence rate as follows.

**Assumption 4.1.** \( M \) is full column rank and \( g(\cdot) \) is gradient Lipschitz continuous with modulus \( L_g \); Assumption 3.1 holds, but with \( \sigma_1 = \rho_1 - \rho_2 \|M\|^2 - \mu > 0 \) (not \( \geq 0 \)).

**Assumption 4.2.** \( M \) is invertible, \( f(x) \) is gradient Lipschitz continuous with modulus \( L_f \); Assumption 3.1 holds, but with \( \sigma_1 = \rho_1 - \rho_2 \|M\|^2 - \mu > 0 \) (not \( \geq 0 \)).

From Lemma 3.1 we first note that the monotonically nonincreasing inequality (15) about \( H^k \) holds under the Assumptions 4.1 or 4.2. In order to establish relation (28), we just to prove \( H^k - H^{k+1} \geq \tau H^{k+1} \). By using inequality (10) with \( \gamma = 1 \), we first have the following relation,

\[ \|y_e^{k+1}\|^2 = \|Mx_e^{k+1} + \frac{1}{\rho}(p^k - p^{k+1})\|^2 \]

\[ \leq 2\|Mx_e^{k+1}\|^2 + \frac{2}{\rho^2} \|p^{k+1} - p^k\|^2 \]

\[ \leq 2\|M\|^2 \|x_e^{k+1}\|^2 + \frac{2}{\rho^2} \|p^{k+1} - p^k\|^2. \]  

To build the linear convergence rate, we need the following Lemma.
Lemma 4.2. Suppose $g(y)$ is gradient Lipschitz continuous with modulus $L_g$, then the iterative sequences generated by SWCCO-ADMM satisfy
\[ \| p^{k+1} - p^* \|^2 \leq L_g^2 \| y^{k+1} - y^* \|^2 \] (i.e., $\| p_c^{k+1} \|^2 \leq L_g^2 \| y_c^{k+1} \|^2$).

Proof: According to the optimality condition (4), we have $p^{k+1} = \nabla g(y^{k+1})$. Hence, notice that $p^* = \nabla g(y^*)$, we obtain
\[ \| p^{k+1} - p^* \|^2 = \| \nabla g(y^{k+1}) - \nabla g(y^*) \|^2 \leq L_g^2 \| y^{k+1} - y^* \|^2. \]

Lemma 4.3. Suppose $M$ is full row rank and $f(x)$ is gradient Lipschitz continuous with modulus $L_f$, then the iterative sequences generated by SWCCO-ADMM satisfy
\[ \| p^{k+1} - p^* \|^2 \leq \frac{2L_f^2}{\lambda_{\min}(MM^T)} \| x^{k+1} - x^* \|^2 + \frac{2\rho^2 \lambda_{\max}(MM^T)}{\lambda_{\min}(MM^T)} \| y^{k+1} - y^* \|^2. \]

Proof: According to the optimality condition (4), we have $0 = \nabla f(x^{k+1}) + M^T p^{k+1} + \rho M^T (y^{k+1} - y^k)$ and $0 = \nabla f(x^*) + M^T p^*$. Hence, we have
\[ \lambda_{\min}(MM^T) \| p^{k+1} - p^* \|^2 \leq \| M^T p^{k+1} - M^T p^* \|^2 \]
\[ = \| \nabla f(x^{k+1}) - \nabla f(x^*) + \rho M^T (y^{k+1} - y^k) \|^2 \]
\[ \leq 2 \| \nabla f(x^{k+1}) - \nabla f(x^*) \|^2 + 2\rho^2 \| M^T (y^{k+1} - y^k) \|^2 \]
\[ \leq 2L_f^2 \| x^{k+1} - x^* \|^2 + 2\rho^2 \lambda_{\max}(MM^T) \| y^{k+1} - y^* \|^2. \]

where the second inequality follows from relation (10) with $\tau = 1$ and the last inequality follows from that $\nabla f(x)$ is Lipschitz continuous with constant $L_f$. Since $M$ is full row rank, so $\lambda_{\max}(MM^T) \geq \lambda_{\min}(MM^T) > 0$. Then, dividing both sides of the above inequality by $\lambda_{\min}(MM^T)$, we complete the proof.

Next, we state the linear convergence rate result of SWCCO-ADMM algorithm in the following theorem.

Theorem 4.2. Suppose Assumption 4.1 or Assumption 4.2 holds, then the iterative sequences generated by SWCCO-ADMM converge linearly to a critical point.
Proof: On the one hand, if Assumption 4.1 is set up, we have \(\|M\|^2 > 0\) due to 

\[
\frac{1}{2} \{ \sigma_1 \| x_e^{k+1} \|^2 + \sigma_2 \| y^{k+1} - y^k \|^2 + \sigma_3 \| p^{k+1} - p^k \|^2 \}
\]

\[
\geq \frac{1}{2} \{ \sigma_1 \| x_e^{k+1} \|^2 + \sigma_3 \| p^{k+1} - p^k \|^2 \}
\]

\[
= \frac{1}{2} \left\{ \frac{\sigma_1}{\|M\|^2} \left( \frac{2}{\rho} \right) \| x_e^{k+1} \|^2 + (\sigma_3 \frac{\rho^2}{2} \frac{2}{\rho}) \| p^{k+1} - p^k \|^2 \right\}
\]

\[
\geq \frac{\min\{\frac{\sigma_1}{\|M\|^2} \frac{2}{\rho}, \sigma_3 \frac{\rho^2}{2} \frac{2}{\rho}\}}{2} \left\{ (2\|M\|^2 \frac{\rho}{2}) \| x_e^{k+1} \|^2 + (\frac{2}{\rho^2} \frac{2}{\rho}) \| p^{k+1} - p^k \|^2 \right\} \]

\[
\geq \tau_1 \frac{\rho}{2} \| y_e^{k+1} \|^2,
\]

where \(\tau_1 = \frac{\min\{\frac{\sigma_1}{\|M\|^2} \frac{2}{\rho}, \sigma_3 \frac{\rho^2}{2} \frac{2}{\rho}\}}{2}\) and the last inequality follows from relation (29).

Since \(\nabla g(y)\) is Lipschitz continuous with constant \(L_g\), and by Lemma 4.2 we have

\[
\frac{1}{2} \{ \sigma_1 \| x_e^{k+1} \|^2 + \sigma_2 \| y^{k+1} - y^k \|^2 + \sigma_3 \| p^{k+1} - p^k \|^2 \} \geq \tau_1 \frac{\rho}{2} \| y_e^{k+1} \|^2
\]

\[
\geq \tau_1 \frac{\rho}{2} \| y_e^{k+1} \|^2
\]

where \(\tau_2 = \tau_1 \frac{\rho}{2} \frac{1}{L_g} \frac{1}{2}\). Adding (30) and (31), we have

\[
\sigma_1 \| x_e^{k+1} \|^2 + \sigma_2 \| y^{k+1} - y^k \|^2 + \sigma_3 \| p^{k+1} - p^k \|^2
\]

\[
= 2 \frac{1}{2} \{ \sigma_1 \| x_e^{k+1} \|^2 + \sigma_2 \| y^{k+1} - y^k \|^2 + \sigma_3 \| p^{k+1} - p^k \|^2 \}
\]

\[
\geq \tau_1 \frac{\rho}{2} \| y_e^{k+1} \|^2 + \tau_2 \frac{1}{2\rho} \| p_e^{k+1} \|^2
\]

\[
\geq \tau' \frac{\rho}{2} \| y_e^k \|^2 + \frac{1}{2\rho} \| p_e^k \|^2 = \tau' H^{k+1}.
\]

where \(\tau' = \min\{\tau_1, \tau_2\}\). So according to Lemma 3.1 we have

\[
H^k - H^{k+1} \geq \sigma_1 \| x_e^{k+1} \|^2 + \sigma_2 \| y^{k+1} - y^k \|^2 + \sigma_3 \| p^{k+1} - p^k \|^2 \geq \tau' H^{k+1}.
\]

Therefore,

\[
H^k \geq (1 + \tau') H^{k+1},
\]

which implies that the iterative sequences of SWCCO-ADMM (3) converge linearly to a critical point under the Assumption 4.1.
One the other hand, if Assumption 4.2 is set up, then,

\[
\frac{1}{2} \left\{ \sigma_1 \|x_e^{k+1}\|^2 + \sigma_2 \|y^{k+1} - y^k\|^2 + \sigma_3 \|p^{k+1} - p^k\|^2 \right\} \\
\geq \frac{1}{2} \left\{ \sigma_1 \|x_e^{k+1}\|^2 + \sigma_2 \|y^{k+1} - y^k\|^2 \right\} \\
= \frac{1}{2} \left\{ \left( \frac{\lambda_{\min}(MM^T)}{2L_s^2} \right) \left( \frac{2L_s^2}{\lambda_{\min}(MM^T)} \frac{1}{2\rho} \right) \|x^{k+1} - x^*\|^2 \right. \\
+ \left( \frac{\lambda_{\min}(MM^T)}{2\rho^2 \lambda_{\max}(MM^T)} \frac{2\rho^2 \lambda_{\max}(MM^T)}{\lambda_{\min}(MM^T)} \frac{1}{2\rho} \right) \|y^{k+1} - y^k\|^2 \right\} \\
\geq \min \left\{ \frac{\sigma_1 \lambda_{\min}(MM^T)}{2L_s^2}, \sigma_2 \frac{\lambda_{\min}(MM^T)}{2\rho^2 \lambda_{\max}(MM^T)} \right\} \left\{ \frac{2L_s^2}{\lambda_{\min}(MM^T)} \frac{1}{2\rho} \|x^{k+1} - x^*\|^2 \right. \\
+ \left. \frac{2\rho^2 \lambda_{\max}(MM^T)}{\lambda_{\min}(MM^T)} \frac{1}{2\rho} \|y^{k+1} - y^k\|^2 \right\} \\
\geq \tau_3 \frac{1}{2\rho^2} \|p^{k+1} - p^*\|^2 = \tau_3 \frac{1}{2\rho^2} \|p_e^{k+1}\|^2. \tag{32}
\]

where \( \tau_3 = \frac{\min \{\sigma_1 \lambda_{\min}(MM^T), \sigma_2 \frac{\lambda_{\min}(MM^T)}{2\rho^2 \lambda_{\max}(MM^T)} \}}{2L_s^2} \) and the last inequality follows from Lemma 4.3. Then, since \( M^2 \) is full column rank, so (30) holds. Next, adding (30) and (32), we have

\[
\frac{1}{2} \sigma_1 \|x_e^{k+1}\|^2 + \sigma_2 \|y^{k+1} - y^k\|^2 + \sigma_3 \|p^{k+1} - p^k\|^2 \\
\geq \frac{\tau_1}{2} \|y^{k+1}\|^2 + \tau_3 \frac{1}{2\rho} \|p_e^{k+1}\|^2 \\
\geq \tau'' \frac{1}{2\rho} \|y^{k+1}\|^2 + \frac{1}{2\rho} \|p_e^{k+1}\|^2 = \tau'' H^{k+1},
\]

where \( \tau'' = \min \{\tau_1, \tau_3\} \). Using Lemma 3.1 again, we have

\[
H_k \geq (1 + \tau'') H^{k+1}.
\]

Hence, the iterative sequences of SWCCO-ADMM (3) converge linearly to a critical point. \( \square \)

5. Conclusions

In this paper, we have investigated the convergence for the alternating direction method of multipliers algorithm for the minimization of combinational optimization problem, which consists of a strongly convex function and a weakly convex...
function. Meanwhile, we also established sublinear \( o(1/k) \) and linear convergence rate for this SWCCO-ADMM algorithm for the first time. In order to guarantee the algorithm convergence, the proof process showed that the penalty parameter \( \rho \) has to be chosen at least larger than two times of weakly convex modulus. We state that this is because the existence of weakly convex term in the objective function. To extend the SWCCO-ADMM to the multi-block composition of strongly convex and weakly convex function will be an interesting topic for the future research. The convergence analysis in this manuscript is based on the fact that the strongly convexity dominates the weakly convexity in the objective function, i.e. the objective function is strongly convex. And, the convergence analysis of SWCCO-ADMM algorithm with a weak assumption is our future works.

References


