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Abstract

This paper presents stochastic decomposition (SD) algorithms for two classes of stochastic programming problems: 1) two-stage stochastic quadratic-linear programming (SQLP) in which a quadratic program defines the objective function in the first stage and a linear program defines the value function in the second stage; 2) two-stage stochastic quadratic-quadratic programming (SQQP) which has quadratic programming problems in both stages. Similar to their stochastic linear programming (SLP) predecessor, these iterative schemes in SD approximate the objective function using piecewise affine/quadratic minorants and then apply a stochastic proximal mapping to obtain the next iterate. In this paper we show that under some assumptions, the proximal mapping applied in SD obeys a contraction mapping property even though the approximations are based on sequential random samples. Following that, we demonstrate that under those assumptions, SD can provide a sequence of solutions converging to the optimal solution with the sublinear convergence rate in both SQLP and SQQP problems. Finally, we present an “in-sample” stopping rule to assess the optimality gap by constructing consistent bootstrap estimators.

1 Introduction

Stochastic programming (SP) deals with a class of optimization models and algorithms in which the distribution of the uncertainty plays a significant role. One of the standard SP models is the two-stage SLP in which the first-stage decision is made prior to observing the uncertainty, and the second-stage recourse decision is undertaken so as to adapt to the observation in an optimal manner. For instance, in a power grid with significant variable energy resources (e.g., wind and solar), thermal generators are scheduled ahead of time. As the wind and solar generation become available, some fast-ramping gas generators are deployed to accommodate wind/solar variability. Similar models arise in many other applications including financial planning, stochastic routing and others.

In general, SP provides a formal approach to measure the performance of decisions under uncertainty. Measures of the performance in SP includes the most standard measure of the optimization in expectation and the currently popular measure of distributionally robust optimization which accommodates not only the uncertainty but also errors in estimating its distribution. In some sense, the choice of measure implies the attitude of decision makers towards risk in the area of decision theory. For example, risk-sensitive decision makers adopt certain “risk/return” trade-off models (also known as mean-risk models), whereas, highly risk-averse decision makers are more likely to control the worst-case performance.
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1.1 Stochastic methods

In this paper, we consider the standard SP objective of minimizing the expectation of a random cost function which is defined as the sum of a quadratic function and an optimal value function of the second-stage (future) optimization problem. Since the random variable might have a large or even continuous probability space, it may be impossible to identify a deterministic optimal solution. To address this issue, there are at least two classical methods based on Monte-Carlo sampling techniques, namely, Sample Average Approximation (SAA) and Stochastic Approximation (SA). These sampling-based methods are also the mainstay algorithms to estimate the parameters in machine learning (ML) models. Similar to Empirical Risk Minimization (ERM) in machine learning, SAA generates an approximating mathematical model and then requires a numerical algorithm to solve the finite dimensional optimization problem for a finite sample size. Theoretical studies of Shapiro and Homem-de-Mello [27], and computational studies of Linderoth et al. [12] showed the convergence quality of an SAA solution based on statistical validation of Mak et al. [13]. With the uniform convergence property of the SAA model, it exhibits exponential convergence to the global optimum for convex and even nonconvex problems. For instance, Xu in [32] studied the convergence rate of SAA with general sampling for solving nonsmooth stochastic optimization problems, stochastic Nash equilibrium problems and stochastic generalized equations. However, in the large-scale problems the SAA approach can be potentially expensive when a sequence of sample sizes need to be explored with the restart of the numerical algorithm for each sample size.

On the other hand, an SA method is indeed computationally implementable and tractable (see Chung [3]). It has a long history tracing back to the pioneering work of Robbins and Monroe in [20]. In the context of a non-smooth optimization problem, SA is a stochastic subgradient method which updates a solution in a direction opposite the subgradient at each iteration (see N. Shor [29]). These algorithms are not only simple, they are also executable on ordinary computers in terms of the memory and the speed. However, early versions of the SA method required a fair amount of parameter tuning, and even so it was not particularly reliable. Modern extensions of SA methods are based on incorporating a “distance generating” function as in the mirror-descent method (see Nemirovskii et al. [16]). More recently, the work by A. Nemirovski et al. in [15] presents a robust SA method which is less sensitive to parameter choices.

In any event, depending on the random phenomenon associated with the model, SA and its variants can exhibit significant variability of the terminal solution. In contrast, the uniform convergence properties of SAA tend to provide the lower variability for large sample sizes, although it can become very resource intensive for such problems. In this sense, sampling-based SP algorithms are still on the look-out for the “sweet-spot” allowing an ideal combination of SA and SAA. The work on Stochastic Decomposition (SD) algorithm is motivated by this goal. As reported in the empirical experiments by Sen and Liu [24], there has been significant progress in terms of the computational efficiency and the statistical accuracy for a fairly large battery of test instances. Therefore, this paper is intended to provide the mathematical support via a study of convergence rates of SD algorithms.

1.2 Convergence properties and our contributions

In this paper, we focus on two classes of problems: 1. two-stage stochastic quadratic-linear programming (SQLP) problems with quadratic programming in the first stage and linear programming in the second stage; 2. two-stage stochastic quadratic-quadratic programming (SQPP) problems with quadratic programming in both stages. To make better use of the sample information, the SD algorithm approximates the objective function via piecewise affine/quadratic minorants and then
applies the stochastic proximal mapping to obtain the next iterate. Through the design of the SD algorithm, it could be observed that SD should inherit the convergence result to the optimum while maintaining an iteration complexity which is slightly greater than SA.

There is a vast literature on convergence analysis pertaining to SAA and SA methods, and we refer readers to the survey [2] by Homem-de-Mello and Bayraksan for a thorough understanding of convergence analysis and many state-of-art sampling methods used in stochastic programming. Assume that we have a sample set of size \( N \) corresponding to i.i.d observations of some random variable. Then, for a standard stochastic programming problem, the SAA method can provide \( \varepsilon \)-optimal solution with the probability greater than \( 1 - O(C_\varepsilon e^{-\beta_0 N}) \) where \( \varepsilon > 0 \) (see [25]). Moreover, for convex stochastic programming, it has been shown that under the assumption of the sharpness of the solution set, the solution provided by SAA converges to an optimal solution with probability \( 1 - O(C_\varepsilon e^{-\beta_0 N}) \) (see [26] and [27]). In addition, for convex stochastic programming, the modified robust SA method [15] is shown to provide a solution sequence of which the objective value converges in expectation at \( O(N^{-1/2}) \). With assumptions of strong convexity and Lipschitz gradient, the classical SA method provides a solution sequence which converges in expectation at \( O(N^{-1/2}) \) and the objective value of a solution sequence converges in expectation at \( O(N^{-1}) \).

Now as for SD, it has been shown that in two-stage stochastic linear programming (SLP), it gives rise to the convergence to an optimal solution with statistically verifiable bounds almost surely (see [5], [6], [24]). Through straightforward analysis, this convergence result could be extended to two-stage SQLP and SQQP problems. However, the lack of study on the asymptotic convergence rate of SD motivates our work in this paper. Specifically, we analyze the contraction property of the stochastic proximal mapping with constraints and demonstrate that for two-stage SQLP/SQQP problems, SD with a sequence of diminishing step sizes can provide a solution sequence which converges to the optimum in expectation at rate of \( O(N^{-1}) \).

One should notice that convergence rates of these stochastic methods are analyzed in different but not equivalent scales, such as probability, expectation of the distance to the optimal solutions or to the optimal value. Because the convergence in expectation in the scale of solutions implies the convergence in expectation in the objective value, the former type of convergence is stronger and more stable than the latter. We summarize the currently known results on the convergence rate for SAA and SA methods in section 1.2 where \( x^*, S^*, f^* \) denote the optimal solution, the optimal solution set, the optimal value respectively and \( \varepsilon \) is a positive constant. We present the results of SD in the last row of section 1.2.

Table 1: Convergence results of the stochastic methods in solving SP problems

<table>
<thead>
<tr>
<th>Method</th>
<th>Structure</th>
<th>Convergence type</th>
<th>Rate</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAA [25]</td>
<td>Non-convex</td>
<td>( P(f(x^N) - f^* &gt; \varepsilon) )</td>
<td>( O(C_\varepsilon e^{-\beta_0 N}) )</td>
<td>( O(C_\varepsilon e^{-\beta_0 N}) )</td>
</tr>
<tr>
<td>SAA [20]</td>
<td>convex</td>
<td>( P(x^N \notin S^*) )</td>
<td>( O(C_\varepsilon e^{-\beta_0 N}) )</td>
<td>( O(C_\varepsilon e^{-\beta_0 N}) )</td>
</tr>
<tr>
<td>robust SA [15]</td>
<td>convex</td>
<td>( \mathbb{E}</td>
<td>f(x^N) - f^*</td>
<td>)</td>
</tr>
<tr>
<td>SA [15]</td>
<td>strongly convex</td>
<td>( \mathbb{E}</td>
<td>x^N - x^*</td>
<td>)</td>
</tr>
<tr>
<td>SD</td>
<td>strongly convex</td>
<td>( \mathbb{E}</td>
<td>x^N - x^*</td>
<td>)</td>
</tr>
</tbody>
</table>

The rest of this paper is organized as follows. In section 2 we start with the setup of two-stage SQLP and SQQP problems as well as some standing assumptions for these models. In section 3 we first discuss a standard SAA process along with the convergence rate. Then we introduce the SD algorithm for SQLP and SQQP together with its statistical convergence result. In section 4 we analyze the contraction property of stochastic proximal mapping and present the convergence rate in expectation in the scale of solutions.
of SD in two-stage SLP/SQQP problems. In section 5, we design the “in-sample” stopping rule by constructing consistent bootstrap estimators for the optimality gap. Finally a discussion of our contributions and possible extensions are presented in section 6.

2 Problem Setup

In a two-stage stochastic quadratic programming problem, let $x$ and $y$ respectively denote the first-stage and the second-stage decision variables with $x$ belonging to the set $X \subseteq \mathbb{R}^{n_1}$ and $y$ belonging to the set $Y \subseteq \mathbb{R}^{n_2}$. In addition, $\tilde{\omega}$ denotes the (vector) random variable in a probability space $(\Omega, \mathcal{F}, P)$ with $\Omega$ being the sample space, $\mathcal{F}$ being the $\sigma$-algebra generated by subsets of $\Omega$ and $P$ being a probability measure defined on $\mathcal{F}$.

We then clarify the notations which are used in the paper. Because we are in the convex optimization world, there is no loss of generality assuming that all subdifferentials coincide. For any convex function $g(x)$ we thus write $\partial g(x)$ to denote the subdifferential of $g$ at $x$. Moreover, let $|a|_+ \triangleq \max\{a, 0\}$ for any $a \in \mathbb{R}$. For a positive integer $m$, let $\mathcal{M} = \{1, \ldots, m\}$. For any vector $d \in \mathbb{R}^m$, let $d(i)$ denote the $i$th component of $d$ for $i \in [m]$. Let $\|\cdot\|$ denote the $\ell_2$ norm of a vector without the subscript since we only consider the $\ell_2$ norm in this paper. For a square matrix $B$, $\theta_{\min}(B)$ and $\theta_{\max}(B)$ denote the smallest and the largest eigenvalues of $B$ respectively.

In addition, the projection operator onto a set $X \subseteq \mathbb{R}^{n}$ is defined by

$$P_X(x) \triangleq \arg\min_{z \in X} \|z - x\|_2^2, \tag{1}$$

and the proximal mapping point (see Rockafellar [21]) with respect to a convex function $g$ is defined by

$$T^X_{\alpha g}(x) \triangleq \arg\min_{z \in X} \left\{\alpha g(z) + \frac{1}{2} \|z - x\|_2^2\right\}. \tag{2}$$

In this paper, we may drop the superscript $X$ of the proximal mapping for simplicity in some cases without causing confusion.

2.1 Two-stage stochastic quadratic programming

We consider two classes of two-stage stochastic quadratic programming problems: one is referred to as a two-stage stochastic quadratic-linear programming (SQLP) problem in which the first stage contains a quadratic program together with the value function defined by a collection of (scenario) linear programs in the second stage; the other one is referred to as a two-stage stochastic quadratic-quadratic programming (SQQP) problem which has the quadratic programming structures in both stages. In the mathematical formulations of these two classes of problems, we use the subscript $QL$ and $QQ$ to identify SQLP and SQQP problems respectively.

The mathematical formulation of a two-stage SQLP is given below.

$$\begin{align*}
\min & \quad f_{QL}(x) \triangleq \frac{1}{2} x^\top Q x + c^\top x + E \left[h_{QL}(x, \tilde{\omega})\right] \\
\text{s.t.} & \quad x \in X = \{x : Ax \leq b\} \subseteq \mathbb{R}^{n_1},
\end{align*} \tag{3}$$

where the recourse function $h_{QL}$ is defined as,

$$\begin{align*}
h_{QL}(x, \omega) & \triangleq \min_y \, d^\top y \\
\text{s.t.} & \quad Dy = \xi(\omega) - C(\omega)x \\
& \quad y \geq 0, \quad y \in \mathbb{R}^{n_2}.
\end{align*} \tag{4}$$

\[4\]
Here $A \in \mathbb{R}^{m \times n_1}$ is a matrix with row vectors denoted by $\{a_i\}_{i=1}^m$, $\tilde{\omega}$ denotes a (vector) random variable, $\omega$ denotes an observation of the random variable $\tilde{\omega}$, and $E[\cdot]$ denotes the expectation with respect to the probability measure of $\tilde{\omega}$. To be consistent with previous stochastic decomposition algorithms, we assume that the second-stage cost vector $d$ is fixed. If $Q = 0$, then (3) becomes the general two-stage stochastic linear programming (SLP) problem. However, here we assume $Q$ to be a positive definite matrix in SQLP/SQQP problems.

The definition of the recourse function in (4) shows that once the first-stage decision $x$ is determined and an outcome of the random variable $\omega$ is observed, $h_{QL}$ is the optimal value of a linear optimization problem. This optimal value reflects the cost associated with adapting to the information revealed through an outcome $\omega$. Nevertheless, the first-stage decision $x$ must be chosen before the randomness $\tilde{\omega}$ is realized. So the “cost-to-go” function is evaluated by its expectation in the first-stage objective. It is also interesting to note that ordinary support vector machines (SVM) in ML are simple two-stage SQLP problems. Here, the first stage decision ($x$) gives the weights of the SVM, the quadratic term is derived from the regularizer of SVM, and the second stage denotes the penalty term for being on the “wrong” side of the separating hyperplane. In the terminology of SP, this penalty formulation is the so-called “simple recourse” model of SP.

As for a two-stage SQQP, we introduce a quadratic objective function in the recourse program and the SQQP problem is defined below.

\[
\begin{align*}
\min \quad & f_{QQ}(x) \triangleq \frac{1}{2}x^\top Qx + c^\top x + E[h_{QQ}(x, \tilde{\omega})] \\
\text{s.t.} \quad & x \in X = \{x : Ax \leq b\} \subseteq \mathbb{R}^{n_1},
\end{align*}
\]

(5)

where $h_{QQ}$ is the value function of a quadratic program defined as follows,

\[
\begin{align*}
h_{QQ}(x, \omega) \triangleq & \min \frac{1}{2}y^\top Py + d^\top y \\
\text{s.t.} \quad & Dy = \xi(\omega) - C(\omega)x \\
& y \geq 0, \ y \in \mathbb{R}^{n_2}.
\end{align*}
\]

(6)

We make the assumptions for two-stage SQLP and SQQP problems below.

(A1) $Q$ and $P$ are symmetric and positive definite matrices.

(A2) The set $X$ is convex and compact. The outcome set $\Omega$ is compact.

(A3) The second-stage problem satisfies the relatively complete recourse property, i.e. the recourse function $h_{QL}(x, \omega)$ and $h_{QQ}(x, \omega)$ are finite for all $x \in X$ and almost every $\omega \in \Omega$.

It is appropriate to comment on the nature of these assumptions. In (A1), since the square matrix $Q$ is assumed to be positive definite, the SQLP/SQQP (3) and (5) are convex problems. In addition, the matrix $P$ is assumed to be positive definite because of the dual constructions in the SD algorithm. However, this assumption could be relaxed to positive semi-definiteness using a hybrid scheme between the SD algorithms of SQLP and SQQP. The assumption (A2) follows the previous work since we focus on the convex problems here. Moreover, the assumption (A3) means that the recourse function achieves the optimum at one of extreme points or faces for any $(x, \omega)$ pair almost surely.
2.2 Approximating the second-stage problem

One of the more demanding aspects of an SP model is the need to convey the impact of uncertainty in the recourse function in the second stage on decisions of the first stage. In order to do so, it is the best to take advantage of the structure of the recourse function, i.e. the value function of a linear or quadratic program. Based on the dual form of the recourse function, SD approximates the sample average of recourse functions by using a collection of piecewise linear or quadratic functions. These families of functions are updated sequentially so that SD is able to discover the structure of the recourse function as the sequential Monte Carlo sampling scheme proceeds. This particular way of using dual approximations of the recourse functions allows SD to create more accurate approximations in areas of the feasible set where the algorithm tends to visit.

We first present the recourse function \( h_{QL}(x, \omega) \) as the optimal value of the dual problem.

\[
h_{QL}(x, \omega) = \max_{\pi} \pi^\top (\xi(\omega) - C(\omega)x) \\
\text{s.t. } \pi \in \Pi = \{ \pi : D^\top \pi \leq d \}. \tag{7}
\]

Let \( \{\pi_1, \pi_2, \ldots, \pi_l\} \) denote the extreme points in the polyhedron \( \Pi \). Since \( h_{QL} \) is finite almost surely for any solution \( x \) and realization \( \omega \), the optimal value of the dual problem could be achieved at one of the extreme points almost surely. Therefore

\[
h_{QL}(x, \omega) = \max_{i=1,\ldots,l} (\pi_i^\top (\xi(\omega) - C(\omega)x)). \tag{8}
\]

Consequently given any observation \( \omega \), \( h_{QL}(\cdot, \omega) \) is the maximum of \( l \) affine functions, thus a piecewise linear function with respect to \( x \).

For the dual representation of the recourse function \( h_{QQ} \), let \( s \) denote the dual vector corresponding to the non-negativity constraints in the second-stage QP. Then the dual problem is a non-negative quadratic programming (NNQP), written as follows.

\[
h_{QQ}(x, \omega) := \max_{s \geq 0, \ s \in \mathbb{R}^{n_2}} -\frac{1}{2}s^\top Hs + e(x, \omega)^\top s \tag{9}
\]

where

\[
M = DP^{-1/2}, \quad H = P^{-1/2}(I - M^\top (MM^\top)^{-1}M)P^{-1/2},
\]
\[
e(x, \omega) = Hd - P^{-1/2}(MM^\top)^{-1}(\xi(\omega) - C(\omega)x).
\]

Since the matrix \( H \) is positive semidefinite, the dual (9) is a convex problem. Let \( \Phi \) be the family of all subsets of the set \([n_2]\). As the quadratic programming problem (9) achieves its optimum at one of the faces, we use \( \phi \in \Phi \) to represent the index set of non-zero dual variables. Let \( e(x, \omega)_\phi \) represent the subvector of \( e(x, \omega) \) with components in \( \phi \) and \( H_\phi \) represent the submatrix of \( H \) with columns and rows indexed by \( \phi \). Thus given \( \omega \), \( h_{QQ}(x, \omega) \) is a piecewise quadratic function with respect to \( x \) represented as follows.

\[
h_{QQ}(x, \omega) = \max_{\{\phi \in \Phi, \ s_\phi > 0\}} -\frac{1}{2}s_\phi^\top H_\phi s_\phi + e(x, \omega)_\phi^\top s_\phi.
\]

In the SD approach, the approximations are built from the dual of the second-stage linear or quadratic optimization problems. As a result, asymptotic convergence analysis of SD relies on learning the piecewise linear or quadratic approximations of the recourse functions. Because of
the polyhedral nature of the structure that randomness only appears on the right hand side of the constraints in the second stage, the pertinent faces of the dual problems all remain fixed and finite both in SQLP and SQQP. As these dual polyhedra are shared by all scenarios, dual approximation schemes could be used in SD in a manner that exploits such commonality across scenarios and maintains a list of dual faces visited by the algorithm.

3 Stochastic Decomposition (SD) Algorithm

If we have access to the distribution of random vectors, we could solve two-stage SQLP and SQQP as deterministic quadratic programming problems. However, in most practical cases when the scenario space is potentially very large, or the random variable has a continuous but unknown distribution, it is impossible to find the exact optimum. Thus, sample-based methods are common ways to estimate the true objective by the sampled-based approximations. In this section, we first present the Sample Average Approximation (SAA) approach with its convergence result. Then motivated by SAA, we design the Stochastic Decomposition (SD) algorithms for two-stage SQLP and SQQP problems.

3.1 Motivation underlying SD: sample average approximation

An SA-A instance with \( N \) samples \( \{\omega^i\}_{i=1}^N \) in a two-stage SQLP/SQQP problem can be formulated as follows.

\[
\min_F N(x) \triangleq \frac{1}{2} x^\top Q x + c^\top x + \frac{1}{N} \sum_{i=1}^N h(x, \omega^i) \\
\text{s.t. } x \in X = \{x : Ax \leq b\} \subseteq \mathbb{R}^n.
\] (10)

In (10), an SAA function denoted by \( F_N(x) \), is defined to be the sum of the quadratic term and the sample average of the recourse functions. The recourse function should be \( h_{QL}(x, \omega^i) \) or \( h_{QQ}(x, \omega^i) \) respectively in two-stage SQLP and SQQP problems. We present the SAA process in table 2 following the setup in [24] by Sen and Liu.

In step 2, the estimated confidence in the statistical validation step follows the work of Mak et al. in [13]. Following that, in step 3 a Pessimistic Gap, the worst case gap of estimated confidence intervals, evaluates the quality of sampling-based approximation approach. Since the solution \( \hat{x}^N \) of the SAA instance [10] is a random variable with respect to the samples \( \{\omega^i\}_{i=1}^N \), from the theoretical viewpoint, we consider the probability of \( \hat{x}^N \) being in the \( \varepsilon \)-optimal solution set in terms of the number of samples \( N \). Under some assumptions, here is an extended result of the convergence rate of SAA by A. Shapiro et al. in [26] and [27].

**Proposition 1** (Convergence rate of SAA). In SQLP and SQQP problems [3] and [5], besides the assumptions (A1)–(A3), we also assume that the optimal solution set \( S \) is nonempty. Let \( S_{\varepsilon} \) denote the set of \( \varepsilon \)-optimal solutions of the problem considered. Then in each problem (SQLP/SQQP), for any \( \varepsilon > 0 \) there exist constants \( C_\varepsilon > 0 \) and \( \beta_\varepsilon > 0 \) such that the inequality

\[
1 - P(\hat{x}^N \in S_{\varepsilon}) \leq C_\varepsilon e^{-\beta_\varepsilon N}
\] (11)

holds for all \( N \in \mathbb{N} \). Moreover, if the optimal solution set \( S \) is sharp, then we have

\[
1 - P(\hat{x}^N \in S) \leq C_0 e^{-\beta_0 N}.
\] (12)

The probability here is with respect to \( N \) iid samples and the sharpness of the solution set is defined in Definition 5.22 [26].
Table 2: SAA Process

For a fixed number of replications $M$, do the following.

1. **Optimization:** For each replication $m \in [M]$ with the sample set of size $N$, create an SAA function $F^m_N(x)$ where the superscript represents the replication number. Solve the SAA instance (10) by a numerical optimization algorithm with an optimal solution $\hat{x}^m_N$ and the corresponding optimal value $\hat{v}^m_N$.

2. **Statistical Validation:** Estimate the lower bound confidence interval using the optimal values $\{\hat{v}^m_N\}_{m=1}^M$ and the upper bound confidence interval using the potential solutions $\{\hat{x}^m_N\}_{m=1}^M$ at a specified level of accuracy.

3. **Pessimistic Gap:** If the upper end of the estimated upper bound confidence interval is close to the lower end of the estimated lower bound confidence interval at an acceptable level of accuracy, then stop. Else, increase the sample size $N$ and repeat from Step 1.

The above proposition shows that the solution provided by solving the SAA instance is in the suboptimal set with exponentially increasing probability as the sample size increases. Besides, for smaller value of $\varepsilon$ the exponential constant $\beta_\varepsilon$ is smaller.

3.2 The SD algorithm for two-stage SQLP and SQQP

Although the SAA method exhibits a linear convergence rate to the suboptimal solution set, there are some algorithmic issues when actually implementing SAA for large scale instances: a) The computational effort in solving the SAA instance using a numerical QP solver might be very expensive in a large-scale problem, b) the sample size recommended by the theory is often too conservative for practical purposes. Moreover, many of the parameters required to estimate the sample size (e.g., Lipschitz constants) are unknown before the iterations begin. As a result, it is customary to use multiple trials of sample sizes which leads to a large increase of computational time, and c) there is a lack of the integration of statistical stopping and numerical optimization, so that approximations created during the course of certain algorithms (e.g., Benders' decomposition) cannot be used in subsequent runs. These issues are mainly because SAA does not explicitly specify an algorithmic mechanism to exploit the structure of recourse functions. Hence, the SD algorithm is designed to accommodate these issues, while maintaining approximations in the spirit of the SAA approach.

For two-stage stochastic linear programming (SLP) problems, Higle and Sen in [5] designed the Stochastic Decomposition (SD) algorithm to accommodate the structure of SLP. In SD, the objective function is approximated by a bundle of stochastic minorants using approximate subgradients of the sample average of recourse functions. In order to make use of the minorants during the process for subsequent runs, a unified lower bound of recourse functions is required for all $x \in X$ and almost every $\omega \in \Omega$. Without loss of generality, we borrow the non-negativity assumption for the recourse functions which was originally made in [5].

(A4) The recourse function $h(x, \omega)$ is non-negative for all $x \in X$ and almost every $\omega \in \Omega$.

Because the context (SQLP or SQQP) should be clear from the problem statement, we use one notation $h$ for the recourse function in the assumption (A4) without the subscripts. Incidentally,
it is interesting to note that the assumption of non-negative recourse functions holds for most stochastic optimization models in machine learning since loss functions are usually non-negative.

We present the SD algorithm for two-stage SQLP problems in Algorithm 1 with minor modifications on its predecessor, the SD algorithm for two-stage SLP problems. The idea is that we successively create a sequence of value function approximations \( \{f_k\} \), each of which is a piecewise lower bound of the sample average function. The earliest version of the SD algorithm in [5] obtains the solution sequence by minimizing the value function approximations \( \{f_k\} \) successively. Subsequently, the proximity control was added with the step size as a regularization term by Higle and Sen in [6].

Its interpretation as a stochastic proximal mapping, similar to its deterministic version (Boyd and Parikh [18]) leads to a more succinct algorithmic statement. Therefore, at iteration \( k \), the updated solution \( x^k \) is computed as a proximal mapping point \( T_{\alpha_{k-1} f_{k-1}}(\tilde{x}^{k-1}) \) where \( \alpha_{k-1} \) is the step size, \( f_{k-1} \) is a value function approximation and \( \tilde{x}^{k-1} \) is an incumbent solution all of which are constructed in the previous iteration. It is worth noticing that one might view SA as a stochastic forward Euler method, whereas such the stochastic proximal algorithm can be viewed as a stochastic backward Euler method. However, it is different from the stochastic proximal iteration (SPI) algorithm proposed by Ryu and Boyd in [23] because the value function approximation is created using the sample information of the entire history.

With the newly updated solution \( x^k \), we now explain the construction of the value function approximation \( f_k \) in detail. We first generate a new sample \( \omega^k \) independently with samples \( \{\omega^i\}_{i=1}^{k-1} \) in the history. Because of the fixed recourse assumption, all realizations \( \omega \in \Omega \) share the same collection of dual extreme points. We solve (7) at \( (x^k, \omega^k) \) and include any new dual optimal vector supporting \( h(\cdot, \omega^k) \) at \( x^k \) in the set \( V_k \subseteq \Pi \), so the extreme points will be discovered during the course of SD. We then create two minorants of the SAA function which are defined in line 9 in Algorithm 1. In the notations of these two minorants, \( h^k_k(x) \) and \( h^k_{k-1}(x) \), the superscripts refer to the iteration number and the subscripts refer to the index number of the minorants. Notice that these two minorants are constructed using the true subgradient for the sample \( \omega^k \) and the subgradient approximations for the samples \( \{\omega^i\}_{i=1}^{k-1} \) by restricting the dual variables in the second-stage program in the set \( V_k \). Moreover, we keep those previously generated minorants which have nonzero Lagrangian multipliers at \( T_{\alpha_{k-1} f_{k-1}}(\tilde{x}^{k-1}) \) and reweigh them such that they are the lower bounds of the SAA function \( F_k \) as well. From the optimality condition of \( T_{\alpha_{k-1} f_{k-1}}(\tilde{x}^{k-1}) \), Higle and Sen in [6] have shown that at each iteration the number of nonzero Lagrangian multipliers of the minorants is no greater than \( n_1 + 3 \) where \( n_1 \) is the dimension of the first-stage decision variable. Therefore, with two newly generated minorants, the total number of minorants kept in the index set \( J_k \) is no greater than \( n_1 + 3 \). These minorants are called sample average subgradient approximation (SASA) functions in SQLP problems. Consequently, a value function approximation \( f_k \) is created to be the sum of the quadratic function in the first stage and the maximum of the SASA functions recorded in \( J_k \) which is formally defined at line 9 in Algorithm 1.

Besides the construction of value function approximations in the SD algorithm, there are three more improvements on efficiency comparing to the SAA method. First, to achieve the estimated improvements in objective, we introduce a competition between the current incumbent solution \( \hat{x}^{k-1} \) and the newly updated solution \( x^k \), which is called a candidate solution. The ratio between the reductions \( f_k(x^k) - f_k(\hat{x}^k) \) and \( f_{k-1}(x^{k-1}) - f_{k-1}(\hat{x}^{k-1}) \) decides whether we should accept the candidate solution, i.e., \( x^k = \hat{x}^k \) or proceed to the next iteration with the unchanged incumbent solution, i.e. \( x^k \). Note that the estimates \( f_k(x^k) \) and \( f_k(\hat{x}^k) \) are positively correlated, so as in the simulation-optimization literature, this correlation reduces variance in estimation of the difference \( F_k(x^k) - F_k(\hat{x}^k) \). Moreover, this update rule is also closely related to the traditional update rule in trust region methods (see Conn et al. [4]) except that the functions used in measuring reductions are value function approximations instead of the true function values. Such interplay
between optimization and statistical features makes SD unique in its design.
Another improvement is that instead of having a fixed sample size $N$ as in SAA, an in-sample stopping rule with bootstrap estimators is presented in section 5 so that the sampling process stops automatically during the optimization procedure. Finally, we mention that SD also facilitates an additional step of variance reduction via replications. This replication mechanism, which was presented in Sen and Liu in [24], recommends optimizing a “grand mean” value function based on the terminal value functions from each replication. Since the results of this paper are restricted to only one replication, we refer the readers to [24] for further details.

Algorithm 1 SD-QL

**Require:**
- $\tau > 0$, $\alpha_0 = \tau$, $r \in (0, 1)$, $k = 0$, $V_0 = \emptyset$ and $\mathcal{J}_0 = \{0\}$.
- a feasible solution $\hat{x}^0 \in X$.
- $h_{j,0}(x) = 0$, $\forall x \in X$ and $\forall j \in \mathcal{J}_0$.
- $f_0(x) = \frac{1}{2} x^T Q x + c^T x + \max \{h_{j,0}(x), j \in \mathcal{J}_0\}$, $\forall x \in X$.

**Ensure:**
1: while the stopping rule (see section 5) is not satisfied do
2: $k \leftarrow k + 1$
3: compute $x^k = T^X_{\alpha_{k-1}, f_{k-1}}(\hat{x}^{k-1})$ following the definition in [2] and record the Lagrangian multipliers $\{\mu_j^{k-1}\}_{j \in \mathcal{J}_{k-1}}$ of $\{h_j^{k-1}(x)\}_{j \in \mathcal{J}_{k-1}}$ respectively.
4: compute $\pi_k = \arg\max_{\pi \in \Pi} \pi^T (\xi(\omega^k) - C(\omega^k)x^k)$ with a new sample $\omega^k$.
5: update $V_k = V_{k-1} \cup \{\pi_k\}$ and $\mathcal{J}_k = \mathcal{J}_{k-1} \cup \{-k, k\} \setminus \{j \in \mathcal{J}_{k-1} : \mu_j^{k-1} = 0\}$
6: compute $\pi_{k,i} \in \arg\max_{\pi \in V_k} \pi^T (\xi(\omega^i) - C(\omega^i)x^k)$ for $i \in [k]$
7: compute $\pi_{k,i} \in \arg\max_{\pi \in V_k} \pi^T (\xi(\omega^i) - C(\omega^i)x^{k-1})$ for $i \in [k]$
8: construct $h_k^k(x) = \frac{1}{k} \sum_{i=1}^{k} \pi_{k,i}^T (\xi(\omega^i) - C(\omega^i)x)$,
- $h_{k,k}^k(x) = \frac{1}{k} \sum_{i=1}^{k} \pi_{k,i}^T (\xi(\omega^i) - C(\omega^i)x)$,
- $h_{j}^k(x) = \frac{|j|}{k} h_{j}^{k-1}(x)$ for $j \in \mathcal{J}_{k} \setminus \{-k, k\}$
9: construct $f_k(x) = \frac{1}{2} x^T Q x + c^T x + \max \{h_k^k(x), j \in \mathcal{J}_k\}$
10: if $f_k(x^k) - f_k(\hat{x}^{k-1}) \leq r(f_{k-1}(x^k) - f_{k-1}(\hat{x}^{k-1}))$ then
11: $\hat{x}^k = x^k$, $\alpha_k = \frac{\tau}{k+1}$
12: else
13: $\hat{x}^k = \hat{x}^{k-1}$, $\alpha_k = \alpha_{k-1}$
14: end if
15: end while

As for two-stage SQQP problems, if the matrix $P$ is positive semidefinite, the SD algorithm for SQLP remains valid since SASA functions could be constructed by solving the second-stage quadratic programming (QQ) problem and it reveals that the recourse function $h_{QQ}$ is a piecewise quadratic function with respect to $x$. The methods to solve the dual problem of [9] include active-set methods, iterative algorithms and also some state-of-art algorithms with faster convergence. We refer the interested readers to [1], [2], [11] and [23] for details. Given the wide variety of efficient algorithms currently available, we assume that such a method can be used for solving the NNQP problem [9]. Therefore, we design a method of tracking the dual faces of the second-stage problem in
SQQP, instead of the dual extreme points in SQLP. Specifically, in the SD algorithm for SQQP, we construct a set $U_k$ to record the index sets $\{\hat{u}_t\}_{t=1}^k$ of zero dual variables in the dual problem of SP as well as ML, we should mention connections between SD and several methods in SP and ML. We begin by observing that SD can be seen as one of the inexact bundle methods (see Oliveira et al. in [17]) in which SD at each iteration utilizes an exact subgradient of a random sample function and inexact subgradient approximations of all other sample functions in the construction of value function approximations. Similarly, the proximal Stochastic Variance Reduction Gradient (SVRG) algorithm developed by Xiao and Zhang in [31] is also one of the inexact gradient methods for solving the ERM problems. Thus, both SD and SVRG share a similar idea which is the inclusion of the exact and also the inexact gradients/subgradients for all the samples in history in order to reduce the variance along the stochastic path with the small computational cost. However, because

Algorithm 2 SD-QQ

Require:
- $\tau > 0$, $\alpha_0 = \tau$, $r \in (0, 1)$, $k = 0$, $U_0 = \emptyset$ and $\mathcal{J}_0 = \{0\}$.
- a feasible solution $\hat{x}_0 \in X$.
- $h_{j,0}(x) = 0, \forall x \in X$ and $\forall j \in J_0$.
- $f_0(x) = \frac{1}{2}x^TQx + c^Tx + \max\{h_{j,0}(x), j \in J_0\}, \forall x \in X$.

Ensure:
1: while the stopping rule (see section 5) are not satisfied do
2: $k \leftarrow k + 1$
3: compute $x^k = T_{\alpha_{k-1}f_{k-1}}(\hat{x}^{k-1})$ following the definition in (2) and record the Lagrangian multipliers $\{\lambda^{k-1}_j\}_{j \in J_{k-1}}$ and the dual extreme points $h^{k-1}(x)_{j \in J_{k-1}}$ respectively
4: compute $s^k = \arg\max s_{\geq 0} - \frac{1}{2}s^T H s + e(x^k, \omega^k)^T s$ with a new sample $\omega^k$
5: update $\tilde{u}_k = \{i : s^{k}(i) = 0, 1 \leq i \leq n_2\}$, $U_k = U_{k-1} \cup \{\tilde{u}_k\}$,
- $\mathcal{J}_k = \mathcal{J}_{k-1} \cup \{-k, k\} \{j \in \mathcal{J}_{k-1} : \lambda^{k-1}_j = 0\}$
6: compute $s_{k,i} \in \arg\max \frac{1}{2}s^T H s + s^T e(x^k, \omega^j)$ for $i \in [k]$
7: compute $\hat{s}_{k,i} \in \arg\max \frac{1}{2}s^T H s + s^T e(\hat{x}^{k-1}, \omega^j)$ for $i \in [k]$
8: construct $h^k_i(x) = \frac{1}{k} \sum_{i=1}^{k} \frac{1}{2}s^T_{k,i} H s_{k,i} + \frac{1}{2}s^T_{k,i} H \hat{s}_{k,i} + s^T_{k,i} e(x, \omega^j)$,
- $h_{-k}(x) = \frac{1}{k} \sum_{i=1}^{k} \frac{1}{2}s^T_{k,i} H \hat{s}_{k,i} + \hat{s}^T_{k,i} e(x, \omega^j)$,
- $h_i^k(x) = \frac{1}{k} h^k_i(x)$ for $j \in J_k \{0, k\}$
9: construct $f_k(x) = \frac{1}{2}x^T Q x + c^T x + \max\{h^k(x), j \in J_k\}$
10: if $f_k(x^k) - f_k(\hat{x}^{k-1}) \leq r(f_{k-1}(x^k) - f_{k-1}(\hat{x}^{k-1}))$ then
11: $\hat{x}^k = x^k$, $\alpha_k = \tau$, $\hat{x}_{k+1}$
12: else
13: $\hat{x}^k = \hat{x}^{k-1}$, $\alpha_k = \alpha_{k-1}$
14: end if
15: end while

Because of the tremendous recent growth in the application of non-smooth optimization in the area of SP as well as ML, we should mention connections between SD and several methods in SP and ML. We begin by observing that SD can be seen as one of the inexact bundle methods (see Oliveira et al. in [17]) in which SD at each iteration utilizes an exact subgradient of a random sample function and inexact subgradient approximations of all other sample functions in the construction of value function approximations. Similarly, the proximal Stochastic Variance Reduction Gradient (SVRG) algorithm developed by Xiao and Zhang in [31] is also one of the inexact gradient methods for solving the ERM problems. Thus, both SD and SVRG share a similar idea which is the inclusion of the exact and also the inexact gradients/subgradients for all the samples in history in order to reduce the variance along the stochastic path with the small computational cost. However, because
of the structural differences between SQLP/SQQP problems and ERM problems, we are able to develop subgradient approximations in the SD algorithm, which are much different from the inexact oracles in proximal SVRG. Moreover, in ERM problems the performance is measured by empirical risk, while in SQLP/SQQP problems one is measured by the expectation for the generalizability.

3.3 The convergence result of the SD algorithm

Higle and Sen in [5] and [6] studied the convergence properties of SD in solving two-stage SLP problems, which can be viewed as a special version of two-stage SQLP when \( Q = 0 \). Thus the SD algorithm for the SLP problem is almost the same as Algorithm 1 except that the value function approximations do not include the quadratic term. For the sequence of solutions generated by the SD algorithm of two-stage SLP problems, we summarize the convergence result (see Higle & Sen [5]) in the following lemma.

**Lemma 2.** Suppose the assumptions \((A2) - (A4)\) hold for SQLP problem \([5]\) with \( Q = 0 \). Let \( \{f_k(x)\}, \{x^k\}, \{\hat{x}^k\} \) respectively be the sequence of value function approximations, candidate solutions and incumbent solutions, generated by the SD algorithm with the diminishing step size in two-stage SLP. Let \( K \) denote the set of iteration numbers where the incumbent solution updates.

(a) If there exists \( x^* \in X \) such that \( \{\hat{x}^k\}_{k \in K} \to x^* \), then \( \{f_k(\hat{x}^k)\}_{k \in K} \to f(x^*) \) with probability 1.

(b) With probability 1, there exists a subsequence of iterations, indexed by a set \( K_* \), such that

\[
\lim_{k \in K_*} f_k(x^k) - f_{k-1}(\hat{x}^{k-1}) + \frac{1}{2} \|x^k - \hat{x}^{k-1}\|^2 = 0.
\]

Moreover, every accumulation point of \( \{\hat{x}^k\}_{k \in K_*} \) is an optimal solution of the two-stage SLP problem.

**Proof.**

(a) See Theorem 2 by Higle and Sen in [5].

(b) See Theorem 5 by Higle and Sen in [6].

Since in two-stage SQLP and SQQP, there is a finite number of extreme points or faces in the second-stage problem, following the proofs in [5] and [6], theorem 2 can be easily shown to hold for two-stage SQLP and SQQP with the assumption \((A1)\). Accordingly, the entire sequence convergence result shown by Sen and Liu in [24] based on theorem 2 could then be extended to the two-stage SQLP and SQQP as well. We present the convergence result in the following proposition showing that the entire sequence of incumbent solutions converges to an optimal solution with probability 1.

**Proposition 3** (Convergence result of SD). Suppose the assumptions \((A1) - (A4)\) hold. Then in two-stage SQLP/SQQP, the sequence of incumbent solutions \( \{\hat{x}^k\} \) generated by the SD algorithm with the diminishing step size converges to the unique optimal solution \( x^* \) with probability one.

**Proof.** See Theorem 1 by Sen and Liu in [24].

4 Convergence Rate of SD

From theorem 3, the SD algorithm is able to produce the sequence of incumbent solutions converging to the unique optimal solution with probability one. Thereupon the convergence rate is the next issue of focus. In SD, the vital step dominating its convergence is the proximal mapping of the value function approximation. In this section by analyzing the contraction property of the stochastic proximal mapping, we derive the sublinear convergence rate of SD for two-stage SQLP and SQQP problems.

It will become clear subsequently that the two classes of problems share the same convergence analysis, therefore in the following analysis we unify the notation \((x^*, \lambda^*)\) to be the optimal solution.
pair of SQLP or SQQP, $F_k$ to be the SAA function defined in [10] with the sample set of size $k$ without identifying its specific structures, i.e. the recourse functions $h_{QL}$ or $h_{QQ}$. Similarly, let $f_k$ represent the value function approximation created at iteration $k$ with the definition at line 9 in Algorithm 1 or line 9 in Algorithm 2 without recognizing its specific structures, i.e., the SASA or the SAQA functions. Moreover, since we consider the convergence result of the sequence of incumbent solutions, without loss of generality we filter out all candidate solutions which are rejected as incumbent solutions. Hence for the sake of propositions and theorems in this section, we simplify the notation by denoting the sequence of incumbent solutions using $\{x^k\}$.

In studying the convergence rate of a randomized algorithm such as SD, it is customary to treat $x^{k+1}$ as a random variable which is governed by the randomness of Monte Carlo sampling $\{\omega^i\}_{i=1}^k$ generated in the entire history of the algorithm. Let $\{\mathcal{F}_k\}_{k \in \mathbb{N}_+}$ denote the filtration with $\mathcal{F}_k = \sigma(\omega^1, \ldots, \omega^k)$. For any $k \in \mathbb{N}_+$, let $\mathbf{E}_k$ denotes the expectation taken with respect to product of the probability measures of $\{\omega^i\}_{i=1}^k$ in the sense that $\mathbf{E}_k[\cdot] = \mathbf{E}[\cdot | \mathcal{F}_k]$. Therefore, the idea is to analyze $\mathbf{E}_k \|x^{k+1} - x^*\|$ in terms of the number of iterations. Besides assumptions (A1) – (A4), we make the following assumptions for the convergence rate analysis of the SD algorithm in this section.

(B1) Linear independence constraint qualification (LICQ) holds at the optimum $x^*$ for the feasible solution set $X = \{x : Ax \leq b\}$.

(B2) There exists a nonnegative-valued measurable function $L(\omega) : \Omega \rightarrow [0, \infty)$ such that $\mathbf{E}[L(\omega)] < \infty$ and $|h(x, \omega) - h(x', \omega)| \leq L(\omega)\|x - x'\|$, for all $x, x' \in X$ and almost every $\omega \in \Omega$.

(B3) There exists a neighborhood $B(x^*, \delta)$ with $\delta > 0$ such that recourse function $h(x, \omega)$ is differentiable for all $x \in B(x^*, \delta)$ and almost every $\omega \in \Omega$.

(B4) The unique optimum $x^*$ is sharp, i.e., there exists a constant $\rho$ such that $f(x) \geq f(x^*) + \rho\|x - x^*\|$ for any $x \in X$.

(B5) Strict complementarity holds at $x^*$, which means $b_r - a_r^\top x^* + \lambda_r^* > 0$ for all $r \in [m]$ where $a_r^\top$ is $r$th row vector of the matrix $A$ and $b_r$ is $r$th component of the vector $b$.

At this point it is appropriate to comment about the above assumptions. The LICQ assumption in (B1) is defined such that the active constraints at $x^*$ are linearly independent. This local condition at $x^*$ will be used for analyzing the convergence rate, whereas in nonlinear programming, LICQ is intended to manage difficulties which might arise due to the linearization of nonlinear constraints. Assumption (B2) actually can be directly derived from the assumption (A3) that the recourse function is fixed and relatively complete. However, due to the usage of the Lipschitz constant in the convergence rate analysis, we list it as an assumption here. Moreover, it is worth noticing that a sufficient condition for the local Lipschitz continuity of the optimal value function was presented in Lemma 5.1 in [19]. Assumption (B3) can be derived from the almost surely differentiability of $h(x, \omega)$ at $x^*$ with an additional condition that the radius of the neighborhoods centered at $x^*$ within which $h(x, \omega)$ is differentiable have a uniform positive lower bound for almost every $\omega \in \Omega$. A stronger version of the differentiability is assumed in Assumption 3 in [22] in which the recourse function is differentiable for all $x \in X$ and almost every $\omega \in \Omega$. The assumption (B4) is critical to ensure the finite exponential convergence rate of the SAA method according to theorem [4]. Moreover, this assumption is equivalent to $f'(x^*, q) \geq r\|q\|$ for any $q \in \mathcal{T}_X(x^*)$, where $\mathcal{T}_X(x^*)$ denotes the tangent cone of set $X$ at point $x^*$ (see (5.135) in [20]). Hence as a local condition, it suffices to impose the assumption (B4) in a neighborhood of $x^*$. Finally, the assumption (B5) of
strict complementarity is needed for showing the stability of the active constraints of the stochastic proximal mappings even for the case of linearly constrained problems.

Recall that \( \hat{E}_k \) denotes the expectation taken with respect to product of the probability measures of \( \{\omega^i\}_{i=1}^{k} \). By using the triangle inequality, we are able to separate the distance between the current incumbent solution \( \hat{E}_k \| x^{k+1} - x^* \| \) into three terms.

\[
\hat{E}_k \| x^{k+1} - x^* \| \leq \hat{E}_k \left\| T_{\alpha_k f_k}(x^k) - T_{\alpha_k F_k}(x^*) \right\| + \hat{E}_k \left\| T_{\alpha_k F_k}(x^k) - T_{\alpha_k F_k}(x^*) \right\| + \hat{E}_k \left\| T_{\alpha_k F_k}(x^*) - x^* \right\| .
\]  

(13)

On the right hand side of (13), the first term is the distance of the proximal mapping point of the value function approximation and the SAA function. We will analyze the two cases in theorem 5 such that this distance is bounded in \( O(\alpha_k) \) and \( O(\alpha_k^2) \) respectively. For the second term, we will show the contraction property in theorem 9 for the stochastic proximal mapping of the SAA function with constraints. With the quadratic programming in the first stage and the sequential sampling process in SD, this contraction property can be seen as an improvement of the well-known non-expansive property of deterministic proximal methods. Moreover, the third term will be shown to exponentially converge to zero in theorem 10 from the exponential convergence rate of the SAA method. By combining these three propositions together with a lemma on limiting properties, in theorem 12 we derive a recursion showing that the distance between the incumbent solution and the optimal solution is diminishing in the sublinear convergence rate.

**Lemma 4.** Suppose assumptions (A1) – (A4) and (B3) hold for the two-stage SQLP (3) or SQQP (5) considered. There exists a finite number \( k_1 \), such that for any \( k \geq k_1 \), points \( T_{\alpha_k f_k}(x^k) \) and \( x^k \) are on the same piece of \( f_k \) with probability 1.

**Proof.** Since there is a finite number of dual extreme points in the second stage of SQLP, there exists a finite number \( k'_1 \) such that for any \( k \geq k'_1 \), the dual extreme point set \( V_k \) defined in line 5 in Algorithm 1 contains all the extreme points with probability 1. Similarly in SQQP, there exists a finite number \( k''_1 \) such that for any \( k \geq k''_1 \), the dual face set \( U_k \) defined in line 5 in Algorithm 2 contains the index sets of all the dual faces in the second stage of SQQP. Moreover, the value function approximation \( f_k \) is constructed to be a lower bound of the SAA function \( F_k \) and when \( k \geq \max\{k'_1, k''_1\} \), \( f_k(x^k) = F_k(x^k) \).

From theorem 3 and the assumption (B3), there exists a finite number \( k_1 \), such that for any \( k \geq k_1 \), \( h(x, \omega) \) is differentiable with respect to \( x \) at \( x^k \) for almost every \( \omega \in \Omega \). Hence when \( k \geq \max\{k_1, k'_1, k''_1\} \), both \( F_k(x) \) and \( f_k(x) \) are differentiable at \( x^k \) with the same gradient, i.e.,

\[
\nabla_{x=x^k} f_k(x) = \nabla_{x=x^k} F_k(x).
\]

From theorem 2, \( f_k(T_{\alpha_k f_k}(x^k)) - f_k(x^k) \) converges to 0 as \( k \) increases to infinity with probability 1. Moreover \( f_k \) is a piecewise linear or quadratic function, thus there exists a finite number \( \hat{k}_1 \) such that for any \( k \geq \hat{k}_1 \geq \max\{k_1, k'_1, k''_1\} \), the points \( T_{\alpha_k f_k}(x^k) \) and \( x^k \) are on the same linear or quadratic piece of \( f_k \) with probability 1. \( \square \)

**Proposition 5.** Suppose assumptions (A1) – (A4), (B2) and (B3) hold for the two-stage SQLP (3) or SQQP (5) considered. There exist finite numbers \( k_a \leq k_b \), such that at iteration \( k \) the proximal mapping over a feasible solution set \( X \) satisfies:

(a) \( \hat{E}_k \left\| T_{\alpha_k f_k}(x^k) - T_{\alpha_k F_k}(x^k) \right\| \leq 4M_0\alpha_k, \) for any \( k \geq k_a \).

(b) \( \hat{E}_k \left\| T_{\alpha_k f_k}(x^k) - T_{\alpha_k F_k}(x^k) \right\| \leq 4M_0M_1\alpha_k^2, \) for any \( k \geq k_b \).

where \( M_0 \triangleq \max_{x \in X} \| c + Qx \| + \mathbb{E}[L(\tilde{\omega})] \) and \( M_1 \) is a positive constant independent of \( k \).
Proof. First we notice that the proximal mapping can be represented as an implicit projection step, i.e.,

\[
T^X_{\alpha f_k}(x^k) = P_X(x^k - \alpha_k \xi_{f_k}(T^X_{\alpha f_k}(x^k))),
\]

where \(P_X(\cdot)\) is a projection mapping defined in (1), \(\xi_{f_k}(T^X_{\alpha f_k}(x^k))\) denotes the subgradient of \(f_k\) under the optimality conditions at the proximal mapping point \(T^X_{\alpha f_k}(x^k)\). Similarly let \(\xi_{f_k}(T^X_{\alpha f_k}(x^k))\) denote the subgradient of \(F_k\) under the optimality conditions at the proximal mapping point \(T^X_{\alpha f_k}(x^k)\). According to the reasoning in theorem 4, there exists a finite number \(k_a\) such that when \(k \geq k_a\), the sets \(V_k\) and \(U_k\) include all the dual extreme points and faces respectively in the second-stage dual problem of SQLP and SQQP. Therefore, \(F_k\) and \(f_k\) have the same sample average value at \(x^k\) with at least one common subgradient with \(k \geq k_a\). Let \(\xi_{F_k}(x^k) = \xi_{f_k}(x^k)\) be one common subgradient of \(F_k\) and \(f_k\) at \(x^k\). With the representations of implicit projection steps, we derive the following inequality:

\[
\begin{align*}
\|T^X_{\alpha f_k}(x^k) - T^X_{\alpha F_k}(x^k)\| & \leq \|P_X(x^k - \alpha_k \xi_{f_k}(T^X_{\alpha f_k}(x^k))) - P_X(x^k - \alpha_k \xi_{f_k}(x^k))\| \\
& + \|P_X(x^k - \alpha_k \xi_{F_k}(x^k)) - P_X(x^k - \alpha_k \xi_{F_k}(T^X_{\alpha f_k}(x^k)))\| \\
& \leq \alpha_k \|\xi_{f_k}(T^X_{\alpha f_k}(x^k)) - \xi_{f_k}(x^k)\| \\
& + \alpha_k \|\xi_{F_k}(x^k) - \xi_{F_k}(T^X_{\alpha f_k}(x^k))\|.
\end{align*}
\]

(14)

From the assumption (B2), the recourse function \(h(\cdot, \omega)\) is Lipschitz continuous with the constant \(L(\omega)\) with probability 1. Moreover, \(X\) is a compact set from the assumption (A2). Then the subgradient of the value function approximation can be bounded uniformly for all \(x \in X\), i.e., \(\|\xi_{f_k}(x)\| \leq \max_{x \in X} \|c + Qx\| + \frac{1}{k} \sum_{i=1}^{k} L(\omega^i)\). Hence the expected subgradient with respect to the product of the probability measures of the samples on the history until iteration \(k\) is bounded by \(\max_{x \in X} \|c + Qx\| + \mathbb{E}[L(\hat{\omega})]\). Such bound also holds for the sample average function \(F_k\). Let \(M_0 \triangleq \max_{x \in X} \|c + Qx\| + \mathbb{E}[L(\hat{\omega})]\), then from (14), for any \(k \geq k_a\),

\[
\mathbb{E}_k \|T^X_{\alpha f_k}(x^k) - T^X_{\alpha F_k}(x^k)\| \leq 4M_0 \alpha_k.
\]

It proves the statement (a).

Moreover, from theorem 4 there exists a finite number \(k_b\) such that for any \(k \geq k_b\), \(T^X_{\alpha f_k}(x^k)\) and \(x^k\) are on the same linear/quadratic piece of a piecewise function \(f_k\) with probability 1. Therefore, there exists a constant \(M_1\) such that

\[
\mathbb{E}_k \|\xi_{f_k}(T^X_{\alpha f_k}(x^k)) - \xi_{f_k}(x^k)\| \leq M_1 \mathbb{E}_k \|T^X_{\alpha f_k}(x^k) - x^k\|.
\]

(15)

The argument of theorem 4 should also hold for \(F_k\) following almost the same analysis. Therefore, without loss of generality, with the same constant \(M_1\) the following inequality holds,

\[
\mathbb{E}_k \|\xi_{F_k}(T^X_{\alpha f_k}(x^k)) - \xi_{F_k}(x^k)\| \leq M_1 \mathbb{E}_k \|T^X_{\alpha F_k}(x^k) - x^k\|.
\]

(16)

Then, from the optimality condition of \(T^X_{\alpha f_k}(x^k)\) and the boundness of the subgradient of \(f_k\),

\[
\frac{1}{2} \|T^X_{\alpha f_k}(x^k) - x^k \|^2 \leq \alpha_k (f_k(x^k) - f_k(T^X_{\alpha f_k}(x^k)))
\]

\[
\leq \alpha_k \left( \max_{x \in X} \|c + Qx\| + \frac{1}{k} \sum_{i=1}^{k} L(\omega^i) \right) \|T^X_{\alpha f_k}(x^k) - x^k\|.
\]
Since \( \|T_{\alpha F_k}^X(x^k) - x^k\| \neq 0 \) with probability 1, dividing it and taking expectations on both sides, we then derive
\[
\mathbf{E}_k \left\| T_{\alpha F_k}^X(x^k) - x^k \right\| \leq 2M_0\alpha_k.
\]
Similarly for the SAA function \( F_k \), we have
\[
\mathbf{E}_k \left\| T_{\alpha F_k}^X(x^k) - x^k \right\| \leq 2M_0\alpha_k.
\]
Combining the above two inequalities with inequalities \((14), (15)\) and \((16)\), we have the statement (b), i.e., \( \mathbf{E}_k \left\| T_{\alpha F_k}^X(x^k) - T_{\alpha F_k}^X(x^k) \right\| \leq 4M_1M_0\alpha_k^2 \). \( \square \)

It is known that the proximal mapping obeys the non-expansive property (see \cite{18} and \cite{21}). However as for the second term in the triangle inequality \((13)\), we will improve the result showing that the proximal mapping of the SAA function with constraints has a contraction property. Similar contraction property of stochastic proximal iteration has been analyzed by Ryu and Boyd \cite{23} under the assumption of M-Restricted strong convexity without the constraints. In doing so, we start to show that under some assumptions, the active constraints of the proximal mapping \( T_{\alpha F_k}^X(x^k) \) should stabilize after finitely many iterations with probability 1.

**Lemma 6.** Suppose the assumptions (A1) - (A4), (B1), (B3) and (B5) hold for the two-stage SQLP \((3)\) or SQQP \((5)\) considered. Let \( I^k \triangleq \{ r : a_r^\top T_{\alpha F_k}^X(x^k) = b_r \} \) and \( I^* \triangleq \{ r : a_r^\top x^* = b_r \} \). Then there exists a finite number \( \hat{k}_2 \), such that for any \( k \geq \hat{k}_2 \), \( I^k = I^* \) with probability 1.

**Proof.** See Appendix A. \( \square \)

Let \( \bar{X} \triangleq \{ x : a_r^\top x = b_r, r \in I^* \} \), as the feasible solution set constructed by the active constraints at \( x^* \). From theorem 6, \( T_{\alpha F_k}^X(x^k) = T_{\alpha F_k}^X(x^k) \) when \( k \geq \hat{k}_2 \). Therefore, in order to bound the second term in \((13)\) for the asymptotic convergence rate, we only need to consider \( T_{\alpha F_k}^X(x^k) \) by restricting the feasible solution set to be \( \bar{X} \). In doing so, we first prove that the proximal mapping of a quadratic function with the positive definiteness obeys the contraction property. Following that, we prove that the proximal mapping of the sum of a quadratic function and a convex random function obeys the contraction property as well. Then by seeing the sample average function as the sum of a quadratic function and a sample average of convex functions, we thus have the contraction property for the second term in the triangle inequality \((13)\). We should mention that for simplicity we omit the superscript \( \bar{X} \) in the notations of the proximal mapping in the following two lemmas, instead we claim that the proximal mapping is taken over a feasible solution set \( \bar{X} \) in the statements.

**Lemma 7.** Suppose \( \bar{y}(z) = \frac{1}{2} z^\top Q z \) where \( Q \) is a positive definite matrix and \( \bar{A} \) is a matrix consisting of the linearly independent row vectors. Then the proximal mapping \( T_{\alpha \bar{y}} \) over a feasible solution set \( \bar{X} = \{ x : A x = \bar{b} \} \) satisfies \((17)\).

\[
T_{\alpha \bar{y}} x - T_{\alpha \bar{y}} x' = K_{\alpha} (x - x'), \quad \forall x, x' \in \bar{X}, \tag{17}
\]
where \( G_{\alpha} = (I + \alpha Q)^{-1} \) and \( K_{\alpha} = G_{\alpha} - G_{\alpha} \bar{A}^\top (\bar{A} G_{\alpha} \bar{A}^\top)^{-1} \bar{A} G_{\alpha} \). Moreover, we have

\[
\| T_{\bar{y}} x - T_{\bar{y}} x' \| \leq \theta_{\max}(G_{\alpha}) \cdot \| x - x' \|, \quad \tag{18}
\]
where \( \theta_{\max}(\cdot) \) denotes the largest eigenvalue of the matrix.

**Proof.** See Appendix A. \( \square \)
With theorem 7 we then prove that the proximal mapping of the sum of a quadratic function and a random function also obeys a contraction property with the same contraction factor.

**Lemma 8.** Suppose \( \hat{g}(z) = \frac{1}{2}z^\top Qz \) where \( Q \) is a positive definite matrix, \( r(z) \) is a random convex function, and \( A \) is a matrix consisting of the linearly independent row vectors. Let \( g(z) = \hat{g}(z) + r(z) \). Then with probability 1 the proximal mapping \( T_{\alpha g} \) over a feasible solution set \( \bar{X} = \{ x : Ax = b \} \) satisfies (19).

\[
\left\| T_{\alpha g}x - T_{\alpha g}x' \right\| \leq \theta_{\max}(G_{\alpha}) \cdot \left\| x - x' \right\|, \quad \forall x, x' \in \bar{X},
\]
where \( G_{\alpha} = (I + \alpha Q)^{-1} \) and \( \theta_{\max}(\cdot) \) denotes the largest eigenvalue of the matrix.

**Proof.** Assume \( x \neq x' \) and \( T_{\alpha g}x \neq T_{\alpha g}x' \), otherwise there is nothing to show. Let \( \mu_x \in \partial r(T_{\alpha g}(x)) \) with which the following optimality conditions hold for the solution pair \((T_{\alpha g}x, \lambda_x)\).

\[
\left( I + \alpha Q \right) \begin{pmatrix} A & 0 \end{pmatrix} \begin{pmatrix} T_{\alpha g}x \\ \lambda_x \end{pmatrix} = \begin{pmatrix} x - \alpha \mu_x \\ b \end{pmatrix}.
\]

(20)

Similarly, let \( \mu_{x'} \in \partial r(T_{\alpha g}(x')) \) with which the optimal conditions hold at \( T_{\alpha g}x' \). Then let \( \tilde{r}_\epsilon \) be a quadratic function for some \( \epsilon > 0 \) defined below,

\[
\tilde{r}_\epsilon(z) \triangleq \mu_x^\top z + \frac{1}{2}(z - T_{\alpha g}x)^\top v_\epsilon v_\epsilon^\top a_\epsilon (z - T_{\alpha g}x),
\]
where \( v_\epsilon \triangleq -\mu_x + \mu_{x'} + \epsilon(T_{\alpha g}x' - T_{\alpha g}x) \), and \( a_\epsilon \triangleq v_\epsilon^\top(T_{\alpha g}x' - T_{\alpha g}x) \). In this construction, \( v_\epsilon \in -\partial r(T_{\alpha g}x) + \partial r(T_{\alpha g}x') + \epsilon(T_{\alpha g}x' - T_{\alpha g}x) \). Moreover, since \( \partial r \) is a monotone operator, we derive

\[
a_\epsilon = v_\epsilon^\top(T_{\alpha g}x' - T_{\alpha g}x) \geq \epsilon \left\| T_{\alpha g}x' - T_{\alpha g}x \right\|^2 \geq 0.
\]

Thus by design \( \tilde{r}_\epsilon \) is a convex quadratic function determined by \( x \) and \( x' \). In addition, simple calculations show that

\[
\nabla \tilde{r}_\epsilon(T_{\alpha g}x) = \mu_x,
\]

(21)

\[
\nabla \tilde{r}_\epsilon(T_{\alpha g}x') = \mu_{x'} + \epsilon(T_{\alpha g}x' - T_{\alpha g}x),
\]

(22)

\[
\nabla \tilde{r}_\epsilon(z) = \mu_x + \frac{v_\epsilon v_\epsilon^\top}{a_\epsilon} (z - T_{\alpha g}x).
\]

(23)

We take (21) into the optimality conditions (20) and derive

\[
\left( I + \alpha Q \right) \begin{pmatrix} A & 0 \end{pmatrix} \begin{pmatrix} T_{\alpha g}x \\ \lambda_x \end{pmatrix} = \begin{pmatrix} x - \alpha \nabla \tilde{r}_\epsilon(T_{\alpha g}x) \\ b \end{pmatrix},
\]
which is the optimality condition of the proximal mapping \( T_{\alpha(\hat{g}+\tilde{r}_\epsilon)}(x) \). Therefore

\[
T_{\alpha(\hat{g}+\tilde{r}_\epsilon)}x = T_{\alpha g}x.
\]

(24)

Similarly we take (22) into the optimality conditions at \((T_{\alpha g}x', \lambda_{x'})\) and derive,

\[
\left( I + \alpha Q \right) \begin{pmatrix} A & 0 \end{pmatrix} \begin{pmatrix} T_{\alpha g}x' \\ \lambda_{x'} \end{pmatrix} = \begin{pmatrix} x' - \alpha (\nabla \tilde{r}_\epsilon(T_{\alpha g}x') - \epsilon(T_{\alpha g}x' - T_{\alpha g}x)) \\ b \end{pmatrix}
\]

\[
= \begin{pmatrix} x' - \alpha \nabla \tilde{r}_\epsilon(T_{\alpha g}x') \\ b \end{pmatrix} + \begin{pmatrix} \alpha \epsilon(T_{\alpha g}x' - T_{\alpha g}x) \\ 0 \end{pmatrix}.
\]

(25)
Moreover, the optimality conditions hold at the solution pair \((T_{\alpha(\hat{y}+\hat{r}i)}x', \lambda_{i,x'})\),
\[
\left( I + \alpha Q \right) \left( \bar{A}^T \bar{A} \right) \left( T_{\alpha(\hat{y}+\hat{r}i)}x' \right) = T_{\alpha(\hat{y}+\hat{r}i)}x' = \left( x' - \frac{\alpha \nabla \hat{r}_i(T_{\alpha(\hat{y}+\hat{r}i)}x')}{\hat{y}} \right).
\]
(26)

From (23), we have \(\nabla \hat{r}_i(T_{\alpha}x') - \nabla \hat{r}_i(T_{\alpha(\hat{y}+\hat{r}i)}x') = \frac{\alpha v}{a}\langle T_{\alpha}x' - T_{\alpha(\hat{y}+\hat{r}i)}x' \rangle\). Thus by subtracting two optimality conditions (26) and (25), we derive
\[
\left( I + \alpha \left( Q + \frac{v^T v}{a^2} \right) \right) \left( \bar{A}^T \bar{A} \right) \left( T_{\alpha}x' - T_{\alpha(\hat{y}+\hat{r}i)}x' \right) = \alpha \epsilon (T_{\alpha}x' - T_{\alpha}x) \left( \begin{array}{c} 0 \\ 1 \end{array} \right).
\]
(27)

Since \(\bar{A}\) has linearly independent rows and \(Q\) is positive definite, we have
\[
\lim_{\epsilon \to 0} T_{\alpha(\hat{y}+\hat{r}i)}x' = T_{\alpha}x' = T_{\alpha(\hat{y}+r)}x'.
\]
(28)

Let \(G_{\alpha,\epsilon} \triangleq (I + \alpha (Q + \frac{v^T v}{a^2}))^{-1}\). Because \(\frac{v^T v}{a^2}\) is positive semidefinite, from the positive semidefinite ordering we have \(G_{\alpha,\epsilon} \leq G_{\alpha}\). Then from theorem 7 we derive
\[
\frac{\left\| T_{\alpha(\hat{y}+\hat{r}i)}x - T_{\alpha(\hat{y}+\hat{r}i)}x' \right\|}{\left\| x - x' \right\|} \leq \theta_{\max}(G_{\alpha,\epsilon}) \leq \theta_{\max}(G_{\alpha}) < 1.
\]
(29)

With the limiting equation in (24) and (27), let \(\epsilon \to 0\) in (28) and we have
\[
\left\| T_{\alpha}x - T_{\alpha}x' \right\| \leq \theta_{\max}(G_{\alpha}) \left\| x - x' \right\| \quad \text{with probability 1.}
\]

Now equipped with theorem 6 and theorem 8, we are able to prove the contraction property of the proximal mapping of the SAA function in expectation.

**Proposition 9.** In two-stage SQLP/SQP problems with assumptions (A1) – (A4), (B1), (B3) and (B5), when \(k \geq \hat{k}_2\) with \(\hat{k}_2\) defined in theorem 6, the proximal mapping \(T_{\alpha kF_k}^X(\cdot)\) satisfies
\[
\mathcal{E}_k \left( \left\| T_{\alpha kF_k}^X x^k - T_{\alpha kF_k}^X x^* \right\| \right) \leq \gamma(\alpha_k) \mathcal{E}_{k-1} \left( \left\| x^k - x^* \right\| \right),
\]
(30)

where \(G_{\alpha} = (I + \alpha Q)^{-1}\) and \(\gamma(\alpha) = \theta_{\max}(G_{\alpha})\).

**Proof.** From theorem 6, when \(k \geq \hat{k}_2\), we have \(T_{\alpha kF_k}^X x^k = T_{\alpha kF_k}^X x^k\). With almost the same analysis, the argument in theorem 6 should also hold for \(T_{\alpha kF_k}^X x^*\) such that \(T_{\alpha kF_k}^X x^* = T_{\alpha kF_k}^X x^*\) when \(k \geq \hat{k}_2\). Therefore, to apply the result in theorem 8, we take \(\hat{g}(x)\) as the quadratic function \(\frac{1}{2}x^\top Qx\) and \(r(x)\) as a random function in the form of \(c^\top x + \frac{1}{k} \sum_{i=1}^{k} h(x, \omega_i)\) where \{\(\omega_i\)\}_{i=1}^{k} are iid random variables. Then \(\hat{g} + r\) is the sample average function \(F_k\). From the assumption (B1), \(\hat{A}\) has independent row vectors. By applying theorem 8 for the SAA function \(F_k\), with probability 1 we have
\[
\left\| T_{\alpha kF_k}^X x^k - T_{\alpha kF_k}^X x^* \right\| \leq \theta_{\max}(G_{\alpha_k}) \left\| x^k - x^* \right\|.
\]
(31)

Then by the law of iterated expectations, we have the contraction property in expectation where \(\mathcal{E}\) is taken with respect to the probability measure of \(\omega^k\) and \(\hat{E}_k\) is taken with respect to the probability measure of \{\(\omega^i\)\}_{i=1}^{k}.
 \[
\hat{E}_k \left( \left\| T_{\alpha kF_k}^X x^k - T_{\alpha kF_k}^X x^* \right\| \right) = \hat{E}_{k-1} \left[ \mathcal{E} \left( \left\| T_{\alpha kF_k}^X x^k - T_{\alpha kF_k}^X x^* \right\| \right) \right] \\
\leq \hat{E}_{k-1} \left[ \mathcal{E} \left( \theta_{\max}(G_{\alpha_k}) \left\| x^k - x^* \right\| \right) \right] \\
= \theta_{\max}(G_{\alpha_k}) \hat{E}_{k-1} \left( \left\| x^k - x^* \right\| \right).
\]
(32)
Proposition 10 (Convergence of the fixed-point gap). Let $F_k$ be the SAA function defined in [10]. Suppose assumptions (A1) – (A3) and (B4) hold for the two-stage SQLP/SQQP problems considered. Then there exist constants $C > 0$ and $\beta > 0$ such that for the optimal solution $x^*$, we have

$$\hat{E}_k \| T_{\alpha F_k} x^* - x^* \| < Ce^{-\beta k},$$

where the expectation $\hat{E}_k$ is taken with respect to the product of probability measures of $\{\omega^i\}_{i=1}^k$.

Proof. Let $\tilde{x}^k \triangleq \arg\min_{x \in X} F_k(x)$ and $x^*$ be the unique and sharp optimal solution of a two-stage SQLP/SQQP. From theorem 1, $P(\| \tilde{x}^k - x^* \| > 0) \leq C_0 e^{-\beta_0 k}$. Moreover, from the optimality conditions of $T_{\alpha F_k} (x^*)$, we have

$$F_k(T_{\alpha F_k} x^*) + \frac{1}{2\alpha} \| T_{\alpha F_k} x^* - x^* \|^2 < F_k(\tilde{x}^k) + \frac{1}{2\alpha} \| \tilde{x}^k - x^* \|^2.$$  \hspace{1cm} (32)

Since $F_k(T_{\alpha F_k} x^*) > F_k(\tilde{x}^k)$, from (32) we have $\| T_{\alpha F_k} x^* - x^* \| < \| \tilde{x}^k - x^* \|$. From the assumption (A2), there exists a constant $C_1$ such that for any $x$ and $x'$ in the set $X$, we have $\| x - x' \| \leq C_1$. Therefore, we have

$$\hat{E}_k \| T_{\alpha F_k} x^* - x^* \| < \hat{E}_k \| \tilde{x}^k - x^* \| \leq C_1 P \left( \| \tilde{x}^k - x^* \| > 0 \right) \leq C_1 C_0 e^{-\beta_0 k},$$

which proves the statement. \hfill \Box

The following lemma will be used in deriving the convergence rate in theorem 12.

Lemma 11. For $\Lambda > 0$ and any two large integers $k$ and $k'$ satisfying $k' \ll k$, let $Z_\Lambda(k', k) \triangleq \prod_{i=k+1}^k (1 - \frac{\Lambda}{i})$. We have the following limiting properties.

1. $Z_\Lambda(k', k) \lesssim \left( \frac{k'}{k} \right)^\Lambda$.

2. $\sum_{i=k+1}^k e^{-\beta_i} Z_\Lambda(i, k) \lesssim \begin{cases} \frac{1}{e^{\beta_k}}, & \Lambda \geq 1 \\ \frac{1 - \Lambda}{e^{\beta_k}}, & \Lambda < 1. \end{cases}$

3. $\sum_{i=k+1}^k \frac{1}{i} Z_\Lambda(i, k) \lesssim \frac{1}{\Lambda}$

4. $\sum_{i=k+1}^k \frac{1}{i^\alpha} Z_\Lambda(i, k) \lesssim \begin{cases} \frac{\log(k)}{k} \Lambda = 1 \\ \frac{1}{(1-\Lambda)k^{\alpha}} \Lambda > 1 \\ \frac{1}{(1-\Lambda)k^{\alpha}} \Lambda < 1. \end{cases}$

Proof. See Appendix A. \hfill \Box
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Notice that the properties in theorem 4 and theorem 6 hold under the existence of some finite numbers, such as \( k_a, k_b \) and \( \hat{k}_2 \). Now in the following theorem, we inherit these finite numbers in deriving the sublinear convergence rate of the SD algorithm.

**Theorem 12** (Convergence rate of SD in SQLP). Suppose the assumptions (A1) – (A4) and (B1) – (B5) hold for the two-stage SQLP [4] or SQQP [5] considered. Let \( x^* \) denote the optimal solution and \( \{x^k\} \) denote the sequence of incumbent solutions provided by SD with the step size \( \{\frac{\tau}{k+1}\} \) for a given constant \( \tau > 0 \). Let \( \Lambda \triangleq \tau \cdot \theta_{\min}(Q) \). Then,

(a) for any \( k \gg \hat{k}_a \triangleq \max\{k_a, \hat{k}_2\}, \)

\[
\hat{E}_k \| x^{k+1} - x^* \| \lesssim \hat{E}_{k_{a-1}} \| x^{k_a} - x^* \| \left( \frac{\hat{k}_a}{k} \right)^A + C_k^{\frac{k|1-A|+}{e^{3k}}} + \frac{4M_0}{\Lambda},
\]

(b) for any \( k \gg \hat{k}_b \triangleq \max\{k_b, \hat{k}_2\}, \)

\[
\hat{E}_k \| x^{k+1} - x^* \| \lesssim \hat{E}_{k_{b-1}} \| x^{k_b} - x^* \| \left( \frac{\hat{k}_b}{k} \right)^A + C_k^{\frac{k|1-A|+}{e^{3k}}} + 4M_0M_1\tau^2 \begin{cases} \
\frac{\log(k)}{k} \Lambda = 1 \\
\frac{1}{(1-A)k} \Lambda > 1 \\
\frac{\log(1-A)}{k(1-A)k^\Lambda} \Lambda < 1.
\end{cases}
\]

where \( C \) and \( \beta \) are constants defined in theorem 11 and \( M_0 \) and \( M_1 \) are positive constants defined in theorem 3.

**Proof.** Since we only consider the sequence of incumbent solutions in SD, every \( x^k \) is a proximal mapping point of the value function approximation. The idea of deriving the convergence rate is to obtain the recurrence by bounding the expectation of the distance between \( x^k \) and \( x^* \) in three terms in the triangle inequality below,

\[
\hat{E}_k \| x^{k+1} - x^* \| \leq \hat{E}_k \| T_{\alpha_kF_k}(x^k) - T_{\alpha_kF_k}(x^*) \| \\
+ \hat{E}_k \| T_{\alpha_kF_k}(x^k) - T_{\alpha_kF_k}(x^*) \| + \hat{E}_k \| T_{\alpha_kF_k}(x^*) - x^* \|.
\]

From theorem 5, the bound of the first term in the above triangle inequality is \( O(\alpha_k) \) and \( O(\alpha_k^2) \) respectively when \( k \geq k_a \) and when \( k \geq k_b \). Therefore, for the convergence analysis, these two cases are considered separately here.

Case (a): when \( k \geq \max\{k_a, \hat{k}_2\} \), we combine the results in theorem 5, theorem 9, and theorem 10 with the triangle inequality (13) to derive the following recurrence,

\[
\hat{E}_k \| x^{k+1} - x^* \| \leq \gamma(\alpha_k) \hat{E}_{k-1} \| x^k - x^* \| + Ce^{-\beta k} + 4M_0\alpha_k. \tag{33}
\]

From assumption (A1), \( \theta_{\min}(Q) > 0 \). Moreover, \( \alpha_k = \frac{\tau}{k+1} \) then we have

\[
\gamma(\alpha_k) = \theta_{\max}(G_{\alpha_k}) = \theta_{\max}((I + \alpha_kQ)^{-1}) = 1 - \frac{\tau}{k+1} \theta_{\min}(Q) + o\left(\frac{\tau}{k}\right). \tag{34}
\]
Suppose in the notation of the product $\prod _{i}^{k}$, it equals to 1 when $i > k$. By recursively applying (33) till the $\hat{k}_a$th iteration with (34), we derive

$$E_k||x^{k+1} - x^*|| \leq E_{\hat{k}_a-1}||x^{\hat{k}_a} - x^*|| \prod_{i=\hat{k}_a+1}^{k} \gamma(\alpha_i) + \sum_{i=\hat{k}_a+1}^{k} \left[ (Ce^{-\beta i} + 4M_0 \alpha_i) \prod_{j=i+1}^{k} \gamma(\alpha_j) \right]$$

$$\leq E_{\hat{k}_a-1}||x^{\hat{k}_a} - x^*|| \left[ \prod_{i=\hat{k}_a+1}^{k} \left( 1 - \frac{\tau}{i+1} \theta_{\min}(Q) \right) \right] + \sum_{i=\hat{k}_a+1}^{k} \left[ (Ce^{-\beta i} + 4M_0 \tau) \prod_{j=i+1}^{k} \left( 1 - \frac{\tau}{j+1} \theta_{\min}(Q) \right) \right].$$

Let $\Lambda \triangleq \tau \cdot \theta_{\min}(Q)$ and $Z\Lambda(k', k) \triangleq \prod_{i=k'}^{k} (1 - \frac{\Lambda}{i+1})$ for any positive integers $k' < k$, the above inequality can be rewritten below.

$$E_k||x^{k+1} - x^*|| \leq E_{\hat{k}_a-1}||x^{\hat{k}_a} - x^*|| Z\Lambda(\hat{k}_a+1, k) + \sum_{i=\hat{k}_a+1}^{k} (Ce^{-\beta i} + 4M_0 \tau) Z\Lambda(i+1, k).$$

When $k \gg \hat{k}_a = \max\{k_a, \hat{k}_2\}$, by applying theorem 11 to inequality (35) we thus have,

$$E_k || x^{k+1} - x^* || \leq E_{\hat{k}_a} || x^{\hat{k}_a} - x^* || \left( \frac{\hat{k}_a - 1}{k} \right)^{\Lambda} + C \frac{k^{1-L}(\tau)}{e^{\beta k}} + 4M_0 \tau.$$

Case (b): when $k \geq \hat{k}_b = \max\{k_b, \hat{k}_1\}$, we combine the results in theorem 5, theorem 9, and theorem 10 with the triangle inequality (13) and derive,

$$E_k || x^{k+1} - x^* || \leq \gamma(\alpha_k) E_{\hat{k}_b-1} || x^{\hat{k}_b} - x^* || + Ce^{-\beta k} + 4M_0 \alpha_k^2.$$

With the first-order approximation of $\gamma(\alpha_k)$, we follow the similar derivation of the recursion as in case (a) and derive

$$E_k || x^{k+1} - x^* || \leq E_{\hat{k}_b-1} || x^{\hat{k}_b} - x^* || Z\Lambda(\hat{k}_b+1, k)$$

$$+ \sum_{i=\hat{k}_b+1}^{k} \left( Ce^{-\beta i} + \frac{4M_0 \tau^2}{(i+1)^2} \right) Z\Lambda(i+1, k).$$

Then with the limiting properties in theorem 11 we have the asymptotical result stated in (b). □

In theorem 12 statement (a) shows the non-asymptotical convergence result with a constant error when $k$ is small, while statement (b) proves that when $k$ larger than a finite number $\hat{k}_b$, the distance between the incumbent solution and the optimum in expectation is controlled by three diminishing terms. We also observe that when $\Lambda > 1$ the overall rate of convergence is $O\left( \frac{1}{k} \right)$. Therefore, we conclude that by appropriately choosing an initial step size and a sequence of diminishing step sizes, the sequence of incumbent solutions obtained in SD converges to the optimum with a sublinear convergence rate. Moreover, theorem 12 indicates that when $k \geq \hat{k}_b$, the larger $\Lambda$ is, the faster the solution sequence converges. In fact $\Lambda = \tau \cdot \theta_{\min}(Q)$ implies that $\Lambda$ could be large if we choose a large initial step size $\tau$. However, if the initial step size is too large, the number of iterations that
are required to generate a stable set of extreme points or faces may become very large. This kind of stability has been discussed experimentally by Sen and Liu in [24] which was interpreted as the shadow price stability and taken into the consideration in the design of the in-sample stopping rule. Therefore, our analysis shows a trade-off between the convergence rate within a neighborhood of the optimal solution and the rate of entering into that neighborhood. However, the effect of initial step size on this trade-off needs more study to be fully understood.

5 SD Stopping Rule: Consistent Bootstrap Estimators

For the SD algorithm in two-stage SQLP and SQQP problems, in practice the goal is to end with a good incumbent solution at some finite iteration. In other words, we need a stopping rule to recognize whether the solution produced by the SD algorithm could be accepted with a predetermined accuracy. In this section we design a stopping rule to test whether the optimality gap between the optimal value and the objective value at \( \hat{x}^k \) using bootstrap estimators is statistically acceptable or not.

Higle and Sen in [5] first applied bootstrap directly to the linear programs of primal and dual in a stopping rule. But the dual multiplier in the solution pair might be infeasible in resampled linear programs, therefore it requires the solution of the dual problem at each resampled instance. Then Higle and Sen in [7] proposed proximal mapping updates in SLP for better convergence and showed that the dual multiplier can remain feasible in all resampled problems. Accordingly, by using bootstrap they took the duality gap at the incumbent solution in the proximal mapping of the value function approximation as the measurement of optimality. However, such measurement does not fully explain the optimality gap at the incumbent solution because the duality gap is associated with the value function approximation, not the true objective function. In this section, for two-stage SQLP and SQQP, we propose an approximate optimality gap and design the “in-sample” stopping rule using the consistent bootstrap estimators for the approximate optimality gap. This scheme of ”in-sample” stopping rule should be able to be applied in two-stage SLP problems as well.

At iteration \( k \), suppose the SD algorithm has generated a set of \( k \) samples \( \{\omega^i\}_{i=1}^k \) and a sequence of incumbent solutions \( \{\hat{x}^i\}_{i=1}^k \). To test the optimality of the incumbent solution \( \hat{x}^k \), we define the optimality gap \( d_k \) as the difference between the current objective value \( f(\hat{x}^k) \) and the optimal value \( f(x^*) \), i.e., \( d_k \triangleq f(\hat{x}^k) - f(x^*) \). Since we do not have any knowledge about the mathematical formulation of the distribution of random variables \( \omega \) and nor have the optimal solution \( x^* \), we need to construct statistical estimations of \( f(\hat{x}^k) \) and \( f(x^*) \) in order to estimate the optimality gap \( d_k \). We first notice that \( f(\hat{x}^k) \) has an unbiased estimator, the sample average value \( F_k(\hat{x}^k) \) with a sample set \( \{\omega^i\}_{i=1}^k \) of size \( k \) independent of \( \{\omega^i\}_{i=1}^k \). However, as for \( f(x^*) \), the sample average minimal value \( \min_{x \in X} F_k(x) \) is not only biased but also computationally expensive when \( k \) is large. Therefore, we consider to construct the statistical lower bound of \( f(x^*) \) using the value function approximation satisfying \( \bar{E}_k \left[ \min_{x \in X} f_k(x) \right] \leq f(x^*) \). This is because under assumption (A4), \( f_k \) is a lower bound of the sample average functions \( F_k \), i.e. \( f_k(x) \leq F_k(x) \) for all \( x \in X \). By taking the expectation and minimization, with Jensen’s inequality we then have

\[
\bar{E}_k \left[ \min_{x \in X} f_k(x) \right] \leq \min_{x \in X} \bar{E}_k [f_k(x)] \leq f(x^*).
\]

Let \( \bar{E'}_k \) denote the expectation with respect to the product of the probability measures of the sample set \( \{\omega^i\}_{i=1}^k \) used in the construction of the unbiased estimator of \( f(\hat{x}^k) \). Then the optimality gap...
can be bounded as below,
\[ d_k = f(\hat{x}^k) - f(x^*) \leq E'_k [F_k(\hat{x}^k)] - F_k(\min_{x \in X} f_k(x)). \]  

(36)

Motivated by (36), we aim to obtain a conservative confidence interval of the optimality gap by using the consistent bootstrap estimators of statistics \( F_k(\hat{x}^k) \) and \( \min_{x \in X} f_k(x) \) with multiple replications. The idea of bootstrap is to estimate the distribution of a statistic of independent observations by the distribution of the same statistic of the resample set. This comes from the intuition that the sample set should be a good representation of the population of the true data. Under mild conditions, the bootstrap estimator yields a consistent estimator of a statistic’s distribution, which means the distribution of bootstrap estimator is uniformly close to the asymptotical distribution of original statistic when the sample size is large. A definition of consistency is provided here following Definition 2.1 in [10].

**Definition 13.** Let \( \{X_i\}_{i=1}^n \) be a random sample generated from a probability distribution \( F_0 \) and \( \{Z_i\}_{i=1}^n \) be a random sample generated from the empirical distribution \( F_n \) of \( \{X_i\}_{i=1}^n \). We consider the statistic \( T_n = T(X_1, X_2, \ldots, X_n) \) and its estimator \( \hat{T}_n = T(Z_1, Z_2, \ldots, Z_n) \). We define
\[ G_n(\tau, F_n) \triangleq \mathbb{P}(\hat{T}_n \leq \tau), \quad G_\infty(\tau, F_0) \triangleq \lim_{n \to \infty} \mathbb{P}(T_n \leq \tau). \]

Let \( \mathbb{P}_n \) be the joint probability measure of sample \( \{Z_i\}_{i=1}^n \). Then the bootstrap estimator \( \hat{T}_n \) is a consistent estimator of \( T_n \) if for each \( \epsilon > 0 \),
\[ \lim_{n \to \infty} \mathbb{P}_n \left( \sup_{\tau \in \mathbb{R}} |G_n(\tau, F_n) - G_\infty(\tau, F_0)| > \epsilon \right) = 0. \]  

(37)

In the literature, Singh [30] proved that pivotal statistic and asymptotically pivotal statistic have consistent bootstrap estimators when the sample size increases to infinity. Moreover, Mammen [14] shows that the sample average of the functions has consistent bootstrap estimators if and only if the statistic satisfies the asymptotic normality condition. According to the literature study on the consistency properties, we construct the bootstrap estimators of \( F_k(\hat{x}^k) \) and \( \min_{x \in X} f_k(x) \) respectively. First we independently generate two resample sets \( \{\pi^j\}_{j=1}^k \) for the bootstrap estimator of \( F_k(\hat{x}^k) \) and \( \{\omega^i\}_{i=1}^k \) for the bootstrap estimator of \( \min_{x} f_k(x) \) from the empirical distribution of the sample set \( \{\omega^i\}_{i=1}^k \). Then the bootstrap estimator of \( F_k(\hat{x}^k) \) is constructed as below.
\[ \tilde{F}_k(\hat{x}^k) \triangleq \frac{1}{2}(\hat{x}^k)^\top Q\hat{x}^k + c^\top \hat{x}^k + \frac{1}{k} \sum_{i=1}^k h(\hat{x}^k, \omega^i). \]  

(38)

Since \( F_k(\hat{x}^k) \) is the sample average of objective values, it is asymptotically pivotal and \( \tilde{F}_k(\hat{x}^k) \) is a consistent bootstrap estimator. Then we consider the bootstrap estimator of \( \min_{x \in X} f_k(x) \). Recall that the value function approximation \( f_k(x) \) has the form that \( f_k(x) = \frac{1}{k}x^\top Qx + c^\top x + \max\{h^k_j(x), j \in J_k\} \) and the SASA functions or SAQA functions \( \{h^k_j\}_{j \in J_k} \) are the sample average of functions defined in line 8 in Algorithm 1 and line 8 in Algorithm 2. Thus from Mammen in [14], SASA functions and SAQA functions have consistent bootstrap estimators. Formally, a resampled SASA function in two-stage SQLP is constructed such that for each \( j \in J_k \),
\[ \tilde{h}^k_j(x) \triangleq \begin{cases} \frac{1}{k} \sum_{i=1}^k (\pi^j_{f,i})^\top [\xi(\omega^i) - C(\omega^i)x] & \text{if } j \neq 0, \\ 0 & \text{if } j = 0, \end{cases} \]  

(39)
\[ \pi_{j,i}' = \begin{cases} \pi_{j,l} & \text{if } j > 0, \\ \hat{\pi}_{j,l} & \text{if } j < 0, \end{cases} \]

where \( l \) is a constant such that \( \omega^i = \omega^j \), \( \pi_{j,l} \) and \( \hat{\pi}_{j,l} \) are computed respectively following line 6 and line 7 in Algorithm 1.

In addition, a resampled SAQA function in two-stage SQQP is constructed as

\[ \tilde{h}_j^k(x) \triangleq \begin{cases} \frac{1}{k} \sum_{i=1}^{k} \frac{1}{2} (s'_{j,i})^\top H s'_{j,i} + (s'_{j,i})^\top c(x, \omega^j) & \text{if } j \neq 0, \\ 0 & \text{if } j = 0, \end{cases} \tag{40} \]

\[ s'_{j,i} = \begin{cases} s_{j,l} & \text{if } j > 0, \\ \hat{s}_{j,l} & \text{if } j < 0, \end{cases} \]

where \( l \) is a constant such that \( \omega^i = \omega^j \), \( s_{j,l} \) and \( \hat{s}_{j,l} \) are computed respectively following line 6 and line 7 in Algorithm 2.

Accordingly, the resampled lower bound estimation is

\[ \min_{x \in X} \tilde{f}_k(x) := \min_{x \in X} \left\{ \frac{1}{2} x^\top Q x + c^\top x + \max_{j \in J_k} \left\{ \tilde{h}_j^k(x), j \in J_k \right\} \right\}. \tag{41} \]

Hence, based on the optimality gap \( d_k \) in (36) and bootstrap estimators constructed in (38) and (41), we design the “In-sample” stopping rule in Table 3 to test the statistical performance of the optimality gap.

### Table 3: “In-sample” Stopping Rule

At iteration \( k \), with the sample set \( \{ \omega^i \}_{i=1}^k \) and the incumbent solution \( \hat{x}^k \),

1. **Initialization:** let \( \epsilon \) be the predetermined parameter and \( \hat{F} \) be the empirical distribution of the sample data \( \{ \omega^i \}_{i=1}^k \).

For each replication \( m = 1, \ldots, M(M \geq 30) \), do the following.

2. **Bootstrap estimators:**

   – generate a resample \( \{ \omega^i \}_{i=1}^k \) of size \( k \) from \( \hat{F} \). Compute the bootstrap estimator of sample average value \( \hat{F}^m_k(\hat{x}^k) \) according to (38).
   
   – generate a new resample \( \{ \omega^i \}_{i=1}^k \) of size \( k \) from \( \hat{F} \). Compute the bootstrap estimator \( \min_x \hat{f}^m_k(x) \) according to (41).
   
   – compute the optimality gap estimation \( \hat{d}_k^m \triangleq \hat{F}^m_k(\hat{x}^k) - \min_x \hat{f}^m_k(x) \).

3. **Optimality gap:** compute the mean of the optimality gap estimations \( \bar{d}_k \triangleq \frac{1}{M} \sum_{m=1}^M \hat{d}_k^m / M \) and the sample variance \( \text{Var}_k \triangleq \frac{1}{M-1} \sum_{m=1}^M (\hat{d}_k^m - \bar{d}_k)^2 \). If \( \bar{d}_k \leq t_{0.01} \sqrt{\text{Var}_k / M} + \epsilon \), then the incumbent solution \( x^k \) is accepted as the approximation of the optimum. Otherwise, we move forward to the next iteration of the SD algorithm.

### 6 Conclusion and Further Directions

This paper studies the convergence rate of SD algorithms for two-stage SQLP and SQQP problems in which we have the quadratic program in the first stage and the linear/quadratic program in the
second stage. With the assumption of the positive definiteness of the quadratic matrix $Q$ in the first stage, we present the contraction property of stochastic proximal mapping with constraints. We then prove a sublinear convergence rate of SD in SQLP and SQQP problems. The effect of the curvature of the second-stage problem in SQQP has not been incorporated into the convergence rate analysis, however, it has the potential to improve the rate with modifications in the convergence analysis. A deeper look at the convergence analysis reveals an interesting trade-off. By appropriatly choosing a large initial step size $\tau$ such that $\Lambda = \tau \cdot \theta_{\min}(Q)$ is greater than one, we could increase the asymptotic convergence rate. However, it should not be too large because of the trade-off between the convergence rate within a neighborhood of the optimum and the rate to enter into that neighborhood.

There are many previous work which gave the convergence rate of algorithms for the SAA scenario problem. For example, Chen et al. in [29] gave the convergence rate of Newton’s method for two-stage SQLP to the optimal point in the SAA problem. However, to the best of our knowledge, there is no prior theoretical analysis giving a convergence rate of SD for solving the two-stage stochastic programming in the decision space. Our work thus provides the theoretical support of the convergence of SD algorithms in two-stage stochastic quadratic programming problems. More importantly, our work proves a faster convergence rate $O(N^{-1})$ of SD in the distance $\|x^{N+1} - x^*\|$, whereas, the convergence rate of the classical SA method is $O(N^{-1/2})$ under equivalent conditions.
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Recall that $\lim_{k \to \infty} \alpha T_{\alpha F_k} (x) = b_r$. Therefore, $\alpha T_{\alpha F_k} (x^\ast)$ converges to zero.

As $k$ increases to infinity, from the law of large numbers the difference of the right hand sides of the above two optimality conditions converges to zero. Therefore,

$$\lim_{k \to \infty} A^\top (\lambda^k - \lambda^\ast) = 0.$$  \hfill (42)

Recall that $\lim_{k \to \infty} T_{\alpha F_k} (x^k) = x^\ast$. Then there exists a finite number $k_2'$ such that for any $k \geq k_2'$, if $r \in (I^*)^c$, then $a_r^\top T_{\alpha F_k} (x^k) < b_r$. This yields that $(I^*)^c \subseteq (I^k)^c$ which is equivalent to

$$I^k \subseteq I^\ast \text{ for any } k \geq k_2'.$$  \hfill (43)

We denote the index set $R^k \triangleq \{ r : \lambda^k_{(r)} > 0 \}$. Because of the slackness complementarity at $x^k$, we have $R^k \subseteq I^k \subseteq I^\ast$ for any $k \geq k_2'$. In other words,

$$\lambda^\ast_{(r)} = \lambda^k_{(r)} = 0 \text{ for any } r \in (I^*)^c, \text{ and } k \geq k_2'.$$  \hfill (44)
Then we show that for any \( r \in I^* \), \( \lim_{k \to \infty} \lambda_{(r)}^k = \lambda_{(r)}^r \). First the limit (42) with (44) can be rewritten as follows.

\[
\lim_{k \to \infty} \sum_{r=1}^m (\lambda_{(r)}^k - \lambda_{(r)}^*) a_r = \lim_{k \to \infty} \sum_{r \in I^*} (\lambda_{(r)}^k - \lambda_{(r)}^*) a_r = 0
\]

From the assumption (B1) that the active constraint are linearly independent at the optimal solution \( x^* \), we must have

\[
\lim_{k \to \infty} \lambda_{(r)}^k = \lambda_{(r)}^* \quad \text{for any } r \in I^*.
\]

Because of the strict complementarity in the assumption (B5) at \( x^* \), \( \lambda_{(r)} > 0 \) for any \( r \in I^* \). Therefore, there exists a finite number \( k_2' \) such that for any \( k > k_2' \), \( \lambda_{(r)}^k > 0 \) for any \( r \in I^* \). It follows that for any \( k \geq k_2' \), \( I^* \subseteq I^k \). Combining with (43), we thus have \( I^k = I^* \) with probability 1 for any \( k \geq k_2 = \max\{k_2, k_2', k_2''\} \).

Suppose \( \tilde{g}(z) = \frac{1}{2} z^\top Q z \) where \( Q \) is a positive definite matrix and \( \tilde{A} \) is a matrix consisting of the linearly independent row vectors. Then the proximal mapping \( T_{\alpha \tilde{g}} \) over a feasible solution set \( \tilde{X} = \{ x : \tilde{A} x = \tilde{b} \} \) satisfies the following,

\[
T_{\alpha \tilde{g}} x - T_{\alpha \tilde{g}} x' = K_\alpha (x - x'), \quad \forall x, x' \in \tilde{X},
\]

where \( G_\alpha = (I + \alpha Q)^{-1} \) and \( K_\alpha = G_\alpha - G_\alpha \tilde{A}^\top (\tilde{A} G_\alpha \tilde{A}^\top)^{-1} \tilde{A} G_\alpha \). Moreover, we have

\[
\| T_{\tilde{g}} x - T_{\tilde{g}} x' \| \leq \theta_{\max}(G_\alpha) \cdot \| x - x' \|,
\]

where \( \theta_{\max}(\cdot) \) denotes the largest eigenvalue of the matrix.

**Proof.** Assume \( x \neq x' \) and \( T_{\alpha \tilde{g}} x \neq T_{\alpha \tilde{g}} x' \), otherwise there is nothing to show. For the proximal mapping \( T_{\alpha \tilde{g}} x \), the optimal solution pair \((T_{\alpha \tilde{g}} x, \lambda)\) satisfies the following KKT conditions,

\[
\begin{pmatrix}
I + \alpha Q & \tilde{A}^\top \\
\tilde{A} & 0
\end{pmatrix}
\begin{pmatrix}
T_{\alpha \tilde{g}} x \\
\lambda
\end{pmatrix} =
\begin{pmatrix}
x \\
\tilde{b}
\end{pmatrix}.
\]

(45)

Since the matrix \( \tilde{A} \) has linearly independent rows, from the formula of the inverse of a block matrix, the unique global optimal solution can be represented as,

\[
T_{\alpha \tilde{g}} x = K_\alpha x + J_\alpha \tilde{b},
\]

(46)

where \( K_\alpha = G_\alpha - G_\alpha \tilde{A}^\top (\tilde{A} G_\alpha \tilde{A}^\top)^{-1} \tilde{A} G_\alpha \) and \( G_\alpha = (I + \alpha Q)^{-1} \). The same representation also holds for \( x' \) such that \( T_{\alpha \tilde{g}} x' = K_\alpha x' + J_\alpha \tilde{b} \). Therefore

\[
T_{\alpha \tilde{g}} x - T_{\alpha \tilde{g}} x' = K_\alpha (x - x').
\]

Moreover,

\[
\frac{\| T_{\alpha \tilde{g}} x - T_{\alpha \tilde{g}} x' \|}{\| x - x' \|} = \left( \frac{(x - x')^T K_\alpha^2 (x - x')}{\| x - x' \|^2} \right)^{1/2} \leq \left( \theta_{\max}(K_\alpha^2) \right)^{1/2} = \theta_{\max}(K_\alpha).
\]
From the definition, \( K_\alpha = (G_\alpha^{1/2}) (I - G_\alpha^{1/2} \AA^\top (\AA G_\alpha \AA^\top)^{-1} \AA G_\alpha^{1/2}) (G_\alpha^{1/2}) \). Notice that \( G_\alpha^{1/2} \AA^\top (\AA G_\alpha \AA^\top)^{-1} \AA G_\alpha^{1/2} \) is a hat matrix which is defined formally in \([8]\) with eigenvalues 0 and 1. We then derive
\[
\theta_{\max}(K_\alpha) \leq \theta_{\max}(G_\alpha^{1/2}) \theta_{\max}(I - G_\alpha^{1/2} \AA^\top (\AA G_\alpha \AA^\top)^{-1} \AA G_\alpha^{1/2}) \theta_{\max}(G_\alpha^{1/2}) \nonumber \leq \theta_{\max}(G_\alpha) < 1.
\]

Hence, the proximal mapping \( T_\bar{y}x \) has the contraction property satisfying that
\[
\| T_\bar{y}x - T_\bar{y}x' \| \leq \theta_{\max}(G_\alpha) \cdot \| x - x' \|, \quad \forall x, x' \in \bar{X}.
\]

\( \square \)

**Theorem 11** Let \( \Lambda \) be a positive constant. For any two integers \( k \) and \( k' \) satisfying \( k' \ll k \), let \( Z_\Lambda(k', k) \triangleq \Pi_{i=k'}^{k} (1 - \frac{\Lambda}{i}) \).

We have the following three limiting properties regarding to \( Z_\Lambda(k', k) \) when \( k' \) is a large number.

1. \( Z_\Lambda(k', k) \lesssim \left( \frac{k'}{k} \right)^\Lambda \).

2. \( \sum_{i=k+1}^{k} e^{-\beta i} Z_\Lambda(i, k) \lesssim \begin{cases} \frac{1}{e^{\beta k}} & \Lambda \geq 1 \\ \frac{1-\Lambda}{e^{\beta k}} & \Lambda < 1. \end{cases} \)

3. \( \sum_{i=k+1}^{k} \frac{1}{i} Z_\Lambda(i, k) \lesssim \begin{cases} \log(k) & \Lambda = 1 \\ \frac{1}{(\Lambda-1)k} & \Lambda > 1 \\ \frac{1}{(1-\Lambda)k^\Lambda} & \Lambda < 1 \end{cases} \)

4. \( \sum_{i=k+1}^{k} \frac{1}{i} Z_\Lambda(i, k) \lesssim \frac{1}{\Lambda} \)

**Proof.** Since \( k' \) is a large integer, we take the approximation that \( \log(1 - \frac{\Lambda}{i}) \approx \frac{\Lambda}{i} \) for \( i \geq k' \). Then
\[
Z_\Lambda(k', k) = \exp\left( \sum_{i=k'}^{k} \log(1 - \frac{\Lambda}{i}) \right) \sim \exp\left( - \sum_{i=k'}^{k} \frac{\Lambda}{i} \right).
\]

Besides,
\[
\sum_{i=k'}^{k} \frac{\Lambda}{i} \leq \int_{k'}^{k} \Lambda \frac{u}{u} du = \Lambda \log\left( \frac{k}{k'} \right).
\]

Therefore, claim 1 holds.

Next consider the summation \( \sum_{i=k+1}^{k} e^{-\beta i} Z_\Lambda(i, k) \). Since \( Z_\Lambda(k', k) \lesssim \left( \frac{k'}{k} \right)^\Lambda \), we have
\[
\sum_{i=k+1}^{k} e^{-\beta i} Z_\Lambda(i, k) \lesssim \sum_{i=k+1}^{k} e^{-\beta i} \left( \frac{i}{k} \right)^\Lambda \lesssim \frac{1}{k^\Lambda} \int_{k+1}^{k} e^{-\beta u} \cdot u^\Lambda du.
\]

Through some computation, the integral can be bounded such that
\[
\int_{k+1}^{k} e^{-\beta u} \cdot u^\Lambda du \lesssim \begin{cases} \frac{k^\Lambda}{e^{\beta k}} & \Lambda \geq 1 \\ \frac{k}{e^{\beta k}} & \Lambda < 1 \end{cases}
\]
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Therefore, the summation is bounded as follows

\[
\sum_{i=k+1}^{k} e^{-\beta i} Z_{\Lambda}(i, k) \lesssim \begin{cases} 
\frac{1}{e^{\beta k}} & \Lambda \geq 1 \\
\frac{k^{1-\Lambda}}{e^{\beta k}} & \Lambda < 1
\end{cases}
\]

We then consider the summation \( \sum_{i=k+1}^{k} \frac{1}{i^2} Z_{\Lambda}(i, k) \).

\[
\sum_{i=k+1}^{k} \frac{1}{i^2} Z_{\Lambda}(i, k) \lesssim \sum_{i=k+1}^{k} \frac{1}{i^2} \left( \frac{i}{k} \right)^\Lambda \leq \frac{1}{k^\Lambda} \int_{k+1}^{k} u^{\Lambda - 2} du
\]

Therefore,

\[
\sum_{i=k+1}^{k} \frac{1}{i^2} Z_{\Lambda}(i, k) \lesssim \begin{cases} 
\frac{\log(k)}{k} & \Lambda = 1 \\
\frac{1}{(\Lambda - 1)k} & \Lambda > 1 \\
\frac{1}{(1-\Lambda)k^{\Lambda}} & \Lambda < 1
\end{cases}
\]

We finally consider the summation \( \sum_{i=k+1}^{k} \frac{1}{i} Z_{\Lambda}(i, k) \).

\[
\sum_{i=k+1}^{k} \frac{1}{i} Z_{\Lambda}(i, k) \lesssim \sum_{i=k+1}^{k} \frac{1}{i} \left( \frac{i}{k} \right)^\Lambda \leq \frac{1}{k^\Lambda} \int_{k+1}^{k} u^{\Lambda - 1} du \approx \frac{1}{\Lambda}.
\]