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Abstract

In this paper it is considered how graphs can be used to generate copositive matrices, and necessary and sufficient conditions are given for these generated matrices to then be irreducible with respect to the set of positive semidefinite plus nonnegative matrices. This is done through combining the well known copositive formulation of the stable set problem with recent results on necessary and sufficient conditions for a copositive matrix to be irreducible. By applying this result, tens of thousands of new irreducible copositive matrices of order less than or equal to thirteen were found. These matrices were then tested for being extreme copositive matrices, and it was found that in all but three cases this was indeed the case. It is also demonstrated in this paper that these matrices provide difficult instances to test approximations of the copositive cone against.
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1 Introduction

A symmetric matrix is defined to be copositive if its quadratic product is nonnegative with all nonnegative vectors, and the set of copositive matrices of order \( n \) is referred to as the copositive cone, denoted \( \text{COP}^n \). Linear optimisation with the additional constraint of a matrix being copositive is then referred to as copositive optimisation. We direct the reader to interesting surveys into this provided by [7, 14, 17, 25]. These surveys include numerous applications connected to this set, and in this paper we will focus on the well known result in the field of copositive optimisation, that the stability number of a graph can be formulated as a simple copositive optimisation problem [4, 6, 10, 36]. Using this formulation, any graph can be considered to give a unique matrix on the boundary of the copositive cone, as will be discussed in Section 3.

The copositive cone is a proper cone, i.e. closed, convex, pointed and full-dimensional, and in studying this cone it is of interest to study its extreme rays, or in particular the extreme matrices, i.e. the copositive matrices generating extreme rays of the copositive cone [2, 12, 22, 23, 26]. Since the 1960s, all of the extreme matrices of the copositive cone have been known for \( n \leq 4 \) [22], however it took another 50 years before all the
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extreme matrices were found for \( n = 5 \) \([24]\). At the time of writing, it is still an open question to provide a constructive characterisation of the extreme matrices for \( n \geq 6 \).

A necessary condition for a copositive matrix to be extreme is that it is what is referred in the copositive optimisation community as being irreducible with respect to the set of positive semidefinite plus nonnegative matrices. This property will be discussed further in Section 1. Recently necessary and sufficient conditions for a matrix to be extreme or irreducible were found, with these conditions being related to the so-called sets of minimal zeros of the matrices \([24]\). We will use these conditions to give necessary and sufficient conditions on a graph such that the copositive matrix it generates is irreducible with respect to the set of positive semidefinite plus nonnegative matrices. We refer to graphs with these properties as cop-irreducible graphs, and the main result of this paper, proven in Section 4, will be to show that a graph is cop-irreducible if and only if it is connected, \( \alpha \)-critical and has an additional property that we will refer to as being \( \alpha \)-covered.

For \( n \leq 13 \) we find all the graphs with these properties, which total over 57 thousand. We test the matrices resulting from these graphs with necessary and sufficient conditions for being extreme from \([16]\) and find that the vast majority of them are indeed extreme.

Along with considering the geometric properties of the copositive cone, extreme (or irreducible) copositive matrices can be used as difficult instances to test inner approximations of the copositive cone against. In Section 6 we will see that cop-irreducible graphs do indeed provide difficult instances to test approximations against.

The results of this paper are closely related to the Bachelor thesis of the second author \([11]\).

**Notation**

We let \( \mathbb{R}^n \) denote the set of real \( n \) vectors, \( \mathbb{R}^n_+ \) the set of nonnegative real \( n \) vectors and \( S^n \) the set of real symmetric \( n \times n \) matrices. Matrices are denoted by capital letters, for example the identity matrix I and the all-ones matrix \( E \) (with the order of both of these being apparent from the context). Vectors are denoted by lower case letters, for example \( 1 \) being the vector of all ones and \( e_i \) being the unit vector with \( i \)th entry equal to 1 and all other entries equal to zero. For a set \( A \subseteq \{1, \ldots, n\} \), we let \( e_A := \sum_{i \in A} e_i \in \mathbb{R}^n \) and we let \( \overline{A} := \{1, \ldots, n\} \setminus A \).

## 2 Simple graphs

In this paper we consider simple graphs (referred to from now on simply as graphs), i.e. undirected graphs with finite numbers of vertices and edges, and no weights nor loops nor multiple edges, see e.g. \([8]\).

For a graph \( G \) we let \( V(G) \) be its set of vertices and \( E(G) \) its set of edges. An edge between distinct vertices \( i, j \) is denoted as \( ij \). Note that as we are considering an undirected graph, \( ij \) and \( ji \) refer to the same edge. We additionally let \( A_G \) denote the graph’s adjacency matrix, i.e. a binary symmetric matrix indexed by elements in \( V(G) \) such that \((A_G)_{ij} = 1\) if and only if \( ij \in E(G) \). We let \( N_G[i] \) denote the closed neighbourhood of the vertex \( i \) in the graph \( G \), i.e. \( N_G[i] = \{i\} \cup \{j \in V(G) : ij \in E(G)\} \).

For a graph \( G \), we let \( \overline{G} \) be its complement, i.e. the graph with the same vertex set, but for \( i \neq j \) we have \( ij \in E(\overline{G}) \) if and only if \( ij \notin E(G) \).
In adding a vertex \( v \) to a graph \( G \), we denote this by \( G + v \), and for adding an edge \( ij \) we denote this by \( G + ij \). Similarly for removing a vertex \( v \) or an edge \( ij \) from a graph \( G \), we denote this by \( G - v \) and \( G - ij \) respectively.

In this paper we will consider five classes of graph, three taken from the literature, namely connected graphs, \( \alpha \)-critical graphs and co-point-determining graphs, and two that we introduce here, namely \( \alpha \)-covered graphs and cop-irreducible graphs.

We say that a graph \( G \) is connected if for all pairs of distinct vertices \( i, j \in V(G) \), there exists a path between \( i \) and \( j \), i.e. there exists \( m \geq 2 \) and \( k_1, \ldots, k_m \in V(G) \) such that \( k_1 = i \), \( k_m = j \) and \( k_lk_{l+1} \in E(G) \) for all \( l \in \{1, \ldots, m - 1\} \).

We will discuss \( \alpha \)-critical and \( \alpha \)-covered graphs below, whilst cop-irreducible and co-point-determining graphs will be discussed in Sections 4 and 5 respectively.

**Stability number**

A stable set in a graph \( G \) (also called an independent set or a co-clique) is a subset of its vertices such that no two vertices in this subset are connected by an edge. We say that a stable set is a maximum stable set if there is no stable set of strictly greater cardinality. The stability number of a graph \( G \) (also called the independence number), denoted \( \alpha(G) \), is the cardinality of its maximum stable sets. For a survey of this problem we direct the reader to [5]. This problem also has strong connections to copositive optimisation, as will be discussed in Section 3.

A graph \( G \) is \( \alpha \)-critical if removing any edge from \( G \) will increase its stability number, and such graphs have previously been investigated numerous papers in (see e.g. [19, 38, 40, 41, 46]).

We define a graph \( G \) to be \( \alpha \)-covered if for all \( ij \in E(G) \), there exists a maximum stable set \( A \) of \( G \) such that \( \{i, j\} \subseteq A \). We trivially have that complete graphs are \( \alpha \)-covered.

It is trivial to see that complete graphs have stability number equal to one, and are connected, \( \alpha \)-critical and \( \alpha \)-covered. In Lemma 2 below we will look at a less trivial example, however before this we will first need the following lemma. This lemma is not only useful in the proof of Lemma 2, but was also useful in testing whether a graph of \( \alpha \)-critical and/or \( \alpha \)-covered, which we needed to do for Section 6.

**Lemma 1.** For a graph \( G \) and \( i, j \in V(G) \) with \( i \neq j \) let \( H = G - N_G[i] - N_G[j] \).

If \( ij \in E(G) \), then the cardinality of the maximum stable set of \( G \) which contains both \( i \) and \( j \) is equal to \( 2 + \alpha(H) \).

If \( ij \in E(G) \), then \( \alpha(G - ij) = \max\{\alpha(G), 2 + \alpha(H)\} \).

**Proof.** This is follows trivially from the definitions. \( \square \)

**Lemma 2.** For \( n \geq 4 \) and \( t \in \{1, \ldots, \lfloor n/2 \rfloor - 1\} \) define the graph \( C_{n,t} \) as having

\[
V(C_{n,t}) = \{1, \ldots, n\}, \quad E(C_{n,t}) = \{ij \in V(C_{n,t})^2 : i < j \leq i + t \text{ or } j \leq i + t - n\}.
\]

We will refer to such graphs as thick cycle graphs, and these graphs for low values of \( n \) and \( t \) are given in Table 1. For these graphs we have that:

1. \( C_{n,t} \) is a connected graph;
2. \( \alpha(C_{n,t}) = \lceil n/(t + 1) \rceil \);
Table 1: Some examples of thick cycle graphs.

<table>
<thead>
<tr>
<th>n</th>
<th>t = 1</th>
<th>t = 2</th>
<th>t = 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td><img src="diag1.png" alt="Diagram" /></td>
<td><img src="diag2.png" alt="Diagram" /></td>
<td><img src="diag3.png" alt="Diagram" /></td>
</tr>
<tr>
<td>5</td>
<td><img src="diag4.png" alt="Diagram" /></td>
<td><img src="diag5.png" alt="Diagram" /></td>
<td><img src="diag6.png" alt="Diagram" /></td>
</tr>
<tr>
<td>6</td>
<td><img src="diag7.png" alt="Diagram" /></td>
<td><img src="diag8.png" alt="Diagram" /></td>
<td><img src="diag9.png" alt="Diagram" /></td>
</tr>
<tr>
<td>7</td>
<td><img src="diag10.png" alt="Diagram" /></td>
<td><img src="diag11.png" alt="Diagram" /></td>
<td><img src="diag12.png" alt="Diagram" /></td>
</tr>
<tr>
<td>8</td>
<td><img src="diag13.png" alt="Diagram" /></td>
<td><img src="diag14.png" alt="Diagram" /></td>
<td><img src="diag15.png" alt="Diagram" /></td>
</tr>
</tbody>
</table>

3. \( C_{n,t} \) is \( \alpha \)-critical if and only if \( n = (a + 1)(t + 1) - 1 \) for some \( a \in \{1, 2, 3, \ldots\} \) (in which case \( \alpha(C_{n,t}) = a \));

4. \( C_{n,t} \) is \( \alpha \)-covered if and only if either \( n \leq 3t + 2 \) (in which case \( \alpha(C_{n,t}) = 2 \)) or \( n = (a + 1)(t + 1) - 1 \) for some \( a \in \{1, 2, 3, \ldots\} \) (in which case \( \alpha(C_{n,t}) = a \)).

Proof. Trivially \( C_{n,t} \) is connected, and as no two vertices in a stable set can be closer than \( t + 1 \), it can be seen that the set \( \{t + 1, 2(t + 1), \ldots, \lfloor n/(t + 1) \rfloor (t + 1)\} \), of cardinality \( \lfloor n/(t + 1) \rfloor \), is a maximum stable set of \( C_{n,t} \).
In order to assist with the rest of the proof, for an integer $m$ we define the graph $l_m$ as being the empty graph when $m \leq 0$, and for $m \geq 1$ as having

$$V(l_m) = \{1, \ldots, m\}, \quad E(l_m) = \{ij \in V(l_m)^2 : i < j \leq i + t\}.$$ 

If $m \geq 1$ then it can be seen that the set $\{1, 1+2(t+1), 1+2(t+1), \ldots, 1+[(m-1)/(t+1)](t+1)\}$, of cardinality $\lceil (m-1)/(t+1) \rceil + 1 = \lceil (m+t)/(t+1) \rceil$, is a maximum stable set of $l_m$. Therefore $\alpha(l_m) = \max\{0, \lceil (m+t)/(t+1) \rceil\}$.

Additionally, for $j \in \{2, \ldots, n\}$, let $H_j = C_{n,t} - N_{C_{n,t}}[1] - N_{C_{n,t}}[j]$.

We will now prove the result of when $C_{n,t}$ is $\alpha$-critical. Due to the symmetry of $C_{n,t}$, this is equivalent to showing that for all $j \in \{2, \ldots, t+1\}$ we have $\alpha(G-1j) = \alpha(G) + 1 = \lceil n/(t+1) \rceil + 1$. For all $j \in \{2, \ldots, t+1\}$ we have that $H_j$ is isomorphic to $l_{n-2j-2t}$ and thus from Lemma 1 we have

$$\alpha(G-1j) = \max\{n/(t+1), 2 + [(n-j-t)/(t+1)]\} = \max\{n/(t+1), 1 + [(n-j-t)/(t+1)]\}.$$ 

This is monotonically decreasing in $j$, and thus $C_{n,t}$ is $\alpha$-critical if and only if we have $\lceil (n+1-t)/(t+1) \rceil \geq \lceil n/(t+1) \rceil$, or equivalently $\lceil (n-t)/(t+1) \rceil \geq \lceil n/(t+1) \rceil$. This is the case if and only if $n = (a+1)(t+1) - 1$ for some $a \in \{1, 2, 3, \ldots\}$, completing the proof of when $C_{n,t}$ is $\alpha$-critical.

We will now prove the result of when $C_{n,t}$ is $\alpha$-covered. To do this we will consider three cases:

1. $n \leq 3t+2$: Then we have that $\alpha(C_{n,t}) \leq 2$ and thus $C_{n,t}$ is trivially $\alpha$-covered.

2. $3t+2 < n \neq (a+1)(t+1) - 1$ for all $a \in \{1, 2, 3, \ldots\}$: Consider $1j \in E(C_{n,t})$ with $j = 2(t+1)$. We then have that $H_j$ is isomorphic to $l_{n-2j-2t}$, and thus the largest stable set containing the vertices $1$ and $j$ has cardinality equal to

$$2 + \alpha(l_{n-4t-2}) = \begin{cases} 
2 & \text{if } n \leq 4t+2 \\
2 + [(n-3t-2)/(t+1)] & \text{if } n \geq 4t+3
\end{cases}$$

$$= \begin{cases} 
2 & \text{if } n \leq 4(t+1) - 2 \\
[(n-t)/(t+1)] & \text{if } n \geq 4(t+1)
\end{cases}$$

$$= \alpha(C_{n,t}) - 1.$$ 

Therefore in this case $C_{n,t}$ is not $\alpha$-covered.

3. $n = (a+1)(t+1) - 1$ for some $a \in \{3, 4, 5, \ldots\}$: Consider an arbitrary $ij \in E(C_{n,t})$.

Due to the symmetry of $C_{n,t}$, without loss of generality $i = 1$ and $t+2 \leq j \leq \lfloor n/2 \rfloor$.

If $t+2 \leq j \leq 2(t+1)$ then $H_j$ is isomorphic to $l_{n-j-2t}$, and thus the largest stable set containing the vertices $i$ and $j$ has cardinality equal to

$$2 + \alpha(l_{n-j-2t}) = 2 + [(n-j-t)/(t+1)] = a + [(2(t+1) - j)/(t+1)] = a = \alpha(C_{n,t}).$$ 

If on the other hand $2t+3 \leq j \leq \lfloor n/2 \rfloor$ then $H_j$ is isomorphic to the disjoint union of $l_{n-j-2t}$ and $l_{j-2t-2}$, and thus the largest stable set containing the vertices
i and j has cardinality equal to
\[
2 + a(l_{n-j-2t}) + a(l_{j-2t-2}) = 2 + [(n - j - t)/(t+1)] + [(j-t-2)/(t+1)]
\]
\[
= 2 + [(a(t+1) - j)/(t+1)] + [(j-2t-2)/(t+1)]
\]
\[
= a + [(2t + 2 - j)/(t+1)] - [(2t - 2 - j)/(t+1)]
\]
\[
= a = \alpha(C_{n,t}).
\]

Therefore in this case \(C_{n,t}\) is \(\alpha\)-covered. \(\square\)

## 3 Copositivity

A matrix \(A \in \mathcal{S}^n\) is defined to be copositive if \(v^TAv \geq 0\) for all \(v \in \mathbb{R}_+^n\), and the set of copositive matrices of order \(n\) is referred to as the copositive cone, denoted \(\mathcal{COP}^n\). This is a proper cone, i.e. a cone which is closed, convex, pointed and full-dimensional. Letting \(\mathcal{PSD}^n\) denote the set of positive semidefinite matrices, and \(\mathcal{N}^n\) denote the set of nonnegative symmetric matrices, we have that \(\mathcal{PSD}^n + \mathcal{N}^n \subseteq \mathcal{COP}^n\), with equality if and only if \(n \leq 4\) \([4]\). There are numerous applications connected to this set, but in this paper we will focus on the well known result in the field of copositive optimisation, that the stability number of a graph \(G\) on \(n\) vertices is the minimum \(\lambda \in \mathbb{R}\) such that \(\lambda(I+A_G) - \mathbb{E}\) is a copositive matrix \([4, 5, 10, 36]\). This is closely related to the Lovász number, which is a semidefinite based approximation of the stability number \([21, 31]\). As \(I\) is in the interior of the positive semidefinite cone and \(A_G\) is a nonnegative matrix, we have that \(\lambda(I+A_G) - \mathbb{E}\) is in the interior of the copositive cone for all \(\lambda > \alpha(G)\). As the copositive cone is closed, we have that \(\alpha(G)(I+A_G) - \mathbb{E}\) is on the boundary of the copositive cone, and we will let
\[
Z_G := \alpha(G)(I+A_G) - \mathbb{E}.
\]

This analysis actually allows us to consider all copositive graphs with only two distinct entries. Consider \(X \in \mathcal{S} \cap \{\beta, \gamma\}^{n \times n}\) for some \(\beta, \gamma \in \mathbb{R}\). If \(\beta, \gamma \geq 0\) then \(X\) is elementwise nonnegative and thus also copositive. If \(\beta, \gamma \leq 0\) then \(X\) is elementwise nonpositive, and it is well known that in this case \(X\) is copositive if and only if it is the all zeros matrix. Now consider the case when \(X\) is neither nonnegative nor nonpositive. Then as multiplication of a matrix by a positive scalar maintains the matrix properties that we are interested in in this paper, without loss of generality we have that \(\beta = -1\) and \(0 < \gamma\). A necessary condition for copositivity of \(X\) is then that \(a_{ii} = \gamma\) for all \(i\), and from now on we assume that this holds. Then letting \(G\) be the graph with \(ij \in E(G)\) when \(a_{ij} = \gamma\), we have that \(X = (1 + \gamma)(I+A_G) - \mathbb{E}\).

## 4 Necessary and sufficient conditions for a graph to be cop-irreducible

We say that a matrix \(X \in \mathcal{COP}^n\) is irreducible with respect to a cone \(\mathcal{K} \subseteq \mathcal{COP}^n\) if \(\emptyset \neq \mathcal{Y} \in \mathcal{K} \setminus \{0\}\) such that \(X - \mathcal{Y} \in \mathcal{COP}^n\) \([3, 12, 13, 16, 22, 24]\). For convex cones \(\mathcal{K}_1, \mathcal{K}_2 \subseteq \mathcal{COP}^n\), it is trivial to see that \(X\) is irreducible with respect to \(\mathcal{K}_1 + \mathcal{K}_2\) if and only if it is irreducible with respect to both \(\mathcal{K}_1\) and \(\mathcal{K}_2\).

The concept of irreducibility is closely related to that of extremality, see Section 8.
Another application of irreducibility is in connection to testing inner approximations of the copositive cone. Let $K$ be a convex cone such that \( (\mathcal{PSD}^n + \mathcal{N}^n) \subseteq K \subseteq \mathcal{COP}^n \). Then the following are equivalent:

1. $K = \mathcal{COP}^n$;
2. $X \in K$ for all matrices $X \in \mathcal{COP}^n$;
3. $Y \in K$ for all matrices $Y \in \mathcal{COP}^n$ which are irreducible with respect to $\mathcal{PSD}^n + \mathcal{N}^n$.

We would thus expect copositive matrices which are irreducible with respect to $\mathcal{PSD}^n + \mathcal{N}^n$ to give difficult instances of copositive optimisation problems to test approximations against.

So a natural question is for which graphs $G$ do we have that $Z_G$ is irreducible with respect to $\mathcal{PSD}^n + \mathcal{N}^n$. There is in fact a simple characterisation for this, which is given in the following theorem. This is the main result of this paper and will be proven later in this section.

**Theorem 3.** For a graph $G$ we have that $Z_G$ is irreducible with respect to $\mathcal{PSD}^n + \mathcal{N}^n$ if and only if $G$ is connected, $\alpha$-critical and $\alpha$-covered.

Due to this result, in the rest of this paper, we will refer to graphs which are connected, $\alpha$-critical and $\alpha$-covered as cop-irreducible graphs.

Note from our earlier results, we have that complete graphs are always cop-irreducible (although for these we have that $Z_{K_n}$ is the all-zeros matrix), and thick cycle graphs are cop-irreducible if and only if $n = (a + 1)(t + 1) - 1$ for some $a \in \{1, 2, 3, \ldots\}$ (and we then have that the stability number of such a graph is equal to $a$).

In the rest of this section we will prove a number of results from which Theorem 3 will directly follow.

In the following two lemmas we will see that being $\alpha$-critical and connected are necessary conditions for $Z_G$ to be irreducible with respect to $\mathcal{N}^n$ and $\mathcal{PSD}^n$ respectively, and thus are also necessary conditions for being irreducible with respect to $\mathcal{PSD}^n + \mathcal{N}^n$.

**Lemma 4.** Let $G$ be a graph which is not $\alpha$-critical. Then $Z_G$ is not irreducible with respect to $\mathcal{N}^n$.

*Proof.* If $G$ is not $\alpha$-critical then there exists $ij \in E(G)$ such that for $H = G - ij$ we have $\alpha(G) = \alpha(H)$. We then have $Z_H \in \mathcal{COP}^n$ and $Z_G - Z_H = \alpha(G)(e_i e_j^T + e_j e_i^T) \in \mathcal{N}^n$, completing the proof.

**Lemma 5.** Let $G$ be a graph which is not connected. Then $Z_G$ is not irreducible with respect to $\mathcal{PSD}^n$.

*Proof.* If $G$ is not a connected graph, then without loss of generality, there exists $m \in \{1, \ldots, n - 1\}$ such that $ij \notin E(G)$ for all $1 \leq i \leq m < j \leq n$. Let $G_1$ be the subgraph of $G$ induced by the vertices $\{1, \ldots, m\}$ and let $G_2$ be the subgraph of $G$ induced by the vertices $\{m + 1, \ldots, n\}$. Furthermore, for $i \in \{1, 2\}$, let $\alpha_i = \alpha(G_i)$,
A_i = A_{G_i} and Z_i = Z_{G_i}. Then we have
\[
\alpha(G) = \alpha_1 + \alpha_2, \\
Z_1 = \alpha_1 (I + A_1) - E \in \mathcal{OP}^n, \\
Z_2 = \alpha_2 (I + A_2) - E \in \mathcal{OP}^{n-m}, \\
Z_G = \alpha(G) \left( \begin{array}{cc}
I + A_1 & O \\
O & I + A_2
\end{array} \right) - \left( \begin{array}{cc}
E & E \\
E & E
\end{array} \right)
\]

\[= \frac{1}{\alpha_1 \alpha_2} \left( \begin{array}{c}
\alpha_2 1 \\
-\alpha_1 1
\end{array} \right) \left( \begin{array}{c}
\alpha_2 1 \\
-\alpha_1 1
\end{array} \right)^T + \frac{\alpha(G)}{\alpha_1} \left( \begin{array}{c}
Z_1 0 \\
0 0
\end{array} \right) + \frac{\alpha(G)}{\alpha_2} \left( \begin{array}{c}
0 Z_2 \\
0 0
\end{array} \right). \]

\[\square\]

In order to show that being \(\alpha\)-covered is also necessary, and that these conditions combined are sufficient, requires some technical results connected to the so called set of minimal zeros of \(Z_G\). We will not go into the details of this set in this paper, but instead direct the reader to the paper [24] for the definition of this set and some interesting results connected to it.

**Lemma 6.** Consider a graph \(G\) with \(\alpha(G) \geq 2\) and let \(Z = Z_G\). Then we have
\[\mathcal{V}^{Z}_{\min} = \{\mu e_A : A is a maximum stable set of G, \mu \in \mathbb{R}, \mu > 0\}.\]

Furthermore, for a maximum stable set \(A\) of \(G\), a vector \(v = e_A \in \mathcal{V}^{Z}_{\min}\) and an index \(i \in \{1, \ldots, n\}\) the following are equivalent, where for a vector \(a \in \mathbb{R}^n\) we define its support as \(\text{supp}(a) = \{j \in \{1, \ldots, n\} : a_j \neq 0\}\):

1. \(i \in \text{supp}(Zv)\);
2. \(\exists w \in \mathcal{V}^{Z}_{\min}\) s.t. \(i \in \text{supp}(w) \subseteq \text{supp}(Zv)\);
3. Either \(i \in A\) or the subgraph induced by \(\{i\} \cup A\) contains exact one edge;

**Proof.** For \(X \in \mathcal{OP}^n\) we have that
\[\mathcal{V}^{X}_{\min} := \left\{ v \in \mathbb{R}^n_+ \setminus \{0\} : v^TXv = 0, \quad w^TXw > 0 \forall w \in \mathbb{R}^n_+ \setminus \{0\} \text{ with } \text{supp}(w) \subsetneq \text{supp}(v) \right\}.\]

We now split this proof into four parts:

1. We will first show that for all \(v \in \mathcal{V}^{Z}_{\min}\) we have that \(\text{supp}(v)\) is a stable set of \(G\). Suppose for the sake of contradiction there exists \(v \in \mathcal{V}^{Z}_{\min}\) such that \(\{i, j\} \subseteq \text{supp}(v)\) for some \(i, j \in E(G)\). Without loss of generality \((Zv)_i \geq (Zv)_j\), and letting \(w = v + v_i(e_j - e_i)\) we have \(w \in \mathbb{R}^n_+ \setminus \{0\}\) and as \(Z \in \mathcal{OP}^n\) we have
\[0 \leq w^TZw = v^TZv + 2v_i ((Zv)_j - (Zv)_i) + v_i^2(z_{ii} - 2z_{ij} + z_{jj}) \leq 0 + 0 + v_i^2(\alpha - 1)(1 - 2 + 1) = 0.\]

Therefore \(w^TZw = 0\) and \(\text{supp}(w) = \text{supp}(v) \setminus \{i\} \subsetneq \text{supp}(v)\), which contradicts \(v\) being a minimal zero.
2. Now considering an arbitrary \( x \in \mathbb{R}^n_+ \setminus \{0\} \) such that \( \text{supp}(x) \) is a stable set of \( G \), it can be shown that
\[
x^T Z x = \frac{1}{2} \sum_{(i,j) \subseteq \text{supp}(x)} (x_i - x_j)^2 + (\alpha - |\text{supp}(x)|) |x|^2,
\]
which is greater than or equal to zero, with equality if and only if \( x \in \{ \mu e_A : \mu > 0 \} \) for some maximum stable set \( A \) of \( G \). This completes the proof of the characterisation of \( V_{\min}^Z \).

3. We will now prove that statements [7] and [3] are equivalent.
We have that \( v_i \in \{0,1\} \), with \( v_i = 1 \) if and only if \( |\{ j \in A : ij \in E(G) \}| = 0 \). Therefore
\[
(Zv)_i = \alpha(G) (v_i + |\{ j \in A : ij \in E(G) \}| - 1) \geq 0,
\]
with equality if and only if either \( i \in A \) or \( |\{ j \in A : ij \in E(G) \}| = 1 \). This completes the proof that [7] \( \iff \) [3].

4. Finally we will prove that statements [7] and [3] are equivalent.
Trivially [3] \( \implies \) [7]
Now suppose that statement [7] is true, noting that from the previous part of the proof, this immediately implies that statement [3] is also true.
A corollary of statements [7] and [3] being equivalent is that \( \text{supp}(e_A) = B \subseteq \overline{\text{supp}(Ze_B)} \) for all maximum stable sets. Therefore \( \{ i \} \cup A \subseteq \overline{\text{supp}(Zv)} \).
If \( i \in A \) then letting \( w = e_A \in V_{\min}^Z \) we have \( i \in \text{supp}(w) \subseteq \text{supp}(Zv) \).
If alternatively the subgraph induced by \( \{ i \} \cup A \) contains exactly one edge, then there exists \( j \in A \) such that \( ij \in E(G) \), and letting \( B = \{ i \} \cup A \setminus \{ j \} \), we have that \( B \) is a stable set of \( G \) of cardinality \( \alpha(G) \), and thus a maximum stable set. Letting \( w = e_B \), we then have \( i \in \text{supp}(w) = B \subseteq \{ i \} \cup A \subseteq \overline{\text{supp}(Zv)} \).

We next need the following technical result on cop-irreducible graphs.

**Lemma 7.** Let \( G \) be a connected, \( \alpha \)-critical, \( \alpha \)-covered graph. Then for all \( \{x,y\} \subseteq V(G) \) with \( x \neq y \), there exists a maximum stable set \( A \) of \( G \) such that \( \{x\} \subseteq A \subseteq V(G) \setminus \{y\} \).

**Proof.** First suppose that \( xy \in E(G) \). Then as \( G \) is an \( \alpha \)-critical graph, there exists a stable set \( B \) of \( G - xy \) such that \( |B| \geq \alpha(G) + 1 \). We must then have that \( \{x,y\} \subseteq B \), otherwise we get the contradiction that \( B \) is also a stable set of \( G \). Now letting \( A = B \setminus \{y\} \) we get the required maximum stable set of \( G \).

From now on suppose that \( xy \notin E(G) \). As \( G \) is connected, there exists \( z \in V(G) \) such that \( yz \in E(G) \). If \( xz \notin E(G) \) then as \( G \) is \( \alpha \)-covered, there exists a maximum stable set \( A \) of \( G \) such that \( \{x,z\} \subseteq A \), and as \( yz \in E(G) \), we have \( y \notin A \). If, on the other hand, \( xz \in E(G) \), then as \( G \) is \( \alpha \)-critical, there exists a maximum stable set \( B \) of \( G - xz \), and we have \( |B| = \alpha(G) + 1 \) and \( \{x,z\} \subseteq B \). As \( yz \in E(G - xz) \), we have \( y \notin B \). Then letting \( A = B \setminus \{z\} \), we are done.

We will now give a necessary and sufficient condition for \( Z_G \) to be irreducible with respect to \( N^n \).
Lemma 8. Consider a graph $G$ on $n$ vertices with $\alpha(G) \geq 2$. Then $\mathcal{Z}_G$ is irreducible with respect to $\mathcal{N}^n$ if and only if $G$ is both $\alpha$-critical and $\alpha$-covered.

Proof. From [24], we have that $\mathcal{Z}_G$ is irreducible with respect to $\mathcal{N}^n$ if and only if for all $i, j \in \{1, \ldots, n\}$, there exists $v \in \mathcal{V}_{\mathcal{Z}_G}^{\min}$ such that $v_i + v_j > 0$ and $(\mathcal{Z}_G v)_i = (\mathcal{Z}_G v)_j = 0$.

We will first prove the forward implication. We already saw in Lemma 4 that if $\mathcal{Z}_G$ is irreducible with respect to $\mathcal{N}^n$ then $G$ is $\alpha$-critical. We will now suppose that $\mathcal{Z}_G$ is irreducible with respect to $\mathcal{N}^n$ and show that $G$ is then also $\alpha$-covered. We will do this by considering an arbitrary $ij \in E(\mathcal{G})$ and showing that there exists a maximum stable set of $G$ which contains both $i$ and $j$. As $\mathcal{Z}_G$ is irreducible with respect to $\mathcal{N}^n$, from Lemma 6, there exists a maximum stable set $\mathcal{A}$ of $G$ such that $|\{i, j\} \cap \mathcal{A}| \geq 1$ and $\{i, j\} \subseteq \text{supp}(\mathcal{Z}_G e_{\mathcal{A}})$. If $\{i, j\} \subseteq \mathcal{A}$ then we are done, and from now on, without loss of generality, we suppose that $j \in \mathcal{A}$ and $i \notin \mathcal{A}$. From Lemma 6, this implies that the subgraph of $G$ induced by $\{i\} \cup \mathcal{A}$ contains exactly one edge. As $\mathcal{A}$ is a stable set and $ij \in E(\mathcal{G})$, this implies there exists $k \in \mathcal{A} \setminus \{j\}$ such that $ik \in E(G)$, and we then have that $\{i\} \cup \mathcal{A} \setminus \{k\}$ is a stable set of cardinality $\alpha(G)$ containing both $i$ and $j$.

We will now prove the reverse implication by supposing that $G$ is both $\alpha$-critical and $\alpha$-covered and showing that $\mathcal{Z}_G$ is then irreducible with respect to $\mathcal{N}^n$. For arbitrary $i, j \in \{1, \ldots, n\}$, consider three cases:

1. $i = j$: From Lemma 7, there exists a maximum stable set $\mathcal{A}$ of $G$ such that $i \in \mathcal{A}$.
   From Lemma 6, we then have $v = e_{\mathcal{A}} \in \mathcal{V}_{\mathcal{Z}_G}^{\min}$ with $v_i + v_i = 2$ and $(\mathcal{Z}_G v)_i = 0$.

2. $ij \in E(\mathcal{G})$: As $G$ is $\alpha$-covered, there exists a maximum stable set $\mathcal{A}$ of $G$ with $\{i, j\} \subseteq \mathcal{A}$. From Lemma 6, we then have $v = e_{\mathcal{A}} \in \mathcal{V}_{\mathcal{Z}_G}^{\min}$ with $v_i + v_j = 2$ and $(\mathcal{Z}_G v)_i = (\mathcal{Z}_G v)_j = 0$.

3. $ij \in E(G)$: As $G$ is $\alpha$-critical, there exists a stable set $\mathcal{B}$ of $G - ij$ such that $|\mathcal{B}| = \alpha(G) + 1$ and we have $\{i, j\} \subseteq \mathcal{B}$. Letting $\mathcal{A} = \mathcal{B} \setminus \{i\}$, from Lemma 6, we have $v = e_{\mathcal{A}} \in \mathcal{V}_{\mathcal{Z}_G}^{\min}$ with $v_i + v_j = 1$ and $(\mathcal{Z}_G v)_i = (\mathcal{Z}_G v)_j = 0$.

We were unable to find a necessary and sufficient condition for $\mathcal{Z}_G$ to be irreducible with respect to $\mathcal{PSD}^n$, however we have already seen that being connected is a necessary condition, and we will now give a closely related sufficient condition, which together with the rest of the results in this section completes the proof of Theorem 3.

Lemma 9. For a graph $G$ we have that if $G$ is $\alpha$-critical and connected then $\mathcal{Z}_G$ is irreducible with respect to $\mathcal{PSD}^n$.

Proof. Suppose that $G$ is $\alpha$-critical and connected, and assume for the sake of contradiction that $\mathcal{Z}_G$ is not irreducible with $\mathcal{PSD}^n$. From [24] this implies that there exists $a \in \mathbb{R}^n \setminus \{0\}$ such that $a^T v = 0$ for all $v \in \mathcal{V}_{\mathcal{Z}_G}^{\min}$.

Consider an arbitrary $ij \in E(G)$. As $G$ is $\alpha$-critical, there exists stable set $\mathcal{A}$ of $G - ij$ such that $|\mathcal{A}| = \alpha(G) + 1$, and we have $\{i, j\} \subseteq \mathcal{A}$. Therefore both $\mathcal{A} \setminus \{i\}$ and $\mathcal{A} \setminus \{j\}$ are maximum stable sets of $G$. Letting $v = e_{\mathcal{A} \setminus \{i\}} = e_{\mathcal{A} \setminus \{i,j\}} + e_j$ and $w = e_{\mathcal{A} \setminus \{j\}} = e_{\mathcal{A} \setminus \{i,j\}} + e_i$, we have $v, w \in \mathcal{V}_{\mathcal{Z}_G}^{\min}$, and thus $0 = a^T v$ and $0 = a^T w$, implying that $0 = a^T v - a^T w = a_i - a_i$, or equivalently $a_i = a_j$.

As $G$ is connected, this implies that $a = \mu 1$ for some $\mu \in \mathbb{R} \setminus \{0\}$. Considering an arbitrary maximum stable set $\mathcal{B}$ of $G$, we then have $e_{\mathcal{B}} \in \mathcal{V}_{\mathcal{Z}_G}^{\min}$, and thus $0 = e_{\mathcal{B}}^T a = \mu \alpha(G) \neq 0$, a contradiction.
5 Vertex duplication

In Section 6 we will consider all cop-irreducible graphs with at most 13 vertices, however, before doing this, we will first consider a simple operation for taking a cop-irreducible graph and constructing a larger cop-irreducible graph from this. We consider this first as it simplifies the analysis of the graphs in the next section. This operation is known as vertex duplication, which is defined as follows:

We take a graph $G$ and a vertex $v \in V(G)$. We then add a new vertex $w$ and some edges connecting this vertex to the graph so that we get the new (larger) graph $H = G + w + vw + \sum_{xv \in E(G)} xw$.

An example of this operation is given in Fig. 1 where we duplicate vertex 3, adding the new vertex 6.

![Graph](image)

(a) A graph $G$. (b) The graph $G$ after duplicating the vertex 3.

Figure 1: An example of vertex duplication.

It is trivial to see that duplicating vertices maintains the stability number of a graph. We also have the following results on duplicating vertices.

Lemma 10. Consider graphs $G$ and $H$ such that $H$ is produced from $G$ by duplicating one of its vertices. Then for the following properties, we have that $G$ has this property if and only if $H$ has this property:

- connected;
- $\alpha$-critical;
- $\alpha$-covered;
- cop-irreducible.

Proof. It is trivial to see that this holds for being connected, and it was shown in [45] that this also holds for being $\alpha$-critical (see also [41, Theorem 3.5]). If we can show that this also holds for being $\alpha$-covered then it will trivially follow that it additionally holds for being cop-irreducible. We are thus left to show that $G$ is $\alpha$-covered if and only if $H$ is $\alpha$-covered.

Let $v \in V(G)$ and $H = G + w + vw + \sum_{xv \in E(G)} xw$. Trivially $\alpha(H) = \alpha(G)$.

First suppose that $G$ is $\alpha$-covered and consider an arbitrary $ij \in E(H)$. If $w \notin \{i, j\}$ then $ij \notin E(G)$, and there exists a maximum stable set $A$ of $G$ such that $\{i, j\} \subseteq A$. 


and this is also a maximum stable set of $H$. If on the other hand we have $w \in \{i, j\}$ then without loss of generality $i = w$ and we have $j \in V(G) \setminus \{v\}$. There exists a maximum stable set $B$ of $G$ such that $\{v, j\} \subseteq B$, and $B \cup \{w\} \setminus \{v\}$ is then a maximum stable set of $H$ containing $\{w, j\}$. Therefore $H$ is also $\alpha$-covered.

Now suppose that $H$ is $\alpha$-covered and consider an arbitrary $ij \in E(G)$. Then $ij \in E(H)$, and there exists a maximum stable set $C$ of $H$ such that $\{i, j\} \subseteq C$. If $w \notin C$ then $C$ is a maximum stable set of $G$. If $w \in C$, then $A \cup \{v\} \setminus \{w\}$ is a maximum stable set of $G$ which contains $\{i, j\}$. Therefore $G$ is also $\alpha$-covered.

We now consider what vertex duplication does to $Z_G$. The following result follows directly from the definitions, and noting that vertex duplication does not affect the stability number of a graph.

**Lemma 11.** For a graph $G$ on $n$ vertices, let

$$Z_G = \left( \begin{array}{c} A \\ b^\top \\ \gamma \end{array} \right)$$

for some $A \in S^{n-1}$, $b \in \mathbb{R}^n$ and $\gamma \in \mathbb{R}$. Then the graph $H$ is produced by duplicating the vertex $n$ of $G$ if and only if

$$Z_H = \left( \begin{array}{ccc} A & b & b \\ b^\top & \gamma & \gamma \\ b^\top & \gamma & \gamma \end{array} \right).$$

We thus see that vertex duplication is equivalent to repeating a row. When we consider duplicating a row of a matrix, many properties are maintain, including, but not limited to, being:

- copositive [2];
- irreducible with respect to $PSD^n$ or $N^n$ or $PSD^n + N^n$ (trivially follows from [2]);
- extreme [2];
- exposed [13];
- a member of many approximations of the copositive cone, including the $Q^r_n$ approximations that will be discussed in Section 6.

For this reason, vertex duplication can be seen as a trivial operation, and from now on we will primarily focus on graphs which can not be produced from a smaller graph by vertex duplication. Such graphs are referred to in the literature as co-point-determining graphs [9, 20, 29, 39, 42].

### 6 Analysis of upto 13 vertices

In order to further analyse cop-irreducible graphs, we wished to consider all such co-point-determining cop-irreducible graphs for low total number of vertices. In order to do this we used a combination of Geogebra, Matlab, Mathematica, Nauty, Octave, SageMath, SDPT3 and Yalmip [1, 18, 27, 28, 30, 32, 34, 35, 43, 44].
As the properties of graphs considered in this paper are maintained under isomorphisms, and the properties of matrices considered in this paper are maintained under permutations, it was sufficient to only consider unlabelled graphs.

The first way that we attempted to enumerate these graphs was to generate all connected graphs with low total number of vertices using Nauty, and then use Mathematica to check which ones were also $\alpha$-critical and $\alpha$-covered. Unfortunately the sheer number of connected graphs, meant that we were only about to consider when the total number of vertices less than or equal to 9.

Fortunately we then came across the work of Ben Small on $\alpha$-critical graphs with up to 13 vertices [41]. He was generous enough to provide us with a file of all such graphs, which we could then check for being co-point-determining, connected and $\alpha$-covered.

In Fig. 2 the number of different types of graphs is given.

As we can see, the total number of cop-irreducible graphs is tiny in comparison to the total number of connected graphs, but there is still a significant number of them. There are in fact a total of 26,863 co-point-determining cop-irreducible graphs with at most 13 vertices. The exact numbers for each $n \leq 13$ are given in Table 2.
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Figure 2: The graph above is a log plot displaying the number of unlabelled graphs on $n \in \{1, \ldots, 13\}$ vertices of different types. For $n \geq 10$ the number of $\alpha$-covered (co-point-determining) graphs is unknown, and thus not shown on the graph. Elsewhere, when no point is given for a value of $n$, this is due to the number of such graphs being equal to zero. The plots for connected alpha-critical graphs and cop-irreducible graphs are barely distinguishable.
For low values of $n$, almost all $\alpha$-critical graphs are cop-irreducible. In fact the smallest graphs which are $\alpha$-critical but not cop-irreducible have 10 vertices. The number of graphs which are $\alpha$-critical but not cop-irreducible increases with $n$, and for $n = 13$, out of the 27,731 connected co-point-determining $\alpha$-critical graphs, 25,124 are also cop-irreducible.

Limiting to co-point-determining graphs does not affect the order of magnitude of the numbers of different types of graphs, but can still make a significant difference when considering the absolute number of such graphs. For example, there are 57,459 cop-irreducible graphs with at most 13 vertices, but only 26,863 are also co-point determining.

In Table 3 we display all 37 of the co-point-determining cop-irreducible graphs with at most ten vertices.

As mentioned earlier, one reason to generate irreducible matrices is to test inner approximations of the copositive cone. We will consider the inner approximations $Q^r_n$ of the copositive cone, introduced by Pêna, Vera and Zuluaga [37]. This is a hierarchy of approximations such that

\[ \mathcal{P}\mathcal{S}\mathcal{D}^n + \mathcal{N}^n = Q^0_n, \quad Q^r_n \subseteq Q^{r+1}_n \quad \text{for all } r \in \mathbb{N}, \quad \text{int}(\text{COP}^n) \subseteq \bigcup_{r \in \mathbb{N}} Q^r_n \subseteq \text{COP}^n. \]

As in their paper, for $r \in \mathbb{N}$ we let $\nu^{(r)} = \min_\lambda \{ \lambda : (\lambda (I + A_G) - E) \in Q^r_n \}$. This then provides an upper bound on $\alpha(G) = \min_\lambda \{ \lambda : (\lambda (I + A_G) - E) \in \text{COP}^n \}$. But how good is this upper bound for different graphs? We have compared cop-irreducible graphs with random graphs, with these comparisons being shown in Figs. 3 and 4.

For $n = 13$ we generated 1,200 random graphs though considering adjacency matrices, by randomly generating binary symmetric $n \times n$ matrices with all on-diagonal matrices equal to zero and each entry above the diagonal independently having a probability of 0.324 of being equal to one. This probability was chosen so that the average edge density would match that of cop-irreducible graphs with $(n, \alpha(G)) = (13, 4)$. This was then compared against unlabelled co-point-determining cop-irreducible graphs with $(n, \alpha(G)) = (13, 4)$. However this comparison could be argued to be unfair as over 10% of these random graphs were disconnected and additionally graphs with lots of isomorphisms are more likely to appear.

Thus, as another comparison, for $n = 10$, we looked 1,000 random connected graphs by taking the file of all unlabelled connected graphs from [33] and drawing 1,000 instances of these at random. This was then compared against all unlabelled co-point-determining cop-irreducible graphs with ten vertices.

In both cases we see that the bounds are in general worse for the cop-irreducible graphs than the random graphs. A natural question is which are the hardest cop-irreducible graphs, i.e. the ones with the worse bounds? However in Fig. 5 we see that

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\leq 4$</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>$\leq 13$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of graphs connected and $\alpha$-critical</td>
<td>all</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>10</td>
<td>31</td>
<td>113</td>
<td>573</td>
<td>4,470</td>
<td>57,158</td>
</tr>
<tr>
<td>which are...</td>
<td>cpd</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>8</td>
<td>27</td>
<td>177</td>
<td>1,678</td>
<td>27,731</td>
</tr>
<tr>
<td>... cop-irreducible</td>
<td>all</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>10</td>
<td>31</td>
<td>109</td>
<td>549</td>
<td>4,179</td>
<td>52,568</td>
</tr>
<tr>
<td></td>
<td>cpd</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>8</td>
<td>23</td>
<td>166</td>
<td>1,536</td>
<td>25,124</td>
</tr>
</tbody>
</table>

Table 2: Numbers of all and co-point-determining (cpd) connected $\alpha$-critical and cop-irreducible graphs with at most 13 vertices.
the graphs with the worse bounds for one approximation do not necessarily have the worse bounds in another approximation, and thus this question does not appear to have a consistent answer.

Figure 3: Comparing approximations of graphs with 13 vertices. The blue solid plot is for all 10,454 of the co-point-determining cop-irreducible graphs with 13 vertices and stability number equal to 4. The dashed red plot is for 1,200 randomly generated graphs with 13 vertices.

Figure 4: Comparing approximations of graphs with 10 vertices. The blue solid plot is for all 21 of the co-point-determining cop-irreducible graphs with 10 vertices. The dashed red plot is for 1,000 randomly selected connected graphs with 10 vertices. There is no plot for the case of $\nu^{(2)}(G)$, as in this case we always had $\nu^{(2)}(G) = \alpha(G)$. 
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7 Vertex stretching

In Section 5 we saw a trivial method of generating larger cop-irreducible graphs from smaller ones, allowing us to produce cop-irreducible graphs of an arbitrarily large size. In this section we will consider another less trivial method which can be used to generate large instances to test algorithms against.

This work is inspired by the work on generating larger \( \alpha \)-critical graphs from small ones, see e.g. [41, Section 2.4]. Some operations for generating larger cop-irreducible graphs are given in the bachelor thesis of the second author [11], and in this section we will consider yet another operation which we will refer to as vertex stretching. This is defined as follows:

We take a graph \( G \), a vertex \( v \in V(G) \) and \( \{P, Q\} \) being a nontrivial partition of the neighbours of \( v \) in \( G \), i.e.

\[
P \cap Q = \emptyset, \quad P \neq \emptyset, \quad Q \neq \emptyset, \quad P \cup Q = N_G[v] \setminus \{v\}.
\]

We then let \( H = G - v + u' + v' + w' + \sum_{x \in P} xu' + u'v' + v'w' + \sum_{x \in Q} xw' \).

Note that if \( P = \{y\} \) for some \( y \in V(G) \), then this operation is equivalent to subdividing the edge \( vy \) twice.

By applying this operation to the graph in Fig. 1b, considering \( v = 6, (u', v', w') = (7, 6, 8), P = \{4\} \) and \( Q = \{2, 3\} \) we get instance (8,3,2) from Table 3.

Another example of this operation is given in Fig. 6.

We have the following result on this operation.

**Theorem 12.** Consider graphs \( G, H \) such that \( H \) is produced from \( G \) by vertex stretching. Then we have:

1. \( \alpha(H) = \alpha(G) + 1; \)

Figure 5: \( \nu^{(1)}(G) \) against \( \nu^{(2)}(G) \) for cop-irreducible graphs with \((n, \alpha(G)) = (13, 4)\).
2. $G$ is connected if and only if $H$ is connected;
3. $G$ is $\alpha$-critical if and only if $H$ is $\alpha$-critical;
4. If $G$ is cop-irreducible then $H$ is also cop-irreducible;
5. There exist instances of $G, H$ such that $H$ is cop-irreducible but $G$ is not;

Furthermore, if one of the partitions used in the vertex splitting has cardinality one then we have

6. $G$ is cop-irreducible if and only if $H$ is cop-irreducible.

Proof. We will let $G, H, v, u', v', w', P, Q$ be as in the definition of vertex stretching above and consider each statement in turn:

1. Let $\mathcal{A}$ be a maximum stable set of $G$. If $v \in \mathcal{A}$ then $B = \{u', w'\} \cup \mathcal{A} \setminus \{v\}$ is a stable set of $H$ of cardinality $\alpha(G) + 1$. Alternatively, if $v \notin \mathcal{A}$ then $B = \mathcal{A} \cup \{v'\}$ is a stable set of $H$ of cardinality $\alpha(G) + 1$. Therefore $\alpha(H) \geq \alpha(G) + 1$.

Now let $B$ be a stable set of $H$. If $|\{u', v', w'\} \cap B| \leq 1$ then $\mathcal{A} = B \setminus \{u', v', w'\}$ is a stable set of $G$ of cardinality greater than or equal to $\alpha(G) - 1$. If on the other hand $|\{u', v', w'\} \cap B| \geq 2$ then $\{u', v', w'\} \cap B = \{u', w'\}$ and $\mathcal{A} = \{v\} \cup B \setminus \{u', w'\}$ is a stable set of $G$ of cardinality $\alpha(G) - 1$. Therefore $\alpha(G) \geq \alpha(H) - 1$, completing the proof that $\alpha(H) = \alpha(G) + 1$.

2. It is trivial that $G$ is connected if and only if $H$ is connected.

3. This is closely related to [41, Theorem 3.13] and [45, Satz 81], and we include a proof for the sake of completeness.

First suppose that $G$ is $\alpha$-critical and consider an arbitrary $ij \in E(H)$. We now consider three cases:

(a) If $|\{i, j\} \cap \{u', v', w'\}| = 0$ then $ij \in E(G)$ and there exists a stable set $\mathcal{A}$ of $G - ij$ of cardinality $\alpha(G) + 1 = \alpha(H)$. If $v \in \mathcal{A}$ then $\mathcal{A} \cup \{u', w'\} \setminus \{v\}$ is a stable set of $H - ij$ of cardinality $\alpha(H) + 1$. If on the other hand $v \notin \mathcal{A}$ then $\mathcal{A} \cup v'$ is a stable set of $H - ij$ of cardinality $\alpha(H) + 1$. 

Figure 6: An example of vertex stretching, where the graph in Fig. 6b is created from Fig. 6a via vertex expansion with $v = 10$, $(u', v', w') = (11, 10, 12)$, $P = \{6, 8\}$ and $Q = \{7, 9\}$. 

(a) A graph which is $\alpha$-critical but not $\alpha$-covered.
(b) A cop-irreducible graph.
(b) If $|\{i, j\} \cap \{u', v', w'\}| = 1$ then without loss of generality $i = u'$ and $j \in \mathcal{P}$. We then have $v_j \in E(G)$, and thus there exists a stable set $\mathcal{A}$ of $G - v_j$ of cardinality $\alpha(G) + 1 = \alpha(H)$ with $\{v, j\} \in \mathcal{A}$. We then have that $\mathcal{A} \cup \{u', w'\} \setminus \{v\}$ is a stable set of $H - ij$ of cardinality $\alpha(H) + 1$.

(c) If $|\{i, j\} \cap \{u', v', w'\}| = 2$ then without loss of generality $i = u'$ and $j = v'$. Considering an arbitrary $z \in \mathcal{Q}$, we have that $vz \in E(G)$ and thus there exists a stable set $\mathcal{A}$ of $G - vz$ of cardinality $\alpha(G) + 1 = \alpha(H)$. We then have that $\mathcal{A} \cup \{u', v'\} \setminus \{v\}$ is a stable set of $H - ij$ of cardinality $\alpha(H) + 1$.

Therefore $G$ being $\alpha$-critical implies that $H$ is also $\alpha$-critical.

We will now suppose that $H$ is $\alpha$-critical and consider an arbitrary $ij \in E(G)$. We now consider two cases:

(a) If $v \notin \{i, j\}$ then $ij \in E(H)$ and there exists a stable set $\mathcal{B}$ of $H - ij$ of cardinality $\alpha(H) + 1 = \alpha(G) + 2$. If $|\{u', v', w'\} \cap \mathcal{B}| \leq 1$ then $\mathcal{A} = \mathcal{B} \setminus \{u', v', w'\}$ is a stable set of $G - ij$ of cardinality greater than or equal to $\alpha(G) + 1$. If on the other hand $|\{u', v', w'\} \cap \mathcal{B}| \geq 2$ then $\{u', v', w'\} \cap \mathcal{B} = \{u', v'\}$ and $\mathcal{A} = \{v\} \cup \mathcal{B} \setminus \{u', w'\}$ is a stable set of $G - ij$ of cardinality $\alpha(G) + 1$.

(b) If $v \in \{i, j\}$ then without loss of generality $i = v$ and $j \in \mathcal{P}$, and there exists a stable set $\mathcal{B}$ of $H - u'j$ of cardinality $\alpha(H) + 1 = \alpha(G) + 2$. We have that $w' \in \mathcal{B}$, otherwise we would get the contradiction that $\mathcal{B} \cup \{v'\} \setminus \{u'\}$ is a stable set of $H$ of cardinality $\alpha(H) + 1$. Therefore $\mathcal{B} \cup \{v\} \setminus \{u'\}$ is a stable set of $G - ij$ of cardinality $\alpha(G) + 1$.

Therefore $H$ being $\alpha$-critical implies that $G$ is also $\alpha$-critical.

4. We will now complete the proof of statement 3 by showing that if $G$ is copr-irreducible then $H$ is $\alpha$-covered. Consider an arbitrary $xy \in E(H)$. We will show that there exists a maximum stable set $\mathcal{A}$ of $H$ such that $\{x, y\} \subseteq \mathcal{A}$. We split this into 5 cases:

(a) $\{x, y\} \cap \{u', v', w'\} = \emptyset$: Then $xy \in E(G)$, and there exists a stable set $\mathcal{B}$ of $G$ such that $\{x, y\} \subseteq \mathcal{B}$. If $v \in \mathcal{B}$ then let $\mathcal{A} = \{u', w'\} \cup \mathcal{B} \setminus \{v\}$, otherwise let $\mathcal{A} = \{v'\} \cup \mathcal{B}$. In either case, we have that $\mathcal{A}$ is a maximum stable set of $H$ containing $\{x, y\}$.

(b) $\{x, y\} \subseteq \{u', v', w'\}$: We then have $\{x, y\} = \{u', w'\}$. From Lemma 7, there exists a maximum stable set $\mathcal{B}$ of $G$ such that $v \in \mathcal{B}$. Letting $\mathcal{A} = \{u', w'\} \cup \mathcal{B} \setminus \{v\}$, we have that $\mathcal{A}$ is a maximum stable set of $H$ containing $\{x, y\}$.

(c) $\{x, y\} \cap \{u', v', w'\} = \{v'\}$: Without loss of generality $y = v'$. From Lemma 7, there exists a maximum stable set $\mathcal{B}$ of $G$ which contains $x$ but not $v$. Letting $\mathcal{A} = \{v'\} \cup \mathcal{B}$, we have that $\mathcal{A}$ is a maximum stable set of $H$ containing $\{x, y\}$.

(d) $\{x, y\} \cap \{u', v', w'\} \subseteq \{u', w'\}$ and $\{x, y\} \cap (\mathcal{P} \cup \mathcal{Q}) \neq \emptyset$: Without loss of generality $x = u'$ and $y \in \mathcal{Q}$. We have $vy \in E(G)$, and thus there exists a stable set $\mathcal{B}$ of $G - vy$ such that $|\mathcal{B}| = \alpha(G) + 1$, and we have $\{v, y\} \subseteq \mathcal{B}$. Letting $\mathcal{A} = \{u'\} \cup \mathcal{B} \setminus \{v\}$, we have that $\mathcal{A}$ is a maximum stable set of $H$ containing $\{x, y\}$.
(e) \( \{x, y\} \cap \{u', v', w'\} \subseteq \{u', w'\} \) and \( \{x, y\} \cap (P \cup Q) = \emptyset \): Without loss of generality \( x \in \{u', w'\} \). We have \( vy \in E(G) \), and thus there exists a maximum stable set \( B \) of \( G \) such that \( \{v, y\} \subseteq B \). Letting \( A = \{u', v', w'\} \cup B \setminus \{v\} \), we have that \( A \) is a maximum stable set of \( H \) containing \( \{x, y\} \).

This completes the proof of statement [4].

5. Fig. 6 is an example where \( H \) is cop-irreducible but \( G \) is not.

6. We will now finish this proof by showing that if \( P = \{z\} \) for some \( z \in V(G) \setminus \{v\} \) and \( H \) is cop-irreducible then \( G \) is \( \alpha \)-covered. Consider an arbitrary \( xy \in E(G) \).

We will show that there exists a maximum stable set \( A \) of \( G \) such that \( \{x, y\} \subseteq A \). We split this into 2 cases:

(a) \( v \notin \{x, y\} \): Then \( xy \in E(H) \), and as \( H \) is \( \alpha \)-covered, there exists a maximum stable set \( B \) of \( H \) such that \( \{x, y\} \subseteq B \). We have that \( \{u', v', w'\} \cap B \neq \emptyset \), otherwise we get the contradiction that \( B \cup \{v'\} \) is a stable set of \( H \) of cardinality \( \alpha(H) + 1 \). If \( |\{u', v', w'\} \cap B| = 1 \) then \( A = B \setminus \{u', v', w'\} \) is a maximum stable set of \( G \) containing \( \{x, y\} \). If \( |\{u', v', w'\} \cap B| \geq 2 \) then \( \{u', v', w'\} \cap B = \{u', w'\} \) and \( A = \{v\} \cup B \setminus \{u', w'\} \) is a maximum stable set of \( G \) containing \( \{x, y\} \).

(b) \( v \in \{x, y\} \): Without loss of generality \( x = v \), and we have \( y \notin (P \cup Q) \). We have \( yw \in E(H) \), and thus exists a maximum stable set \( B \) of \( H \) such that \( \{y, w\} \subseteq B \), and as \( v'w' \in E(H) \), we have \( v' \notin B \). Without loss of generality, we may assume that \( u' \notin B \), as if this is not the case then \( \{u' \} \cup B \setminus \{z\} \) is a stable set of \( H \) of cardinality at least \( \alpha(H) \). As \( \{u', w'\} \subseteq B \), this implies that \( A = \{v\} \cup B \setminus \{u', w'\} \) is a stable set of \( G \) such that \( \{x, y\} \subseteq A \). \( \square \)

By combining the operations of vertex duplication and vertex stretching, and applying them to the known cop-irreducible graphs from Table 3 we can build quite complicated cop-irreducible graphs of an arbitrarily large size. This could be useful generating large instances to test algorithms against. Not only are we able to generate instances, but by keeping track of the operations, we also maintain knowledge of the stability number.

As an example, we could start with a single point, i.e. instance \((1,1,1)\) from Table 3. We can then apply vertex duplication to this graph three times to get the complete graph on four vertices. By then subdividing edges (which is a special case of vertex stretching) we can generate instances \((8,3,1), (8,3,2), (10,4,1), (10,4,2), (10,4,3), (10,4,4)\) and \((10,4,5)\) from Table 3.

There is already a large amount of work on operations that maintain the property of being \( \alpha \)-critical (see [11] of a survey of this), and it would be an interesting source of future research to further consider which of these operations also maintain the property of being cop-irreducible (possibly under extra conditions).

8 Extreme copositive matrices

As mentioned earlier, one of the motivations for looking at irreducible matrices is in the investigation of extreme matrices. A matrix \( X \in S^n \) is an extreme copositive matrix if \( X \in COP^n \) and \( X = Y + Z \) with \( Y, Z \in COP^n \) implies that \( \{Y, Z\} \subseteq \mathbb{R}\{X\} \). A subset
of these matrices is the set of exposed copositive matrices, however we will not get in to the details of this here and instead direct the interested reader to [13]. In fact the difference between these is inconsequential for considering matrices $Z_G$, as we will see in the following lemma.

**Lemma 13.** For a graph $G$ we have that $Z_G$ is an extreme copositive matrix if and only if it is an exposed copositive matrix.

**Proof.** This follows directly from combining the equivalence of statements 1 and 2 in Lemma 6 with [16, Theorems 17 and 19].

In the paper [16], it was investigated how to test if a copositive matrix is extreme given its set of minimal zeros. Combining this result with the result on the set of minimal zeros in Lemma 6 it was possible to implement a simple test to check if a matrix $Z_G$ is an extreme copositive matrix. We tested which of the 26,863 co-point-determining cop-irreducible graphs with at most 13 vertices were extreme matrices, expecting this to be the case in only a few instances. Amazingly, we in fact found that out of all these thousands of graphs, only 3 were not extreme. These were the graphs $C_9, 1, C_{11, 1}$ and $C_{13, 1}$ (with stability numbers equal to 4, 5 and 6 respectively). Inspired by this, we then tested all thick cycle graphs with at most 27 vertices which give cop-irreducible graphs. For these graphs we found that the matrices were extreme if and only if the stability number was less than or equal to 3. This provides a very interesting preliminary result, which we consider to be worthy of further investigation in the future.

9 Conclusion

In this paper we have considered an injective mapping from simple graphs to matrices on the boundary of the copositive cone, with this mapping being closely related to the stability number problem. We have given a necessary and sufficient condition on a graph for the matrix generated by it to be irreducible with respect to the positive semidefinite plus nonnegative cone, and we refer to such graphs as cop-irreducible graphs. There are 57,459 unlabelled graphs on at most 13 vertices with this property, of which 26,863 are co-point-determining. Of these co-point-determining graphs, all but 3 in fact generate extreme copositive matrices.

In this paper we have also seen how cop-irreducible graphs can be used as difficult instances to test inner approximations of the copositive cone against, as well as looking at how we can create larger cop-irreducible graphs out of smaller ones.

Along with what we consider to be some interesting results, this paper has also contained a number of open problems, and we will finish with one more open problem. In our paper, we have considered how we can use simple graphs and the copositive optimisation formulation of the stability number problem to generate copositive matrices, and then studied the properties of these matrices. The copositive formulation of the stability number problem can in fact be extended for finding the maximum weight stable set, where the weights are on the vertices [4, 6, 13]. Using this, we see that there is a similar mapping from weighted graphs to matrices on the boundary of the copositive cone, and it would be of interest to consider how results from our paper could be extended for this.
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Table 3: All cop-irreducible graphs with at most 10 vertices which are co-point determining. In brackets above the graph, the first number gives the number of vertices, the second number gives the stability number, and the third number gives the instance number that we have given the graph (in order to distinguish them easier).

<table>
<thead>
<tr>
<th>(1, 1, 1)</th>
<th>(5, 2, 1)</th>
<th>(7, 3, 1)</th>
<th>(8, 2, 1)</th>
<th>(8, 3, 1)</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Graph" /></td>
<td><img src="image2" alt="Graph" /></td>
<td><img src="image3" alt="Graph" /></td>
<td><img src="image4" alt="Graph" /></td>
<td><img src="image5" alt="Graph" /></td>
</tr>
<tr>
<td>(8, 3, 2)</td>
<td>(9, 2, 1)</td>
<td>(9, 3, 1)</td>
<td>(9, 3, 2)</td>
<td>(9, 3, 3)</td>
</tr>
<tr>
<td><img src="image6" alt="Graph" /></td>
<td><img src="image7" alt="Graph" /></td>
<td><img src="image8" alt="Graph" /></td>
<td><img src="image9" alt="Graph" /></td>
<td><img src="image10" alt="Graph" /></td>
</tr>
<tr>
<td>(9, 3, 4)</td>
<td>(9, 3, 5)</td>
<td>(9, 3, 6)</td>
<td>(9, 4, 1)</td>
<td>(10, 2, 1)</td>
</tr>
<tr>
<td><img src="image11" alt="Graph" /></td>
<td><img src="image12" alt="Graph" /></td>
<td><img src="image13" alt="Graph" /></td>
<td><img src="image14" alt="Graph" /></td>
<td><img src="image15" alt="Graph" /></td>
</tr>
<tr>
<td>(10, 2, 2)</td>
<td>(10, 3, 1)</td>
<td>(10, 3, 2)</td>
<td>(10, 3, 3)</td>
<td>(10, 3, 4)</td>
</tr>
<tr>
<td><img src="image16" alt="Graph" /></td>
<td><img src="image17" alt="Graph" /></td>
<td><img src="image18" alt="Graph" /></td>
<td><img src="image19" alt="Graph" /></td>
<td><img src="image20" alt="Graph" /></td>
</tr>
<tr>
<td>(10, 3, 5)</td>
<td>(10, 3, 6)</td>
<td>(10, 3, 7)</td>
<td>(10, 3, 8)</td>
<td>(10, 3, 9)</td>
</tr>
<tr>
<td><img src="image21" alt="Graph" /></td>
<td><img src="image22" alt="Graph" /></td>
<td><img src="image23" alt="Graph" /></td>
<td><img src="image24" alt="Graph" /></td>
<td><img src="image25" alt="Graph" /></td>
</tr>
<tr>
<td>(10, 3, 10)</td>
<td>(10, 3, 11)</td>
<td>(10, 3, 12)</td>
<td>(10, 3, 13)</td>
<td>(10, 3, 14)</td>
</tr>
<tr>
<td><img src="image26" alt="Graph" /></td>
<td><img src="image27" alt="Graph" /></td>
<td><img src="image28" alt="Graph" /></td>
<td><img src="image29" alt="Graph" /></td>
<td><img src="image30" alt="Graph" /></td>
</tr>
<tr>
<td>(10, 3, 15)</td>
<td>(10, 3, 16)</td>
<td>(10, 4, 1)</td>
<td>(10, 4, 2)</td>
<td>(10, 4, 3)</td>
</tr>
<tr>
<td><img src="image31" alt="Graph" /></td>
<td><img src="image32" alt="Graph" /></td>
<td><img src="image33" alt="Graph" /></td>
<td><img src="image34" alt="Graph" /></td>
<td><img src="image35" alt="Graph" /></td>
</tr>
<tr>
<td>(10, 4, 4)</td>
<td>(10, 4, 5)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>