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Abstract Convexification is a core technique in global polynomial optimization. Currently, two different approaches compete in practice and in the literature. First, general approaches rooted in nonlinear programming. They are comparatively cheap from a computational point of view, but typically do not provide good (tight) relaxations with respect to bounds for the original problem. Second, approaches based on sum-of-squares and moment relaxations. They are typically computationally expensive, but do provide tight relaxations. In this paper, we embed both kinds of approaches into a unified framework of monomial relaxations. We develop a convexification strategy that allows to trade off the quality of the bounds against computational expenses. Computational experiments show that a combination with a prototype cutting-plane algorithm gives very encouraging results.
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1 Introduction

Many important convexification techniques applied to polynomial optimization problems share the following common distinctive features: in the case of a problem in \( n \) variables \( x = (x_1, \ldots, x_n) \), monomials

\[ x^\alpha := x_1^{\alpha_1} \cdots x_n^{\alpha_n} \]

with \( \alpha \in \mathbb{N}^n \) are substituted with monomial variables \( v_\alpha \) and the relationship between different monomial variables is captured, exactly or in a relaxed
fashion, by systems of convex constraints. In order to describe the relationship between different monomial variables by constraints one needs to introduce additional auxiliary monomial variables.

Different approaches exist on how to pick these auxiliary monomial variables and the respective convex constraints. The nonlinear optimization community uses monomial variables and constraints such that the resulting relaxations are rather cheap to compute. Examples are McCormick relaxations [23,24], polyhedral outer approximations [29] or the αBB method [4,2,1]. The resulting poor lower bounds are compensated by calculating many relaxations within a branch-and-bound framework. The polynomial optimization community usually aims to solve only one single relaxation, which however produces a very tight bound. This often comes at the price of a large number of monomial variables and hard constraints. Examples are moment relaxation and sum-of-squares relaxation [5,20,21]. We propose a flexible template for the relaxation of polynomial problems allowing to trade off between the quality and computational costs of relaxations. We consider groups of monomial variables $v_{\alpha_1}, \ldots, v_{\alpha_l}$ based on patterns $P = \{\alpha_1, \ldots, \alpha_l\}$ of monomial exponents.

Example 1 For illustration, we consider a polynomial $f_{\text{ex}1} : \mathbb{R}^2 \rightarrow \mathbb{R}$ defined by $f_{\text{ex}1} = f_{0,2} x_2^2 + f_{1,1} x_1 x_2 + f_{2,3} x_1^2 x_2^3 + f_{2,4} x_1^2 x_2^4 + f_{4,0} x_1^4 + f_{5,5} x_1^5 x_2^5$. The set $A = \text{supp}(f) = \{(0,2),(1,1),(2,3),(2,4),(4,0),(5,5)\}$ corresponding to the coefficient vector $f \in \mathbb{R}^N$ is important for different relaxation techniques. Patterns of different relaxation strategies for $f_{\text{ex}1}$ are visualized in Figure 1.

![Fig. 1 Exponents $\alpha \in A \subseteq \mathbb{N}^2$ such that $x^\alpha$ occurs in $f_{\text{ex}1}$ (red points) and auxiliary moment variables (blue) for different examplary relaxations. A pattern $P$ is depicted as an undirected smooth curve passing through all the points of $P$.](image)
The convex relaxation of the underlying problem is built by choosing an appropriate family of patterns $\cup_i P_i \supseteq A$ and linking the monomial variables within each pattern. For a detailed discussion of symbolic reformulation using expression trees, RLT using bound-factor products, moment relaxation, and our pattern relaxation from this new point of view see Section 5.

The paper is organized as follows. After explaining the basic notation in Section 2, we introduce in Section 3 the notion of the pattern relaxations and formulate the separation problem for patterns as an optimization problem. In Section 4 we introduce different pattern types. Coming back to the examples from Figure 1, we formulate established convexification techniques from the new point of view in Section 5. In Section 6 we present two novel algorithms that compute patterns and lower bounds for POP using pattern relaxations and cutting-planes for the important case of minimizing a polynomial function $f$ over a box. We discuss the obtained computational results in Section 7. Finally, a conclusion is given in Section 8.

2 Basic Notation

As usual, the set of natural numbers including zero is denoted by $\mathbb{N}$, for a positive integer $n$ the set $\{1, \ldots, n\}$ by $[n]$ and the set $[n] \cup \{0\}$ by $[n]_0$. We define the bilinear product of two vectors $v \in \mathbb{R}^A$ and $w \in \mathbb{R}^B$ with $A, B \subseteq \mathbb{N}^n$ as

$$\langle v, w \rangle := \sum_{\alpha \in A \cap B} v_\alpha w_\alpha.$$ 

The standard basis vectors of $\mathbb{R}^A$ are denoted by $e_\alpha$ for $\alpha \in A$. The coordinate projection of $v \in \mathbb{R}^A$ onto components indexed by a nonempty subset $P$ of $A$ is

$$v_P := (v_\alpha)_{\alpha \in P}.$$ 

The $l_1$ norm of $v$ is $\|v\|_1$ and the $l_\infty$ norm of $v$ is $\|v\|_\infty$. For a nonempty and compact set $X \subseteq \mathbb{R}^A$, vectors $v, c \in \mathbb{R}^A$ and $\varepsilon > 0$ we call

$$N_\varepsilon(X) := \{v \in \mathbb{R}^A : \|v - u\|_1 \leq \varepsilon \text{ for some } u \in X\}$$

the $\varepsilon$-neighbourhood of $X$,

$$\text{diam}(X) := \max_{v, u \in X} \|v - u\|_1,$$

the diameter of $X$,

$$\omega_X(c) := \max\{\langle c, v \rangle : v \in X\} - \min\{\langle c, v \rangle : v \in X\}$$

the width function of $X$ in direction $c$ and

$$\text{dist}(X, v) := \min_{u \in X} \|v - u\|_1$$

the distance function of $X$ from $v$. 

the distance function of $X$ and $v$. From the triangle inequality it follows that the distance function is continuous in $v$. Under a covering of an interval $[a, b]$ we understand a finite family of segments $I$ satisfying

$$[a, b] = \bigcup_{I \in I} I.$$ 

The fineness of $I$ is defined as

$$\varrho(I) := \max \{ u - l : [l, u] \in I \}.$$ 

We define the support of a vector $\alpha \in \mathbb{N}^n$ and the support of a set $P \subseteq \mathbb{N}^n$ as

$$\text{supp}(\alpha) := \{ i \in [n] : \alpha_i \neq 0 \} \quad \text{and} \quad \text{supp}(P) := \bigcup_{\alpha \in P} \text{supp}(\alpha).$$ 

A vector $\alpha$ is said to have full support if $\text{supp}(\alpha) = [n]$. The degree of the set $P$ is

$$\deg(P) := \max\{ \|\alpha\|_1 : \alpha \in P \}.$$ 

The minimum and maximum of the monomial $x^\alpha$ over the box $K$ are

$$x^\alpha_{\text{min}} := \min_{x \in K} x^\alpha \quad \text{and} \quad x^\alpha_{\text{max}} := \max_{x \in K} x^\alpha.$$ 

The moment vector map of a set $A \subseteq \mathbb{N}^n$ is

$$m^A(x) := (x^\alpha)_{\alpha \in A}.$$ 

A polynomial $p \in \mathbb{R}[x]$ is called sum-of-squares (SOS), if $p = p_1^2 + \cdots + p_k^2$ for finitely many polynomials $p_1, \ldots, p_k \in \mathbb{R}[x]$. As usual, we use $\Sigma_{n,2d}$ to denote the cone of $n$-variate SOS polynomials of degree at most $2d$ and psd abbreviates positive semidefinite.

### 3 Pattern Relaxation

#### 3.1 Monomial Convexification and Monomial Relaxation

We consider polynomials $f$ whose coefficient vector $f \in \mathbb{R}^{\mathbb{N}^n}$ satisfies $\text{supp}(f) \subseteq A$, where $A$ is a given set. That is, by $A$ we prescribe which monomials can occur in $f$. The feasible set of our polynomial problem is a box

$$K := [a_1, b_1] \times \cdots \times [a_n, b_n] \subseteq \mathbb{R}^n$$

with $a_i < b_i$. We can state our problem as

$$\begin{align*}
\text{minimize} & \quad f(x) \\
\text{for} & \quad x \in \mathbb{R}^n \\
\text{subject to} & \quad x \in K.
\end{align*}$$

(POP)
Via lifting, we reformulate \((POP)\) as a problem of minimizing a linear functional on \(\mathbb{R}^{\mathcal{A}}\):

\[
\begin{align*}
\text{minimize} & \quad \langle f, v \rangle \\
\text{for} & \quad v \in \mathbb{R}^{\mathcal{A}} \\
\text{subject to} & \quad v \in \{ m^{\mathcal{A}}(x) : x \in K \}.
\end{align*}
\]

Replacing the feasible set by its convex hull

\[
M^{\mathcal{A}}(K) := \text{conv}\{ m^{\mathcal{A}}(x) : x \in K \}
\]

yields the \textit{monomial convexification of \((POP)\)}:

\[
\begin{align*}
\text{minimize} & \quad \langle f, v \rangle \\
\text{for} & \quad v \in \mathbb{R}^{\mathcal{A}} \\
\text{subject to} & \quad v \in M^{\mathcal{A}}(K).
\end{align*}
\]

We refer to \(M^{\mathcal{A}}(K)\) as \((n\text{-variate})\) moment body. Clearly, the convexification \((C-POP)\) of \((POP)\) is tight, that is, the optimal values of \((C-POP)\) and \((POP)\) coincide. For general sets \(\mathcal{A}\), the constraint \(v \in M^{\mathcal{A}}(K)\) is difficult to deal with. Thus, it is natural to relax \(v \in M^{\mathcal{A}}(K)\) to a system of simpler constraints of the same type

\[
v_{P_i} \in M^{P_i}(K) \quad \text{for} \quad i \in [m],
\]

where the sets \(P_i\) satisfy

\[
A \subseteq P_1 \cup \cdots \cup P_m. \tag{2}
\]

We call \(P_i\) a \textit{pattern} and \((1)\) the \textit{pattern relaxation of \(M^{\mathcal{A}}(K)\)} with respect to the family of patterns \(\{P_1, \ldots, P_m\}\). Throughout the paper we use \(\bar{A}\) to denote \(P_1 \cup \cdots \cup P_m\). Using the pattern relaxation of \(M^{\mathcal{A}}(K)\) we obtain a lower bound on \((POP)\) by solving

\[
\begin{align*}
\text{minimize} & \quad \langle f, v \rangle \\
\text{for} & \quad v \in \mathbb{R}^{\bar{A}} \\
\text{subject to} & \quad v_{P_i} \in M^{P_i}(K) \quad \text{for all} \quad i \in [m].
\end{align*}
\]

\((P-RLX)\) is bounded whenever \(f \in \mathbb{R}^N\) satisfies \(\text{supp}(f) \subseteq \bar{A}\).

The advantage of the above approach is that we can decide how to choose patterns \(P_1, \ldots, P_m\) in a way that we can meet our requirements on the computational costs needed to solve the respective instance of \((P-RLX)\). We solve \((P-RLX)\) using a cutting-plane algorithm that iteratively generates cuts for the sets \(M^{P_i}(K)\). The computational costs of the cutting-plane algorithm are thus directly related to the costs of solving separation problems for \(M^{P_i}(K)\).

In view of this, we are primarily interested in the choice of patterns \(P_i\), for which the computational costs of generating a cut for \(M^{P_i}(K)\) meet our requirements. Since \((2)\) is an inclusion and not an equality, we can find such
patterns even if A is ill-structured. This explains the reason for introducing additional variables in $v_\beta$, $\beta \in \bar{A}\setminus A$ in \textit{(P-RLX)}, which have not been present in \textit{(C-POP)}.

The entire procedure can also be viewed as embedding $M^A(K)$ into $M^\bar{A}(K)$ for some set $\bar{A}$ that contains $A$ and can be represented nicely as a union of patterns $P_1, \ldots, P_m$. Phrased geometrically, the passage from \textit{(POP)} through \textit{(C-POP)} to \textit{(P-RLX)} can be represented by the diagram

$$
m^A(K) \xrightarrow{\text{convexifying}} M^A(K) \xrightarrow{\text{embedding}} M^\bar{A}(K) \xrightarrow{\text{projecting}} M^P(K).
$$

The quality of a pattern relaxation of $M^A(K)$ with respect to the family of patterns $\mathcal{P} := \{P_1, \ldots, P_m\}$ depends on how the moment variables are connected by the system of conditions (1). We say that monomial variables $v_\alpha, v_\beta$ are \textit{directly connected} by $\mathcal{P}$ if $\alpha, \beta \in P_i \setminus \{0\}$ holds for some $i \in [m]$. Furthermore, $v_\alpha, v_\beta$ are \textit{indirectly connected} by $\mathcal{P}$ if, for some finitely many indices $i_1, \ldots, i_k \in [m]$, one has $\alpha \in P_{i_1} \setminus \{0\}$, $\beta \in P_{i_k} \setminus \{0\}$ and $P_{i_j} \cap P_{i_{j+1}} \setminus \{0\} \neq \emptyset$ for all $j \in [k - 1]$.

### 3.2 Separation Problem

We use a cutting-plane algorithm to solve \textit{(P-RLX)} that generates valid inequalities for $M^P(K)$ from the following maximization problem.

$$\begin{align*}
\text{maximize} & \quad \delta - \langle c, v \rangle \\
\text{for} & \quad c \in \mathbb{R}^P \text{ and } \delta \in \mathbb{R} \\
\text{subject to} & \quad \langle c, m^P(x) \rangle \geq \delta \quad \text{for all } x \in K, \\
& \quad c_\alpha \in [-1, 1] \quad \text{for all } \alpha \in P. 
\end{align*}
$$

(SP)

If $v$ is not in $M^P(K)$, then (SP) has a positive optimal value and the optimal solution $c^*, \delta^*$ of (SP) yields the inequality $\langle c^*, u \rangle \geq \delta^*$, which is valid for all $u \in M^P(K)$ and violated for $u = v$. Note that the equality $\langle c^*, u \rangle = \delta^*$ defines a supporting hyperplane of $M^P(K)$ that contains a point of $M^P(K)$ closest to $v$ in the $l_1$-norm:

**Proposition 1** ([10, Ch. 8.1.3]) Let $P$ be a pattern, $v \in \mathbb{R}^P$. Then the optimal value of (SP) is $\text{dist}(M^P(K), v)$.

### 4 Pattern Types

In order to generate computational tractable pattern relaxations of \textit{(POP)} we need to find patterns $P$ such that we can formulate the constraint

$$\langle c, m^P(x) \rangle \geq \delta \quad \text{for all } x \in K,
$$

of (SP) in such a way that it is accessible to optimization methods. In this section we introduce four useful types of patterns for which we can handle
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this constraint. In what follows, the sets $A_1, \ldots, A_6$ from Figure 2 are used to illustrate the relaxations of the moment bodies $M^{A_i}(K)$ based on our pattern types.

![Figure 2](image)

Fig. 2 The sets $A_1, \ldots, A_6$, depicted in red, used to illustrate different pattern types.

4.1 Singleton Pattern

The smallest patterns are singletons $\{\alpha\}$ with $\alpha \in \mathbb{N}^n$. The moment body of the singleton is the interval $M^{\{\alpha\}}(K) = [x^\alpha_{\min}, x^\alpha_{\max}]$. The pattern relaxation of $M^A(K)$ induced by the family of singletons $\{P_1, \ldots, P_m\} = \{\{\alpha\} : \alpha \in A\}$ is the box $\{v \in \mathbb{R}^A : v_{\alpha} \in [x^\alpha_{\min}, x^\alpha_{\max}]\}$. We can solve (P-RLX) exactly in this case, as the optimum is attained at the vertex $v \in \mathbb{R}^A$ with $v_{\alpha} = x^\alpha_{\min}$ if $f_{\alpha} \geq 0$ and $v_{\alpha} = x^\alpha_{\max}$ if $f_{\alpha} < 0$. This is the weakest possible relaxation within the pattern approach.

4.2 Multilinear Pattern

We introduce the Hadamard product of vectors $\alpha, \omega \in \mathbb{N}^n$ by $\alpha \cdot \omega := (\alpha_i \omega_i)_{i \in [n]}$.
We call

$$ML(\alpha) := \{\alpha \cdot \omega \in \mathbb{N}^n : \omega \in \{0,1\}^n\},$$

with $\alpha \in \mathbb{N}^n$, a multilinear pattern (ML). See Figure 3 for an illustration.

**Proposition 2** Let $\alpha \in \mathbb{N}^n$ be of full support. The moment body $M^{ML(\alpha)}(K)$ is a polytope satisfying

$$M^{ML(\alpha)}(K) = \text{conv}(m^{(0,1)^n}(V))$$
with \( V := \{x^{\alpha_1}_{\min} e^1, x^{\alpha_1}_{\max} e^1\} \times \cdots \times \{x^{\alpha_n}_{\min} e^n, x^{\alpha_n}_{\max} e^n\} \).

**Proof** Using \( \tilde{K} := [x^{\alpha_1}_{\min} e^1, x^{\alpha_1}_{\max} e^1] \times \cdots \times [x^{\alpha_n}_{\min} e^n, x^{\alpha_n}_{\max} e^n] \) we can write \( m^{\text{ML}(\alpha)}(K) = m^{(0,1)^n}(\tilde{K}) \).

Clearly, \( m^{(0,1)^n}(x) \) is a multilinear map. So, if \( x^* \) is in \( \tilde{K} \), but not in the vertex set \( V \) of \( \tilde{K} \), there exists \( i \in [n] \) such that the points \( x^* \pm \varepsilon e^i \) belong to \( \tilde{K} \), for a sufficiently small \( \varepsilon > 0 \). By multilinearity of \( m^{(0,1)^n}(x) \) one has

\[
m^{(0,1)^n}(x^*) = \frac{1}{2} m^{(0,1)^n}(x^* - \varepsilon e^i) + \frac{1}{2} m^{(0,1)^n}(x^* + \varepsilon e^i)
\]

This shows that the points of \( \tilde{K} \setminus V \) are not extreme points of \( m^{(0,1)^n}(\tilde{K}) \). Consequently, \( m^{(0,1)^n}(\tilde{K}) = m^{(0,1)^n}(V) \).

**Corollary 1** In the setting of Proposition 2, the separation problem for the moment body \( M^{\text{ML}(\alpha)}(K) \) and a point \( v \in R^{\text{ML}(\alpha)} \) can be formulated as the linear program

\[
\begin{align*}
\text{maximize} \quad & \delta - \langle c, v \rangle \\
\text{for} \quad & c \in R^{\text{ML}(\alpha)} \text{ and } \delta \in R \\
\text{subject to} \quad & \sum_{\omega \in \{0,1\}^n} c_{\omega \alpha} w_{\omega} \geq \delta \quad \text{for all } w \in m^{(0,1)^n}(V), \quad (3) \\
& c_{\beta} \in [-1, 1] \quad \text{for all } \beta \in \text{ML}(\alpha).
\end{align*}
\]

**Proof** The assertion follows from Proposition 2. \( \square \)

The problem \( (3) \) involves \( 2^n \) inequalities indexed by vectors \( w \in m^{(0,1)^n}(V) \). If \( \alpha \) is not of full support, the respective separation problem \( \text{SP} \) can be formulated analogously with \( 2^{|\text{supp}(\alpha)|} \) inequalities.
4.3 Truncated Submonoid Pattern

Let $B \subseteq \mathbb{N}^n$ be a nonempty finite set and $\Gamma = (\gamma_1, \ldots, \gamma_k) \in \mathbb{N}^{n \times k}, k \in [n]$, be a matrix, whose columns $\gamma^i \in B$ are nonzero vectors with pairwise disjoint supports. Clearly, such vectors $\gamma_1, \ldots, \gamma_k$ are linearly independent. We denote by $A^+(\Gamma)$ the submonoid of $(\mathbb{N}^n, +, 0)$ generated by the columns of $\Gamma$, that is,

$$A^+(\Gamma) := \gamma_1 \mathbb{N} + \cdots + \gamma_k \mathbb{N}.$$  

We call

$$\text{TS}(\Gamma, B) := A^+(\Gamma) \cap B,$$  

the $k$-variate $B$-truncated submonoid pattern (TS). In computations, we use $\text{TS}(\Gamma, B)$ with $B$ being the discrete box

$$B = \{0, \ldots, \beta_1\} \times \cdots \times \{0, \ldots, \beta_n\},$$

where $\beta \in \mathbb{N}^n$.

**Proposition 3** Let $B \subseteq \mathbb{N}^n$ be finite and nonempty set and $\Gamma \in \mathbb{N}^{n \times k}$ be a matrix with columns $\gamma_1, \ldots, \gamma_k \in B \setminus \{0\}$ having pairwise disjoint supports. Then the moment body $M^{\text{TS}(\Gamma, B)}(K)$ can be represented as a $k$-variate moment body by

$$M^{\text{TS}(\Gamma, B)}(K) = M\tilde{P}(\tilde{K}),$$

with

$$\tilde{P} = \{\omega \in \mathbb{N}^k : \Gamma \omega \in \text{TS}(\Gamma, B)\} \subseteq \mathbb{N}^k$$

and

$$\tilde{K} = [x_{\min}^1, x_{\max}^1] \times \cdots \times [x_{\min}^k, x_{\max}^k].$$

**Proof** The desired representation is obtained by taking the convex hull of the left and the right hand side of the equality $m^{\text{TS}(\Gamma, B)}(K) = m\tilde{P}(\tilde{K})$. \qed

**Corollary 2** In the setting of Proposition 3, the separation problem \([\text{SP}]\) for the moment body $M^{\text{TS}(\Gamma, B)}(K)$ and a point $v \in \mathbb{R}^{\text{TS}(\Gamma, B)}$ can be formulated as follows:

$$\text{maximize }\delta - \langle c, v \rangle$$

for $c \in \mathbb{R}^{\text{TS}(\Gamma, B)}$ and $\delta \in \mathbb{R}$

subject to $p_c(\bar{x}) \geq \delta$ for all $\bar{x} \in \tilde{K}$,

$c_\beta \in [-1, 1]$ for all $\beta \in \text{TS}(\Gamma, B)$,

where $p_c(\bar{x})$ is a $k$-variate polynomial given by

$$p_c(\bar{x}) = \sum_{\omega \in \tilde{P}} c_\omega \bar{x}^\omega.$$
Proof The assertion follows from Proposition 3 and $M^\beta(\tilde{K}) = \text{conv}(m^\beta(\tilde{K}))$.

Naturally, computability of (5) depends on the number of the variables $k$ and the degree of the polynomial $p^c(x)$. In other words, computability of (5) depends on the degree of the set $\tilde{P}$ and the number of submonoid generators $\gamma_1, \ldots, \gamma_k$. For practical purposes, it is desirable to choose $k$ to be a relatively small number. Furthermore, by choosing $\gamma_1, \ldots, \gamma_k \in B\setminus\{0\}$ to be long vectors we can keep the degree of $\tilde{P}$ small. All this allows to control the tractability of (5). We would like to stress that in practice it is usually infeasible to use SOS relaxations for the original problem (POP) due to the size of these relaxations; for a theoretical justification see also [7]. In contrast, we believe that one can use SOS relaxations for (5), since we can keep the size of (5) under control. Applying the following results from real algebraic geometry, we can build a SOS relaxation (6) of (5).

**Theorem 1** Let $p(x)$ be a polynomial satisfying $p(x) > 0$ for all $x \in K$. Then there exists an even integer $d$ and polynomials $\sigma_0 \in \Sigma_{n,d}$ and $\sigma_1, \ldots, \sigma_n \in \Sigma_{n,d-2}$ such that

$$p = \sigma_0 + \sum_{i=1}^n \sigma_i(b_i - x_i)(x_i - a_i).$$

Proof This is a special case of Putinar’s theorem [24]. See [9] for a short proof.

**Proposition 4** ([20, Ch. 2.1]) The cone of $n$-variate sum-of-squares polynomials of degree at most $2d$ is the image of the cone of semidefinite matrices of size $k := \binom{n+d}{n}$ under a linear transformation. More precisely, one has

$$\Sigma_{n,2d} = \{ m^{N^d}(x)^\top T m^{N^d}(x) : T \text{ is a positive semidefinite } k \times k \text{ matrix} \}.$$
Corollary 3 In the setting of Corollary 2 let \( g_i(\tilde{x}) = (x_{\max}^i - \tilde{x})(\tilde{x} - x_{\min}^i), i \in [n] \). For every even integer \( d \geq \deg(TS(\Gamma, B)) \) consider the optimization problem

\[
\text{maximize} \quad \delta - \langle c, v \rangle \\
\text{for} \quad c \in \mathbb{R}^{TS(\Gamma, B)}, \delta \in \mathbb{R}, \sigma_0 \in \Sigma_{k,d} \text{ and } \sigma_1, \ldots, \sigma_n \in \Sigma_{k,d-2} \\
\text{subject to} \quad p_c - \delta = \sigma_0 + \sum_{i=1}^{n} \sigma_i g_i \\
c_\beta \in [-1, 1] \quad \text{for all } \beta \in TS(\Gamma, B).
\]

Then the following hold:

(a) If \( c, \delta, \sigma_0, \ldots, \sigma_n \) is a feasible solution of (6), then \( c, \delta \) is a feasible solution of (5).

(b) As \( d \to \infty \), the optimal solution of (6) converges to the optimal solution of (5).

Note that (6) is a conic optimization problem involving the SOS cones \( \Sigma_{k,d} \) and \( \Sigma_{k,d-2} \). By Proposition 4, the conic variables \( \sigma_0, \ldots, \sigma_n \) can be replaced by semidefinite matrix variables via lifting. This transformation turns (6) to a semidefinite problem.

4.4 Chain Pattern

For \( \gamma \in \mathbb{N}^n \setminus \{0\} \) and \( d \in \mathbb{N} \), we call

\[ CH(\gamma, d) = \{ i\gamma : i = 0, \ldots, d \} \]

a chain pattern. A chain pattern is a special truncated submonoid pattern with \( k = 1 \). In the case of chains, problem (5) amounts to the problem

\[
\text{maximize} \quad \delta - \langle c, v \rangle \\
\text{for} \quad c \in \mathbb{R}^{CH(\gamma, d)}, \delta \in \mathbb{R} \\
\text{subject to} \quad p_c(t) \geq \delta \quad \text{for all } t \in [x_{\min}^\gamma, x_{\max}^\gamma] \\
c_\beta \in [-1, 1] \quad \text{for all } \beta \in CH(\gamma, d),
\]

where \( p_c(t) = \sum_{i=0}^{d} c_i t^i \). It is known that the nonnegativity of \( p_c(t) - \delta \) on \( [x_{\min}^\gamma, x_{\max}^\gamma] \) can be reformulated as a semidefinite constraint:

Theorem 2 ([21, Th. 3.23]) Let \( d \) be an even nonnegative integer, \( a, b \in \mathbb{R} \) and \( a < b \). Let \( p \) be a univariate polynomial of degree at most \( 2d \) with \( p(t) \geq 0 \) for all \( t \in [a, b] \). Then \( p = \sigma_0 + \sigma_1 (t-a)(b-t) \) holds for some \( \sigma_0 \in \Sigma_{1,d} \) and \( \sigma_1 \in \Sigma_{1,d-2} \).

As a direct consequence of Theorem 2 and Proposition 4, we obtain
Corollary 4 Let $\gamma \in \mathbb{N}^n \setminus \{0\}$. Let $g(t) = (x_{\text{max}}^\gamma - t)(t - x_{\text{min}}^\gamma)$ and $d$ be an even integer. Then problem (7) can be formulated as

$$\begin{align*}
\text{maximize} & \quad \delta - \langle c, v \rangle \\
\text{subject to} & \quad p_c - \delta = \sigma_0 + \sigma_1 g \\
& \quad c, \sigma_0, \sigma_1 \in \Sigma_1^\gamma, d \\
& \quad \beta \in [-1, 1] \quad \text{for all } \beta \in \text{CH}(\gamma, d).
\end{align*}$$

Another way to approach the separation problem for chains is by approximating the moment body $M_{\text{CH}}^\gamma(K)$ by a polytope and solving a linear relaxation of (7). Proposition 5 shows how $M_{\text{CH}}^\gamma(K)$ can be approximated by polytopes to arbitrary precision.

We will make use of the following notation. With each segment $[l, u] \subseteq \mathbb{R}$ we associate the $(d + 1) \times (d + 1)$ matrix

$$\Phi_{[l,u]} := \begin{pmatrix} k \\ j \end{pmatrix} l^{k-j} (u - l)^j$$

and the polytope

$$\Delta_{[l,u]} := \text{conv}\left\{ \Phi_{[l,u]}(u^i) : i \in [d]_0 \right\},$$

where $u^i := \sum_{k=0}^i e^k$ for $i \in [d]_0$.

Proposition 5 Let $d \in \mathbb{N}$. Let $[a, b] \subseteq \mathbb{R}$ be a segment and $\mathcal{I}$ a covering of $[a, b]$. Then

$$M_{[d]_0}([a, b]) \subseteq \text{conv} \left( \bigcup_{I \in \mathcal{I}} \Delta^I \right).$$

Furthermore, there exists a constant $C^* > 0$ depending only on $d$ and the segment $[a, b]$ such that, for every $\varepsilon > 0$, the inequality $\varrho(\mathcal{I}) \leq C^* \varepsilon$ implies

$$\text{conv} \left( \bigcup_{I \in \mathcal{I}} \Delta^I \right) \subseteq N_\varepsilon(M_{[d]_0}([a, b])).$$

Before giving a proof of Proposition 5, we establish the following

Lemma 1 Let $d \in \mathbb{N}$, let $l, u \in \mathbb{R}$ and $l < u$. Then one has

$$\text{diam}(\Delta_{[l,u]}) \leq |u - l|d^2 \eta_{l,u},$$

where

$$\eta_{l,u} := \max\{|l| + |u - l|, 1\}.$$
Proof Taking into account that the diameter of a set does not change by taking the convex hull, we arrive at the representation
\[
\text{diam}(\Delta[l,u]) = \max \left\{ \Phi[l,u](u^j - u^i) : i, j \in [d]_0, i < j \right\}.
\] (11)

Let \(i, j \in [d]_0\) and \(i < j\) and let \(u := u^j - u^i\). We derive an upper bound on \(\|v\|_1\) for \(v = \Phi[l,u]u\). One has
\[
v_k = \sum_{h=0}^{k} \binom{k}{h} t^{k-h} (u - l)^h u_h
\] (12)
for \(k \in [d]_0\). The vector \(u\) belongs to \(\{0, 1\}^{[d]_0}\) and its component \(u_0\) is 0. Since \(u_0 = 0\), we obtain that \(v_0 = 0\) and that the summand for \(h = 0\) in the sum on the right hand side of (12) is zero. This yields
\[
\|v\|_1 = |v_1| + \cdots + |v_d|
\leq \sum_{k=1}^{d} \sum_{h=1}^{k} \binom{k}{h} |l|^{k-h} |u - l|^h
\leq \sum_{k=1}^{d} ((|l| + |u - l|)^k - |l|^k)
= |u - l| \sum_{k=1}^{d} \sum_{h=0}^{k-1} |u - l|^h |l|^{k-1-h}
\leq |u - l| \sum_{k=1}^{d} \sum_{h=0}^{k-1} \eta_{l,u}^{k-1}
\leq |u - l| d^2 \eta_{l,u}^d.
\]
Applying this inequality to (11) yields the assertion. \(\Box\)

We now prove Proposition \ref{prop:prop5}.

Proof (Proposition \ref{prop:prop5}) Consider an arbitrary segment \([l, u]\). We use the identity
\[
\Phi[l,u]m_{[d]_0}(t) = m_{[d]_0}(1 - t)l + tu,
\] (13)
which holds for every \(t \in \mathbb{R}\) and can be derived using the binomial expansion for the components of the right-hand side of (13). Recall that \(u^i = \sum_{k=0}^{i} e^k\). The polytope \(\text{conv}([u^0, \ldots, u^d])\) is a \(d\)-dimensional simplex, which can be described as the set of all \(u \in \mathbb{R}^{[d]_0}\) satisfying \(1 = u_0 \geq u_1 \geq \cdots \geq u_d \geq 0\). Hence \(m_{[d]_0}(t)\) belongs to \(\text{conv}([u^0, \ldots, u^d])\) for every \(t \in [0, 1]\). Consequently, \(\Phi[l,u]m_{[d]_0}(t)\) belongs to \(\text{conv}([\Phi[l,u]u^0, \ldots, \Phi[l,u]u^d]) = \Delta[l,u]\). Taking into account (13), we see that \(m_{[d]_0}(t) \in \Delta[l,u]\) holds for every \(t \in [l, u]\). The latter immediately implies (10).
We now derive the second part of the assertion. In view of Lemma 1 if \([l,u] \in \mathcal{I}\), then every point of \(\Delta^{[l,u]}\) has \(l_1\)-distance at most \(|u-l|d^2\eta_d^u\) to the point \(m^{[d]}(l)\), which belongs to \(M^{[d]}([a,b])\) and to \(\Delta^{[l,u]}\). This yields

\[
\Delta^{[l,u]} \subseteq N_\varepsilon(M^{[d]}([a,b]))
\]

for every \(\varepsilon \geq g(\mathcal{I})d^2\eta_d^u\). Note that \(\eta_{l,u} \leq \max\{|b| + |b-a|, 1\}\). We thus obtain

\[
\bigcup_{I \in \mathcal{I}} \Delta^{[l,u]} \subseteq N_\varepsilon(M^{[d]}([a,b]))
\]

for every \(\varepsilon \geq g(\mathcal{I})d^2\eta_d^u\) with \(C^* = d^{-2}(\max\{|b| + |b-a|, 1\})^{-d}\). Since the right-hand side of the latter inclusion is a convex set, taking the convex hull of the left-hand side we see that the inclusion (10) holds when \(\varepsilon > 0\) satisfies the inequality \(\rho(\mathcal{I}) \geq C^*\varepsilon\). □

Proposition 5 allows to solve the separation problem for \(M^{TS(\gamma,B)}(K)\) approximately using linear programming:

**Corollary 5** Let \(\gamma \in \mathbb{N}^n \setminus \{0\}\) and let \(d\) be a positive integer. Then there exists a constant \(C^* > 0\) that depends only on \(x_{\min}^\gamma, x_{\max}^\gamma\) and \(d\) such that the following holds: If a vector \(v \in \mathbb{R}^{CH(\gamma,d)}\) does not belong to \(M^{CH(\gamma,d)}(K)\) and \(\mathcal{I}\) is a covering of \([x_{\min}^\gamma, x_{\max}^\gamma]\) with

\[
g(\mathcal{I}) < C^* \text{dist}(M^{CH(\gamma,d)}(K), v),
\]

then the optimal value of the linear program

\[
\text{maximize } \delta - \langle c, v \rangle \\
\text{for } c \in \mathbb{R}^{CH(\gamma,d)} \text{ and } \delta \in \mathbb{R} \\
\text{subject to } \sum_{i=0}^d c_{\gamma_i}w_i \geq \delta \text{ for all } \{\Phi^I u^i : I \in \mathcal{I}, i \in [d]_0\} \\
\text{with } c_\beta \in [-1, 1] \text{ for all } \beta \in CH(\gamma,d)
\]

is positive.

**Proof** By Proposition 3, \(M^{CH(\gamma,d)}(K) = M^{[d]}([x_{\min}^\gamma, x_{\max}^\gamma])\). We choose \(C^* > 0\) as in Proposition 3 for \([a,b] = [x_{\min}^\gamma, x_{\max}^\gamma]\) and we fix \(\varepsilon := g(\mathcal{I})/C^*\). Since \(\text{dist}(M^{CH(\gamma,d)}, v) > \varepsilon\), the vector \(v\) does not belong to \(N_\varepsilon(M^{CH(\gamma,d)})\). Hence, in view of Proposition 5

\[
v \notin \text{conv} \left( \bigcup_{I \in \mathcal{I}} \Delta^I \right) = \text{conv} \left( \{\Phi^I u^i : I \in \mathcal{I}, i \in [d]_0\} \right).
\]

By separation theorems, there exists a vector \(c \in \mathbb{R}^{CH(\gamma,d)}\) with \(||c||_\infty \leq 1\) and \(\delta \in \mathbb{R}\) such that \(\langle c, v \rangle < \delta\) and \(\langle c, u \rangle \geq \delta\) for all \(u \in \text{conv} \left( \bigcup_{I \in \mathcal{I}} \Delta^I \right)\). Hence \(c\) and \(\delta\) are feasible for (15) and their corresponding objective value is positive. □
4.5 Axis Chain Pattern

We call chains that lie on a coordinate axis *axis chains*. That is, axis chains are chains $\gamma$ with $|\text{supp}(\gamma)| = 1$. They are helpful to strengthen multilinear relaxation by introducing just $n$ new patterns. See for example Figure 7 Configuration 2.

4.6 Shifting Patterns

To generate new patterns, we can utilise the following proposition.

**Proposition 6** Let $P \subseteq \mathbb{N}^n$ be a pattern with $\text{supp}(P) \neq [n]$ and $\eta \in \mathbb{N}^n$ a vector with $\text{supp}(\eta) \subseteq [n] \setminus \text{supp}(P)$. Then

$$M^{\eta+P}(K) = \text{conv}(x^{\eta}_{\min} M^{P}(K) \cup x^{\eta}_{\max} M^{P}(K)).$$

**Proof** The assertion follows from

$$M^{\eta+P}(K) = \text{conv}\{((x^{\eta+\beta})_{\beta \in P} : x \in K)\}$$

$$= \text{conv}\{x^{\eta}(x^{\beta})_{\beta \in P} : x \in K\}$$

and the observation that $x^{\eta}$ and $x^{\beta}$ have no common factor since $\text{supp}(\eta) \cap \text{supp}(\beta) = \emptyset$. Hence

$$\text{conv}\{x^{\eta}(x^{\beta})_{\beta \in P} : x \in K\} = \text{conv}\left(\bigcup_{y \in K} y^{\eta}\{x^{\beta}_{\beta \in P} : x \in K\}\right)$$

$$= \text{conv}\left(\bigcup_{y \in K} y^{\eta} M^{P}(K)\right)$$

$$= \text{conv}(x^{\eta}_{\min} M^{P}(K) \cup x^{\eta}_{\max} M^{P}(K)).$$

\(\Box\)

**Corollary 6** In the setting of Proposition 6, the separation problem \(\text{SP}\) for the moment body $M^{\eta+P}(K)$ and a point $v \in \mathbb{R}^{\eta+P}$ can be formulated as follows:

maximize $\delta - \langle c, v \rangle$

for $c \in \mathbb{R}^{\eta+P}$ and $\delta \in \mathbb{R}$

subject to

$x^{\eta}_{\min} \sum_{\beta \in P} c_{\eta+\beta} x^{\beta} \geq \delta$ for all $x \in K$,

$x^{\eta}_{\max} \sum_{\beta \in P} c_{\eta+\beta} x^{\beta} \geq \delta$ for all $x \in K$,

$c_{\eta+\beta} \in [-1, 1]$ for all $\beta \in P$. 
4.7 Shifted Chain Pattern

We apply the shifting procedure to chain patterns and generate a new pattern type. Let \( d \in \mathbb{N} \) and \( \gamma, \eta \in B \) with \( \text{supp}(\gamma) \cap \text{supp}(\eta) = \emptyset \). We call \( \eta + \text{CH}(\gamma, d) \) shifted chain pattern. Using Proposition 6 we can represent the moment body \( M_{\eta + \text{CH}(\gamma, d)}(K) \) as the convex hull of \( x_{\eta + \text{CH}(\gamma, d)}^{\min}(K) \) and \( x_{\eta + \text{CH}(\gamma, d)}^{\max}(K) \).

Using the notation \( p_c(t) := \sum_{i=0}^{d} c_{\eta+i\gamma} t^i \) we can formulate analogous results for chains for shifted chains.

**Fig. 5** Shifted chain patterns applied to \( A_1, \ldots, A_6 \); formatting as in Figure 1.

**Corollary 7** Let \( \gamma, \eta \in \mathbb{N}^n \setminus \{0\} \) have disjoint support. Let \( g(t) = (x_{\eta + \text{CH}(\gamma, d)}^{\max} - t)(t - x_{\eta + \text{CH}(\gamma, d)}^{\min}) \) and \( d \) be an even integer. Then problem (1) can be formulated as

maximize \( \delta - \langle c, v \rangle \)

for \( c \in \mathbb{R}^{\eta + \text{CH}(\gamma, d)}, \delta \in \mathbb{R}, \sigma_0, \sigma_1 \in \Sigma_{1,d} \) and \( \sigma_1, \tilde{\sigma}_1 \in \Sigma_{1,d-2} \)

subject to \( x_{\eta + \text{CH}(\gamma, d)}^{\min} p_c - \delta = \sigma_0 + \sigma_1 g \)

\( x_{\eta + \text{CH}(\gamma, d)}^{\max} p_c - \delta = \tilde{\sigma}_0 + \tilde{\sigma}_1 g \)

\( c_{\beta + \eta} \in [-1, 1] \) for all \( \beta \in \text{CH}(\gamma, d) \).

**Corollary 8** Let \( \gamma, \eta \in \mathbb{N}^n \setminus \{0\} \) have disjoint supports and let \( d \) be a positive integer. Then there exists a constant \( C > 0 \) that depends only on \( x_{\eta + \text{CH}(\gamma, d)}^{\min}, x_{\eta + \text{CH}(\gamma, d)}^{\max} \) and \( d \) such that the following holds: If a vector \( v \in \mathbb{R}^{\eta + \text{CH}(\gamma, d)} \) does not belong to \( M_{\eta + \text{CH}(\gamma, d)}(K) \) and \( I \) is a covering of \( \left[ x_{\eta + \text{CH}(\gamma, d)}^{\min}, x_{\eta + \text{CH}(\gamma, d)}^{\max} \right] \) with

\( g(I) < C \text{dist}(M_{\eta + \text{CH}(\gamma, d)}(K), v), \)
then the optimal value of the linear program

\[
\begin{align*}
\text{maximize} & \quad \delta - \langle c, v \rangle \\
\text{for} & \quad c \in \mathbb{R}^{\eta + \text{CH}(\gamma,d)} \text{ and } \delta \in \mathbb{R} \\
\text{subject to} & \quad \sum_{i=0}^{d} c_{\eta+i}w_i \geq \delta \quad \text{for all } w = x_{\min}^\eta \phi^I u^i \text{ with } I \in \mathcal{I} \text{ and } i \in [d], \\
& \quad \sum_{i=0}^{d} c_{\eta+i}w_i \geq \delta \quad \text{for all } w = x_{\max}^\eta \phi^I u^i \text{ with } I \in \mathcal{I} \text{ and } i \in [d], \\
& \quad c_{\beta} \in [-1,1] \quad \text{for all } \beta \in \eta + \text{CH}(\gamma,d)
\end{align*}
\]

(16)

is positive.

**Proof** Let \( C^* \) be the constant from Proposition 5 for \([a, b] = [x_{\min}^\eta, x_{\max}^\eta] \) and \( \kappa := \max\{|x_{\min}^\eta|, |x_{\max}^\eta|\} \). Using Proposition 6 we write

\[
M^{\eta+\text{CH}(\gamma,d)}(K) = \text{conv}(x_{\min}^\eta M^{\text{CH}(\gamma,d)}(K) \cup x_{\max}^\eta M^{\text{CH}(\gamma,d)}(K)).
\]

We claim that

\[
x_{\min}^\eta N_\varepsilon(x_{\min}^\eta M^{\text{CH}(\gamma,d)}(K)) \cup x_{\max}^\eta N_\varepsilon(x_{\max}^\eta M^{\text{CH}(\gamma,d)}(K))
\]

is a subset of

\[
N_{\varepsilon\kappa}(\text{conv}(x_{\min}^\eta M^{\text{CH}(\gamma,d)}(K) \cup x_{\max}^\eta M^{\text{CH}(\gamma,d)}(K))).
\]

Once the claim is established, the assertion follows with \( C = \frac{C^* \kappa}{\varepsilon} \) using the same arguments as in the proof of Corollary 5.

For the proof of the claim let \( v \in x_{\min}^\eta N_\varepsilon(x_{\min}^\eta M^{\text{CH}(\gamma,d)}(K)) \). Then there exists \( u \in M^{\text{CH}(\gamma,d)}(K) \) with \( \|\frac{v}{x_{\min}^\eta} - u\|_1 \leq \varepsilon \). Hence \( \|v - x_{\min}^\eta u\|_1 \leq |x_{\min}^\eta| \varepsilon \) and therefore

\[
v \in N_{|x_{\min}^\eta| \varepsilon}(x_{\min}^\eta M^{\text{CH}(\gamma,d)}(K)).
\]

Analogously, if \( v \in x_{\max}^\eta N_\varepsilon(x_{\max}^\eta M^{\text{CH}(\gamma,d)}(K)) \), then

\[
v \in N_{|x_{\max}^\eta| \varepsilon}(x_{\min}^\eta M^{\text{CH}(\gamma,d)}(K)),
\]

which concludes the proof of the claim. \( \Box \)
5 Expressing Known Convexification Techniques from our Viewpoint

5.1 Expression Trees

Convexification using expression trees is common in general nonlinear optimization \[28\]. This approach is based on the observation that each algebraic expression is made up of a certain set of elementary operations. In the context of polynomial optimization, as elementary operations one could choose, for example, taking a power of a term, taking a linear combination and taking a product of terms.

A decomposition of an algebraic expression into these operations can be visualized using an algebraic expression tree, like in Figure 6. This is a rooted tree with nodes labeled by terms occurring in the expression. Each term is built up from its child terms using elementary operations and the underlying convexification is obtained by introducing a variable for each node and providing convex constraints that link every node and its child nodes. For polynomials, given as a linear combination of monomials, all the nodes apart from the root node correspond to monomial variables. A non-root node and its child nodes therefore build a pattern.

\[
\begin{align*}
  f_{4,0}x_1^4 + f_{1,1}x_1x_2 + f_{2,3}x_2^3 + f_{2,4}x_1^2x_2^2 + f_{5,5}x_1^5x_2^5 + f_{0,2}x_2^2 \\
  x_1^4 \\
  x_1 \quad x_2 \\
  x_2^3 \\
  x_1 \quad x_2 \\
  x_1^2x_2^2 \\
  x_1 \quad x_2 \\
  x_1^5x_2^5 \\
  x_1 \quad x_2 \\
  x_1 \quad x_2 \\
  x_1 \quad x_2
\end{align*}
\]

Fig. 6 A possible algebraic expression tree for the polynomial \( f^{ex1} \) and the set \( A \) from Example 1.

For example, the term \( x_1^2x_2 \) in Figure 6 is decomposed into the product of the powers \( x_1^2 \) and \( x_2 \) of the variables \( x_1 \) and \( x_2 \). For these three terms, one introduces the monomial variables \( v_{(2,3)} \), \( v_{(2,0)} \) and \( v_{(0,3)} \), respectively. The relationship of these variables is captured by the pattern

\[
P = \{(2,3), (2,0), (0,3)\}
\]

and the corresponding moment body \( M^P(K) \) is described by the well-known McCormick inequalities. The variable \( v_{(0,3)} \) is further connected to \( v_{(0,1)} \) by exponentiation. The corresponding pattern is \( \{(0,1), (0,3)\} \).

Since expression trees normally correspond to patterns of small size, they lead to weak but efficiently computable relaxations. Such relaxations are then employed within the branch-and-bound framework in order to compensate the
poor lower bounds. The computational costs of such strategies strongly depend on the quality of the generated lower bounds. If the underlying bounds are too weak, the branch-and-bound based approach is not computationally feasible.

5.2 Bound-Factor Products

Another common convexification approach from general nonlinear optimization is based on so-called bound-factor products [13]. Since the polynomials $x_i - a_i$ and $x_i - x_i$ are nonnegative on $K$, the products of these polynomials (with repetitions allowed) are also nonnegative on $K$. So, one can consider the products

$$F^{\alpha,\beta}(x) := \prod_{i=1}^{n} (x_i - a_i)^{\alpha_i} (b_i - x_i)^{\beta_i}$$

of $|\alpha|$ polynomials with $\alpha_i$ linear factors depending on the variable $x_i$, where $\alpha, \beta \in \mathbb{N}^n$ and $\alpha \geq \beta$. For a generic choice of $a$ and $b$, the polynomial $F^{\alpha,\beta}(x)$ includes all monomials with exponents in the pattern $BF(\alpha) := \{0, \ldots, \alpha_1\} \times \cdots \times \{0, \ldots, \alpha_n\}$. By substituting $v_\gamma = x^\gamma$ for all $\gamma \in BF(\alpha)$ we obtain a linearization $LF^{\alpha,\beta}(v)$ of $F^{\alpha,\beta}(x)$. The system of linear inequalities

$$LF^{\alpha,\beta}(v) \geq 0 \text{ for all } \beta \in BF(\alpha)$$

is valid for $v \in M_{BF(\alpha)}(K)$. Thus, within this approach one groups monomial variables into patterns of a rather big size and connects them with only linear constraints. For example, to generate a non-trivial relaxation of (POP) using bound-factor products for the set $A$ from Example 1 one is forced to use at least one pattern $BF(\alpha)$ with $\alpha_1 \geq 5$ and $\alpha_2 \geq 5$, which means that at least 36 monomial variables have to be introduced. Another issue is that the system of linear inequalities is not a tight description of $M_{BF(\alpha)}(K)$. These kinds of relaxations have also been used within branch-and-bound strategies.

5.3 Moment Relaxation

The most popular convexification techniques in the polynomial optimization community are moment relaxations and their dual counterparts sum-of-squares relaxations [5,21,22]. This approach introduces a large number of monomial variables and links them all within one large group using semidefinite constraints. The approach is hierarchical in the sense that one first needs to choose a bound on the degree of the monomials, for which monomial variables are introduced. These hierarchies have good approximation properties at the expense of large SDPs. Even the lowest possible hierarchy level of the moment relaxation for medium-sized problems results in an absurdly huge SDP. However, strategies exist to make this approach more tractable, e.g., [3] and [20, Ch. 8].
To derive a so-called moment relaxation of \( \text{POP} \), the following representation of the moment body \( M^A(K) \) in terms of probability measures is used:

\[
M^A(K) = \left\{ \int m^A(x)\mu(dx) : \mu \text{ is a probability measure with } \text{supp}(\mu) \subseteq K \right\}.
\]

So a vector \( v \in \mathbb{R}^A \) belongs to \( M^A(K) \) if and only if there exists a probability measure \( \mu \) with \( \text{supp}(\mu) \subseteq K \) such that \( v_{\alpha} = \int x^\alpha\mu(dx) \) for all \( \alpha \in A \). Hence, \( \text{(C-POP)} \) can be formulated as

\[
\begin{align*}
\text{minimize} & \quad \langle f, v \rangle \\
\text{for} & \quad v \in \mathbb{R}^{N_n} \\
\text{subject to} & \quad v \text{ is a moment sequence of a probability measure on } K.
\end{align*}
\]

In order to obtain a tractable characterization of the feasible set, we use the following definition and theorem.

**Definition 1 (Moment Matrix and Localizing Matrix \([20, \text{Ch.2.7.1}]\))**

The localizing matrix \( M(g, v) \) for a polynomial \( g \) with coefficients \( (g_\alpha)_{\alpha} \) and the moment matrix \( M_k(v) \) are defined as

\[
M_k(g, v) := \left( \sum_{\gamma \in \mathbb{N}^n} g_{\gamma+\alpha+\beta} \right)_{\alpha,\beta \in \mathbb{N}^n_k} \quad \text{and} \quad M_k(v) := M_k(1, v).
\]

**Theorem 3 (\([20, \text{Th. 2.44}]\))** Let \( g_i, i \in [m] \), be \( n \)-variate polynomials such that there exist sum-of-squares polynomials \( \sigma_i, i \in [m] \), for which

\[
\{ x \in \mathbb{R}^n : \sigma_0(x) + \sum_{i \in [m]} \sigma_i(x)g_i(x) \geq 0 \}
\]

is compact. Furthermore, let

\[
K = \{ x \in \mathbb{R}^n : g_i(x) \geq 0, i \in [m] \}.
\]

A sequence \( (v_\alpha)_{\alpha} \) has a finite Borel representing measure with support in \( K \) if and only if

\[
\begin{align*}
M_k(v) & \text{ is psd} \\
M_k(g_j, v) & \text{ is psd for all } i \in [m]
\end{align*}
\]

for all \( k \).
We describe the box $K$ by the polynomials $g_i(x) := (x_i - a_i)(b_i - x_i)$ for $i \in [n]$, i.e. $K = \{x \in \mathbb{R}^n : g_i(x) \geq 0, i \in [n]\}$. Clearly, the assumptions of Theorem 3 hold and we can formulate (C-POP) as

$$\begin{align*}
\text{minimize} & \quad \langle f, v \rangle \\
\text{for} & \quad v \in \mathbb{R}^n \\
\text{subject to} & \quad M_k(v) \text{ is psd for all } k, \\
& \quad M_k(g_i, v) \text{ is psd for all } i \in [n] \text{ and all } k, \\
& \quad v_0 = 1.
\end{align*}$$

(19)

By truncating the infinite dimensional matrices we obtain a finite-dimensional problem. For every $d \geq \lceil \deg(A) / 2 \rceil$ the optimal value $\rho_d$ of the semidefinite problem

$$\begin{align*}
\text{minimize} & \quad \langle f, v \rangle \\
\text{for} & \quad v \in \mathbb{R}^{n^2d} \\
\text{subject to} & \quad M_d(v) \text{ is psd}, \\
& \quad M_{d-2}(g_i, v) \text{ is psd for all } i \in [n], \\
& \quad v_0 = 1
\end{align*}$$

(20)

is a lower bound on the optimal value of (POP). This problem has one SDP constraint of size $\binom{n+d}{d}$ that involves the variables $v_\alpha, \alpha \in \mathbb{N}^{n^2d}$, and $n$ SDP constraints of size $\binom{n+d-1}{d-1}$ that involve $v_\alpha, \alpha \in \mathbb{N}^{n^2d-2}$. Note that for general problems it is not possible to reduce the size of the mentioned SDP constraints [7]. For a small set $A$ of degree 10 and $n = 2$ like in Example 1 this already adds up to 66 moment variables. The subfigure for the moment relaxation in Figure 1 shows the biggest SDP constraint with a $66 \times 66$ matrix.

5.4 Alternative Convexification Techniques

Apart from the mentioned techniques, alternative convexification approaches useful in the context of polynomial optimization and based on geometric and signomial programming have been investigated in [17,18,12,11]. Closely related to geometric and signomial programming are so-called SONC Positivstellensätze [19,15,27,16]. By dualizing the SONC relaxations, one arrives at convexifications in terms of monomial variables [16].

5.5 Pattern Approach

The pattern approach enables us to adjust the size and tractability of a relaxation. In Figure 7 we give 3 different pattern configurations. Configuration 1 involves 23 moment variables, which are connected by 2 multilinear patterns, 3 chains and 2 shifted chains. Configuration 2 involves 15 moment variables.
These variables are connected by the same 4 multilinear patterns that are used in the tree reformulation relaxation depicted in Figure 1. But in contrast to the tree reformulation we use the 2 axis chains

\[
\text{CH}(e^1, 5) = \{(0, 0), (1, 0), (2, 0), (3, 0), (4, 0), (5, 0)\},
\]

\[
\text{CH}(e^2, 5) = \{(0, 0), (0, 1), (0, 2), (0, 3), (0, 4), (0, 5)\}
\]

instead of the seven smaller patterns

\[
\{(1, 0), (2, 0)\}, \{(1, 0), (4, 0)\}, \{(1, 0), (5, 0)\},
\]

\[
\{(0, 1), (0, 2)\}, \{(0, 1), (0, 3)\}, \{(0, 1), (0, 4)\}, \{(0, 1), (0, 5)\}.
\]

Therefore, the chain \(\text{CH}(e^2, 5)\) connects \(v_{(2,0)}, v_{(3,0)}, v_{(4,0)}\) and \(v_{(5,0)}\) directly, whereas in the tree reformulation those variables are only indirectly connected. Configuration 3 involves the same number of moment variables as Configuration 1, but provides a better connection of these variables through additional patterns.

6 Algorithm

We present a cutting-plane algorithm that iteratively solves \((P-RLX)\) and suggest a method for choosing a system of patterns for relaxing \((POP)\) to \((P-RLX)\).

6.1 Cutting-Plane Algorithm

Let \(\varepsilon > 0\). Considering an optimization problem

\[
\min\{f(x) : x \in X\},
\]

with the optimal value \(f^*\) we say that \(x \in \mathbb{R}^n\) is \(\varepsilon\)-feasible for \((21)\) if \(x \in N_\varepsilon(X)\) and \(\varepsilon\)-optimal for \((21)\) if

\[
f^* - \varepsilon \leq f(x) \leq f^* + \varepsilon.
\]
Input: $f \in \mathbb{R}^\bar{A}$, finite family of patterns $\mathcal{P} := \{P_1, \ldots, P_m\}$ with $\bar{A} = P_1 \cup \cdots \cup P_m$ and $\varepsilon > 0$.

Output: $O(\varepsilon)$-optimal and $O(\varepsilon)$-feasible $v^*(\varepsilon)$ of $(\mathcal{P}-RLX)$.

(0) Solve LP corresponding to the pattern relaxation of $M^\bar{A}(K)$ with just singleton patterns, i.e.

\[
\begin{align*}
\text{minimize} & \quad \langle f, v \rangle \\
\text{subject to} & \quad v \in \mathbb{R}^{\bar{A}} \\
& \quad v_\alpha \in [x_{\alpha,\min}, x_{\alpha,\max}] \quad \text{for all } \alpha \in \bar{A}.
\end{align*}
\]

Let $v^0 \in \mathbb{R}^{\bar{A}}$ be the optimal point and $\text{Ineq}^0$ be the set of inequalities $v_\alpha \in [x_{\alpha,\min}, x_{\alpha,\max}]$ for all $\alpha \in \bar{A}$. Set $i = 1$.

(1) Initialize $\text{Ineq}^i = \emptyset$. For each pattern $P_j$, $j \in [m]$, determine the distance $\text{dist}(M^P, v^P)$ by solving the respective separation problem $(SP)$. If $\text{dist}(M^P, v^P) > \varepsilon$, add the inequality $\langle c^j, v \rangle \geq \delta, v \in \mathbb{R}^{\bar{A}}$ to the set of inequalities $\text{Ineq}^i$.

(2) If the set $\text{Ineq}^i$ is empty, return $v^*(\varepsilon) := v^i$.

(3) Solve the auxiliary problem

\[
\begin{align*}
\text{minimize} & \quad \langle f, v \rangle \\
\text{subject to} & \quad v \in \mathbb{R}^{\bar{A}} \\
& \quad v \text{ satisfies Ineq}^k \text{ for all } k = 0, \ldots, i
\end{align*}
\]

and save the minimizer as $v^{i+1}$.

(4) Set $i \leftarrow i + 1$ and go to step (1).

Theorem 4 For every given $\varepsilon > 0$, the Cutting-Plane Algorithm 6.1 terminates after a finite number of iterations. The output satisfies

\[
v^*_P(\varepsilon) \in N_\varepsilon(M^P(K)) \text{ for all } j \in [m].\tag{23}
\]

Proof Assume that the Cutting-Plane Algorithm 6.1 does not terminate after a finite number of iterations. Then it produces an infinite sequence $(v^i)_{i \in \mathbb{N}}$ such that for all $i$ there exists a $j(i) \in [m]$ with

\[
v^i_{P_{j(i)}} \notin N_\varepsilon(M^{P_{j(i)}}(K)).
\]

Hence, there exists a pattern $P$ and infinite sequence $(i_k)_{k \in \mathbb{N}}$ satisfying $P = P_{j(i_k)}$ for all $k$. Let $F^i$ be the feasible set of (22) in the $i$-th iteration. Observe that by construction $F^{i+1} \subseteq F^i$ holds and therefore $v^{i_k} \in F^0$ for all $k \in \mathbb{N}$. Since $F^0$ is compact there exists a converging subsequence $(\bar{v}^i)_{i \in \mathbb{N}}$ of $(v^{i_k})_{k \in \mathbb{N}}$. Let $\bar{v} = \lim_{i \to \infty} \bar{v}^i$. By the choice of the sequence we have

\[
\text{dist}(M^P(K), \bar{v}^P) > \varepsilon.
\]
for all \( i \in \mathbb{N} \). Hence, for \( i \) large enough, \( \| \tilde{v}_P^i - \tilde{v}^*_P \|_1 < \text{dist}(M^P(K), \tilde{v}_P^i) \) holds.

Application of Proposition 1 to the minimizers \( c^i, \delta_i \) of the problem \([\text{SP}]\) in the case \( \tilde{v} = \tilde{v}_P^i \) yields

\[
\langle c^i, \tilde{v}_P \rangle = \langle c^i, \tilde{v}_P - \tilde{v}_P^i \rangle + \langle c^i, \tilde{v}_P^i \rangle = \langle c^i, \tilde{v}_P - \tilde{v}_P^i \rangle + \delta_i - \text{dist}(M^P(K), \tilde{v}_P^i) < \text{dist}(M^P(K), \tilde{v}_P^i) + \delta_i - \text{dist}(M^P(K), \tilde{v}_P^i) = \delta_i.
\]

This is a contradiction since \( \tilde{v} \in F^i \) for all \( i \).

The following theorem shows that \( f^*(\varepsilon) := \langle f, \nu^*(\varepsilon) \rangle \) converges to the optimal value \( f^* \) of \([\text{P-RLX}]\), as \( \varepsilon \to 0 \), and that the convergence rate depends linearly on \( \varepsilon \).

**Theorem 5** There exists a constant \( C(K, \tilde{A}) \) depending on \( K \) and \( \tilde{A} \) such that for every \( \varepsilon > 0 \) the distance between the feasible set of \([\text{P-RLX}]\) and the output \( v^*(\varepsilon) \) of the Cutting-Plane Algorithm 6.1 is at most \( C(K, \tilde{A})\varepsilon \). Furthermore, the optimal value of \([\text{P-RLX}]\) \( f^* \) satisfies

\[
(f, v^*(\varepsilon)) \leq f^* \leq \| f \|_\infty C(K, \tilde{A})\varepsilon + (f, v^*(\varepsilon)).
\]

For the proof of the proposition we use the following lemma, which is an adaption of \([25, \text{Lem. 1.8.9}]\).

**Lemma 2** Let \( X, X^1, \ldots, X^m \) be nonempty compact convex subsets of \( \mathbb{R}^A \) such that the intersection \( Y := X^1 \cap \ldots \cap X^m \) contains an \( l_1 \)-ball of radius \( \rho > 0 \) as a subset and the inclusion \( X^i \subseteq X \) holds for every \( i \in [m] \). Let \( \varepsilon > 0 \) and let \( x \) be a point of \( X \) satisfying \( \text{dist}(X^i, x) \leq \varepsilon \) for every \( i \in [m] \). Then

\[
\text{dist}(Y, x) \leq \frac{\varepsilon}{\rho} \text{diam}(X).
\]

**Proof** Since the assertion is invariant under translations, we assume that the \( l_1 \)-ball of radius \( \rho \) contained in \( Y \) is centered at the origin, that is, \( B := \{ x \in \mathbb{R}^A : \| x \|_1 \leq \rho \} \subseteq Y \). For each \( i \in [m] \), choose a point \( x^i \in X^i \) with \( \| x - x^i \|_1 \leq \varepsilon \). We claim that the point \( y := \frac{\rho}{\rho + \varepsilon} x \) belongs to \( Y \). For every \( i \in [m] \), we fix \( p^i \in \mathbb{R}^A \) defined by the equality

\[
y = \frac{\rho}{\rho + \varepsilon} x = \frac{\varepsilon}{\rho + \varepsilon} p^i + \frac{\rho}{\rho + \varepsilon} x^i.
\]

By construction, \( y \) is a convex combination of \( p^i \) an \( x^i \). Thus, for verifying the claim, it suffices to show \( p^i \in B \) for every \( i \in [m] \). Indeed, if \( p^i \in B \), then since \( B \) is a subset of \( X^i \) and \( p^i \) belongs to \( X^i \), we obtain \( y \in X^i \) for every \( i \in [m] \), which verifies the claim. The point \( p^i \) can be defined explicitly as

\[
p^i = \frac{\rho}{\varepsilon} (x - x^i).
\]
Since $\|x - x^\star\| \leq \varepsilon$, we immediately get $p^i \in B$. The proof is concluded by estimating the distance between $x$ and $y$:

$$\text{dist}(Y, x) \leq \|y - x\|_1 = \frac{\varepsilon}{\rho + \varepsilon} \|x\|_1.$$ 

Here, $\frac{\varepsilon}{\rho + \varepsilon} \leq \frac{\varepsilon}{\rho}$, while $\|x\|_1$ is the $l_1$-distance between 0 and $x$ both belonging to $X$, which implies $\|x\|_1 \leq \text{diam}(X)$. Thus, we arrive at a desired estimate of $\text{dist}(Y, x)$.

**Proof (Theorem 3)** If some pattern $P_i$ contains 0, then 0 $\in \bar{A}$ and the constraint $v_0 \in [x^\star_{\text{min}}, x^\star_{\text{max}}]$ with $\alpha = 0$ occurring in Ineq $^0$ can be formulated as the equality $v_0 = 1$. This shows that all solutions generated during the iteration satisfy the constraint $v_0 = 1$. Using this observation and Theorem 1 which yields $v^\star_{P_\alpha}(\varepsilon) \in N_\varepsilon(M^P_{\bar{A}}(K))$, we obtain $v^\star_{P_\alpha \setminus \{0\}}(\varepsilon) \in N_\varepsilon(M^P_{0}(0))$. We can therefore remove 0 from all patterns and assume that the patterns $0 \not\in P_i$ holds for every $i \in [m]$.

Let

$$F := \{v \in \mathbb{R}^A : v_\alpha \in [x^\star_{\text{min}}, x^\star_{\text{max}}] \text{ for all } \alpha \in \bar{A}\}.$$

The feasible set of (P-RLX) is the intersection of

$$F^i := \{v \in \mathbb{R}^A : v_{P_i} \in M^P_{\bar{A}}(K)\} \cap F$$

for all $i \in [m]$. We show that $M^A(K)$ is full dimensional by assuming the contrary. Then $M^A(K)$ is contained in a linear subspace $\{v \in \mathbb{R}^A : \langle c, v \rangle = 0\}$ given by $c \in \mathbb{R}^A$ with $c \neq 0$. Hence $\langle c, m^A(x) \rangle$ is a polynomial in $x$ vanishing on a $n$-dimensional set $K$. This implies $c = 0$, which is a contradiction. Hence $M^A(K)$ is full dimensional and therefore contains a ball with radius $R(K, \bar{A})$ depending only on $K$ and $\bar{A}$. The feasible set $\bigcap_{i \in [m]} F^i \cap F$ of (P-RLX) contains $M^A(K)$ and therefore the mentioned ball. The diameter $D(K, \bar{A})$ of $F$ depends only on $K$ and $\bar{A}$. From $v^\star(\varepsilon) \in \bigcap_{i \in [m]} N_\varepsilon(F^i) \cap F$ and Lemma 2 follows

$$\text{dist}(\bigcap_{i \in [m]} (F^i \cap F), v^\star(\varepsilon)) \leq \left(\frac{D(K, \bar{A})}{R(K, \bar{A})} \right) \varepsilon.$$ 

At last, let $\hat{v} \in \bigcap_{i \in [m]} (F^i \cap F)$ satisfying $\|v - v^\star(\varepsilon)\|_1 \leq C(K, \bar{A})\varepsilon$. The upper bound on $f^\star$ in terms of $v^\star(\varepsilon)$ follows from

$$f^\star \leq \langle f, v \rangle$$

$$= \langle f, v - v^\star(\varepsilon) \rangle + \langle f, v^\star(\varepsilon) \rangle$$

$$\leq \|f\|_\infty \|v^\star - v^\star(\varepsilon)\|_1 + \langle f, v^\star(\varepsilon) \rangle$$

$$= \|f\|_\infty C(K, \bar{A})\varepsilon + \langle f, v^\star(\varepsilon) \rangle.$$

$\square$
If the separation problem for some patterns $P$ is too hard, it might be useful to replace the corresponding moment bodies $M^P(K)$ by convex and compact approximations $M^P_{\varepsilon'}$, $\varepsilon' > 0$, that satisfy

$$M^P(K) \subseteq M^P_{\varepsilon'} \subseteq N(M^P(K)).$$

Since the linear constraints $x_{\min}^\alpha \leq v_\alpha \leq x_{\max}^\alpha$ with $\alpha \in P$ are valid for $M^P_{\varepsilon'}$, one can always add these constraints to the underlying approximate description of $M^P_{\varepsilon'}$. We can therefore assume that $M^P_{\varepsilon'}$ is a subset of the box $\{v \in \mathbb{R}^P : v_\alpha \in [x_{\min}^\alpha, x_{\max}^\alpha], \text{ for all } \alpha \in P\}$. Replacing the separation problems in step (1) of the Cutting-Plane Algorithm 6.1 by the separation problems for $M^P_{\varepsilon'}$ yields an algorithm that solves

$$\minimize \langle f, v \rangle$$

for $v \in \mathbb{R}^A$ ($\varepsilon'$-P-RLX)

subject to $v_{P_i} \in M^P_{\varepsilon'}$ for all $i \in [m]$.

This algorithm terminates after finitely many iterations. To see, it suffices to observe that Theorem 4 holds for $M^P_{\varepsilon'}$ in place of $M^P_{\varepsilon'}(K)$, since the proof of Theorem 4 only relies on the convexity and compactness of $M^P_{\varepsilon'}(K)$. Similarly, the proof of Theorem 5 can be used without any changes to show that the optimal value $f^\varepsilon$ of ($\varepsilon'$-P-RLX) and the output $v^\varepsilon(\varepsilon)$ of the algorithm satisfy

$$\langle f, v^\varepsilon(\varepsilon) \rangle \leq f^\varepsilon \leq \|f\|_\infty C(K, \bar{A}) \varepsilon + \langle f, v^\varepsilon(\varepsilon) \rangle. \tag{24}$$

Since every for ($\varepsilon'$-P-RLX) feasible point is $C(K, \bar{A})\varepsilon$-feasible for (P-RLX), we have

$$f^* \leq \|f\|_\infty C(K, \bar{A}) \varepsilon' + f^\varepsilon. \tag{25}$$

Combining (24) and (25) using the triangle inequality yields

$$\langle f, v^\varepsilon(\varepsilon) \rangle \leq f^* \leq \|f\|_\infty C(K, \bar{A})(\varepsilon + \varepsilon') + \langle f, v^\varepsilon(\varepsilon) \rangle.$$  

This line of thought justifies replacing separation problems for chains and shifted chains in step (1) of Cutting-Plane Algorithm 6.1 by (15) and (16).

6.2 Pattern Generation Routine

For being able to use Cutting-Plane Algorithm 6.1, we need to develop a way of generating a family of patterns for a given nonempty set $A \subseteq \mathbb{N}^n$. The following is an algorithm for generation of a family of patterns $P$ for $A$ and some given pattern types Type$_1$, ..., Type$_k$. To use this algorithm, we need to supply each pattern type Type$_i$ with a method, which we call Find Pattern Routine, that takes a set $A \subseteq \mathbb{N}^n$ as an input and generates a family of patterns of Type$_i$ connecting the elements of $A$. In what follows we make suggestions for Find Pattern Routine methods for the pattern types that we described in Section 4.
Input: $A \subseteq \mathbb{N}^n$ and pattern types $\text{Type}_1, \ldots, \text{Type}_k$.
Output: a family $\mathcal{P}$ of patterns of types $\text{Type}_1, \ldots, \text{Type}_k$ and a set $\bar{A} \subseteq \mathbb{N}^n$ with $A \subseteq \bar{A}$ and $\bar{A} = \bigcup_{P \in \mathcal{P}} P$.

1. Initialize
   $\bar{A} \leftarrow A$
   $\mathcal{P} \leftarrow \emptyset$.
2. For all $i \in [k]$
   employ Find Pattern Routine for $\text{Type}_i$ and obtain family of patterns $\mathcal{P}_i$ of $\text{Type}_i$ and updated $\bar{A}$.
3. Return the family of patterns $\mathcal{P} = \bigcup_{i \in [k]} \mathcal{P}_i$ and $\bar{A}$.

Fig. 8 For the given set $A$ the Pattern Generation Routine produces different results for two different orderings of the pattern types ML and CH.

The output of the Pattern Generation Routine depends on the order of the pattern types $\text{Type}_1, \ldots, \text{Type}_k$, see Figure 8. This is because the set $\bar{A}$ grows due to its update in the Add Pattern Routine. For dense polynomials of degree $d$, which correspond to $A = \mathbb{N}^d$, the order of the pattern types does not matter.

6.3 Add Pattern Routine

This routine adds a pattern $P$ to a given family $\mathcal{P}$ if $P$ is not already contained in a pattern of $\mathcal{P}$.

Input: $\bar{A} \subseteq \mathbb{N}^n$, a family of patterns $\mathcal{P}$ and a pattern $P$.
Output: Updated $\mathcal{P}$ and $\bar{A}$. 
If \( P \not\subseteq \tilde{P} \) for all \( \tilde{P} \in \mathcal{P} \)
\[
\mathcal{P} \leftarrow \mathcal{P} \cup \{P\} \\
\tilde{A} \leftarrow \tilde{A} \cup P.
\]

6.4 Find Multilinear Pattern Routine

**Input:** \( \tilde{A} \subseteq \mathbb{N}^n \).
**Output:** a family \( \mathcal{P} \) of multilinear patterns and a set \( \tilde{A} \subseteq \mathbb{N}^n \) with \( A \subseteq \tilde{A} \) and \( \tilde{A} = \bigcup_{P \in \mathcal{P}} P \).

1. Initialize
   \( \mathcal{P} \leftarrow \emptyset \).
2. For \( \alpha \in \tilde{A} \)
   - use Add Pattern Routine \( 6.3 \) for \( \text{ML}(\alpha) \) to update \( \mathcal{P} \) and \( \tilde{A} \).
3. Return the family of patterns \( \mathcal{P} \) and \( \tilde{A} \).

6.5 Find Chain Pattern Routine

As usual, \( \gcd(\alpha) \) is the greatest common divisor of the components of \( \alpha \in \mathbb{N}^n \). For \( X \subseteq \mathbb{N} \), \( \gcd(X) \) denotes the greatest common divisor of the elements of \( X \).

**Input:** \( \tilde{A} \subseteq \mathbb{N}^n \).
**Output:** a family \( \mathcal{P} \) of chain patterns and a set \( \tilde{A} \subseteq \mathbb{N}^n \) with \( A \subseteq \tilde{A} \) and \( \tilde{A} = \bigcup_{P \in \mathcal{P}} P \).

1. Initialize
   \( \mathcal{P} \leftarrow \emptyset \).
2. For all \( \beta \in \{ \frac{\alpha}{\gcd(\alpha)} : \alpha \in \tilde{A} \setminus \{0\} \} \),
   - let \( s \) be the maximal integer value such that \( s\beta \in \tilde{A} \) and \( g = \gcd(\{ t \in \mathbb{N} : t\beta \in \tilde{A} \}) \),
   - then use the Add Pattern Routine \( 6.3 \) for
     \[
     \text{CH}(g\beta, \frac{s}{g}) = \left\{ ig\beta : i = 0, \ldots, \frac{s}{g} \right\}
     \]
     to update \( \mathcal{P} \) and \( \tilde{A} \).
3. Return the family of patterns \( \mathcal{P} \) and \( \tilde{A} \).

In step (2.2), we could also add the chain \( \text{CH}(\beta, s) \) instead of \( \text{CH}(g\beta, \frac{s}{g}) \), since \( \text{CH}(g\beta, \frac{s}{g}) \subseteq \text{CH}(\beta, s) \). When \( \text{CH}(g\beta, \frac{s}{g}) \) is generated in step (2.2), it connects the same moment variables in \( \tilde{A} \) as the chain \( \text{CH}(\beta, s) \). In our algorithm, we prefer to use \( \text{CH}(g\beta, \frac{s}{g}) \), because in general this chain has a smaller cardinality and by this it introduces fewer new moment variables.
6.6 Find Shifted Chain Pattern Routine

This routine finds shifted chains with generators \( \gamma = e^i, i \in [n] \). We define the projection \( \pi^i(\alpha) := (\alpha_1, \ldots, \alpha_{i-1}, \alpha_{i+1}, \ldots, \alpha_n) \) of a vector \( \alpha \in \mathbb{N}^n \).

**Input:** \( \bar{A} \subseteq \mathbb{N}^n \).

**Output:** a family \( \mathcal{P} \) of shifted chain patterns with generators \( \gamma = e^i, i \in [n] \) and a set \( \bar{A} \subseteq \bar{A} \) with \( A \subseteq \bar{A} \) and \( \bar{A} = \bigcup_{P \in \mathcal{P}} P \).

1. Initialize \( \mathcal{P} \leftarrow \emptyset \).
2. For all \( i \in [n] \) for all \( \beta \in \pi^i(\bar{A}) \)
   
   (2.1) let \( s = \max\{\alpha_i : \alpha \in \bar{A}, \pi^i(\alpha) = \beta\} \),
   
   \( g = \gcd(\{\alpha_i : \alpha \in \bar{A}, \pi^i(\alpha) = \beta\}) \) and
   
   \( \tilde{\alpha} = (\alpha_1, \ldots, \alpha_{i-1}, 0, \alpha_{i+1}, \ldots, \alpha_n) \).

   (2.2) Then use the Add Pattern Routine 6.3 for \( \tilde{\alpha} + \text{CH}(ge^i, s) = \{(\alpha_1, \ldots, \alpha_{i-1}, jg, \alpha_{i+1}, \ldots, \alpha_n) : j = 0, \ldots, s/g\} \) to update \( \mathcal{P} \) and \( \bar{A} \).
3. Return the family of patterns \( \mathcal{P} \) and \( \bar{A} \).

Observe that the output depends on the order of the enumeration of \( [n] \) in step (2). Consider for example \( \bar{A} = \{(1, 1), (1, 3), (2, 2), (4, 2)\} \). Analogously to the discussion after the Find Chain Pattern Routine, in step (2.2) there is a choice between the larger chain \( \tilde{\alpha} + \text{CH}(e^i, s) \) and the chain \( \tilde{\alpha} + \text{CH}(ge^i, \frac{s}{g}) \).

As before, we prefer to use smaller chains.

6.7 Find Axis Chain Pattern Routine

In order to find axis chains we modify the Find Shifted Chain Pattern Routine 6.6 by changing step (2) as follows: let \( \beta = 0 \) and, for all \( i \in [n] \), which satisfy \( \text{supp}(\alpha) = \{i\} \) for at least one \( \alpha \in \bar{A} \), execute steps (2.1) and (2.2).

7 Computational Results

7.1 Setup

For a given finite and nonempty set \( A \subseteq \mathbb{N}^n \) and a vector \( f \in \mathbb{R}^A \), the width function \( \omega_{M^A(K)}(f) \) can be expressed as

\[
\omega_{M^A(K)}(f) = \max_{x \in K} f(x) - \min_{x \in K} f(x).
\]

Thus, determination of the width function requires solving two instances of [POP]. Choosing a family \( \mathcal{P} \) of patterns, we bound \( \omega_{M^A(K)}(f) \) from above by
relaxing both (POP) to two instances of (P-RLX) with the objective functions \(\langle -f, v \rangle\) and \(\langle f, v \rangle\), respectively. The upper bound obtained this way is denoted by \(\omega(P, M^A(K), f)\). The values \(\omega_{M^A(K)}(f)\) and \(\omega(P, M^A(K), f)\) depend on the length of the coefficient vector \(f\), and so we rescale them appropriately in such a way that the quality of the upper bound \(\omega(P, M^A(K), f)\) on the value \(\omega_{M^A(K)}(f)\) is measured relatively to the quality of the (trivial) relaxation with just singleton patterns. More precisely, consider the family \(P^\text{single}_A = \{\{\alpha\} : \alpha \in A\}\) the family of all singleton patterns for \(A\). The value \(\omega(P^\text{single}_A, M^A(K), f)\) can be determined explicitly, as mentioned in Subsection 4.1.

Thus, we compare

\[
\nu(P, A, f) := \frac{\omega(P, M^A(K), f)}{\omega(P^\text{single}_A, M^A(K), f)},
\]

against

\[
\nu_A(f) := \frac{\omega_{M^A(K)}(f)}{\omega(P^\text{single}_A, M^A(K), f)}.
\]

We use the Cutting-Plane Algorithm 6.1 to compute \(\omega(P, M^A(K), f)\) and Baron to approximate \(\omega_{M^A(K)}(f)\). Within the CPU time limit of 1000 seconds, Baron either returns a numerical approximation of \(\omega_{M^A(K)}(f)\) or otherwise terminates providing a so-called best feasible intermediate solution. An approximation of the value \(\nu_A(f)\) determined by Baron in this way is called the reference solution in what follows. We ran Baron 1.8.2 with standard settings on a 64-bit processor with 16 cores under LINUX Debian 3.2.

A set of test of instances consists of a nonempty and finite set \(A \subseteq \mathbb{N}^n\) and 100 randomly sampled coefficient vectors \(f_1, \ldots, f_{100} \in \mathbb{R}^A\) from the uniform distribution in \([-1, 1]^A\). For all instances we choose \(K = [0, 1]^n\). As \(A\) we use the sets \(A_1, \ldots, A_6\) from Figure 2, dense sets \(\mathbb{N}_d^3\) for different \(d\) and sets \(A_7, \ldots, A_9\), that are given by Figure 11. The distributions of \(\nu(P, A, f_1), \ldots, \nu(P, A, f_{100})\) for various families of patterns \(P\) are visualized in box plots in Figures 9, 10 and 12.

Our implementation of the Cutting-Plane Algorithm 6.1 uses the following specifications. We choose \(\varepsilon = 10^{-4}\). The separation problem for chains and shifted chains was solved using their LP approximations given by Corollary 5 and Corollary 8. For the covering \(I\) we always choose an interval decomposition of 9 intervals of the same length. In our implementation of the pattern generation routine, the pattern types are enumerated in the following order:

1. Multilinear Patterns (ML)
2. Axis Chain Patterns (AC)
3. Chain Patterns (CH)
4. Shifted Chain Patterns (SC).

Axis chains are only used together with multilinear patterns.
7.2 Example Sets $A_1, \ldots, A_6$

The sets $A_1, \ldots, A_6$ from Figure 2 are chosen to illustrate the strengths and weaknesses of different pattern types and their combinations. If one pattern includes all elements of a set $A$, the relaxation (P-RLX) is tight. This is for example the case in Figure 4, the complete monomial structure of $A_2$ is captured by the chain

$$\text{CH}((1, 1), 5) = \{(0, 0), (1, 1), (2, 2), (3, 3), (4, 4), (5, 5)\}.$$ 

Hence the moment body $M^{A_2}([0, 1]^2)$ is perfectly approximated by the pattern relaxation using just the pattern $\text{CH}((1, 1), 5)$. This is reflected by Figure 9 as the box plot for the chains matches the box plot of the reference solution for the instances given for $A_2$. The same holds for multilinear patterns and $A_1$ (Figure 3) as well as shifted chains and $A_4$ (Figure 5). The family of multilinear patterns $P_{A_2}^{ML}$ in Figure 3 for the set $A_2$ does not connect any exponents in $A_2$. As a consequence we have

$$\nu(P_{A_2}^{ML}, A_2, f_i) = 1$$
for all \( i \in [100] \) (see Figure 9). The bounds on the width of \( M^{A_2}(K) \) obtained by \( \mathcal{P}^{\text{ML}}_{A_2} \) and the trivial relaxation coincide

\[
\omega(\mathcal{P}^{\text{ML}}_{A_2}, M^{A_2}(K), f_i) = \omega(\mathcal{P}^{\text{single}}_{A_2}, M^{A_2}(K), f).
\]

Surprisingly, Baron fails to obtain the optimal solution in 9% of all calculated widths for \( A_2 \) within the given time.

Even though some elements of \( A_5 \) or \( A_6 \) are only indirectly connected by shifted chains, Figure 9 suggests, that they yield reasonably tight relaxations of the moment bodies \( M^{A_5}([0,1]^2) \) and \( M^{A_6}([0,1]^2) \). For example, the two shifted chains

\[
(3,0) + \text{CH}((0,1),3) = \{(3,0), (3,1), (3,2), (3,3)\},
(4,0) + \text{CH}((0,1),4) = \{(4,0), (4,1), (4,2), (4,3), (4,4)\}
\]

are enough to cover all elements of \( A_5 \). The remaining shifted chains depicted in Figure 3 ensure that every moment variable \( v_\alpha \) with \( \alpha \in (3,0) + \text{CH}((0,1),3) \) is at least indirectly connected to every moment variable \( v_\beta \) with \( \beta \in (4,0) + \text{CH}((0,1),4) \).

For the set \( A_3 \), the family of multilinear patterns \( \mathcal{P}^{\text{ML}}_{A_3} \) depicted in Figure 3 covers the entire set. Since the elements of different patterns in \( \mathcal{P}^{\text{ML}}_{A_3} \) are not connected, this configuration does not perform well for the relaxation of \( M^{A_5}([0,1]^2) \). The same holds for chains and \( A_3 \). By combining multilinear pattern with chains we are able to connect all element of \( A_3 \) at least indirectly. This combination improves the performance drastically compared to using just one of these pattern types. Even combining just the two axis chains with the multilinear patterns yields much better lower bounds. Generally, the combination of multilinear patterns and axis chains (ML + AC) seems to work well even in the case where multilinear patterns or chains alone yield weak relaxations.

7.3 Dense Exponent Sets

Testing on dense sets \( A = \mathbb{N}_d^3 \) of degree \( d \) gives us further insights into the potential of the pattern approach. For dense sets, the enumeration order of the patterns in the Add Pattern Routine 6.3 has no impact on the output.

In Figure 10 we observe that for increasing \( d \) multilinear patterns seem to work well for the approximation of \( \omega_{M^{A_3}_d(K)}(f) \). It seems that the family of multilinear patterns \( \{ ML(\alpha) : \alpha \in \mathbb{N}_d^3 \} \) for the dense set \( \mathbb{N}_d^3 \) has nice connectivity properties. This might be the theoretical reason of our experimental observation. On the other hand, since families of chain patterns do not connect moment variables corresponding from different chains, using just chains alone results in weak lower bounds for \( \omega_{M^{A_3}_d(K)}(f) \).

Shifted chains with generators \( \gamma = e^i \) exploit parallel structures within \( A \), whereas chains exploit diagonal structures. Combining the two for the dense
Convexification by means of monomial patterns

Fig. 10 The box plots visualize the distribution of the upper bounds \( \nu^P_{i1}(f_1), \ldots, \nu^P_{i100}(f_{100}) \), for different families of \( P \) corresponding to the labels of the y axis. Box plot setting as in Figure 9.

Fig. 11 The sets \( A_7, \ldots, A_9 \), depicted in red, have little structure to exploit by patterns.

set \( \mathbb{N}_3^d \) yields results that are comparable to the reference solution. We also observe that by combining all pattern types we obtain solutions that are even close to the reference solutions. It would be interesting to find a theoretical justification for this.

7.4 Random sparse sets

The sets \( A_1, \ldots, A_6 \) and dense sets \( \mathbb{N}_3^d \) have structures that can obviously be exploited by our pattern types. In contrast to those sets, we consider sparse \( A_7, \ldots, A_9 \) from Figure 11 that do not exhibit any particular structure. Using just one pattern type for the relaxation of instances given by sets \( A_7, \ldots, A_9 \) yields similar lower bounds to the ones obtained using the trivial relaxation with just singleton patterns. As one can see from Figure 12, combinations of
several pattern types generate reasonable tight bounds in these cases. Moreover, for $A_8$ and $A_9$, the combination of all tested patterns almost matches the reference solution.

8 Conclusion

We have presented a novel approach for the relaxation of polynomial optimization problems over a box that is based on patterns. The main advantage of our approach is that by using patterns we gain flexibility in terms of the size of the relaxation. The computational results suggest that we are able to generate reasonably tight lower bounds from the pattern relaxations. It therefore seems worthwhile to exploit the combinatorial structure of the set $A$ of monomial exponents. Using the structure of $A$, we are able to neglect dependencies between certain monomials and avoid hard problem formulations and instead focus on well-behaved and easy-to-describe dependencies between certain other monomials. In doing so we produce tractable and sufficiently tight relaxations of (POP).

The Cutting-Plane Algorithm 6.1 is customizable and can be used with more involved patterns such as $k$-variate truncated submonoid patterns. We believe that by choosing an appropriate set of generators of a truncated submonoid pattern, the Cutting-Plane Algorithm 6.1 provides a way to make sum-of-squares methods applicable to polynomial problems of higher degree and more variables. In the same way, other Positivstellensätze such as SONC [14], can be incorporated into this framework.

Our cuts generated by (SP) can be integrated directly into divide-and-conquer frameworks that use moment variables, like BARON [29], SCIP [30], COUENNE [8] or LINDOGlobal [26]. The separation problem (3) can also be used as an interface to combine sum-of-squares methods with divide-and-conquer frameworks.
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