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Abstract. Bilevel problems are highly challenging optimization problems that appear in many applications of energy market design, critical infrastructure defense, transportation, pricing, etc. Often, these bilevel models are equipped with integer decisions, which makes the problems even harder to solve. Typically, in such a setting in mathematical optimization one develops primal heuristics in order to obtain feasible points of good quality quickly or to enhance the search process of exact global methods. However, there are comparably few heuristics for bilevel problems. In this paper, we develop such a primal heuristic for bilevel problems with mixed-integer linear or quadratic upper level and linear or quadratic lower level. The heuristic is based on a penalty alternating direction method, which allows for a theoretical analysis. We derive a convergence theory stating that the method converges to a stationary point of an equivalent single-level reformulation of the bilevel problem and extensively test the method on a test set of more than 2800 instances—which is one of the largest computational test sets ever used in bilevel programming. The study illustrates the very good performance of the proposed method, both in terms of running times and solution quality. This renders the method a suitable sub-routine in global bilevel solvers as well as a reasonable standalone approach.

1. Introduction

Bilevel optimization problems have become an increasingly important class of optimization problems during the last years and decades. They often appear in practice, where they are used to model hierarchical decision processes in which a leader makes a decision anticipating the rational reaction of a follower. These leader-follower or Stackelberg games date back to the seminal papers [65, 66]. Such situations arise, e.g., in energy markets [1, 19, 39–42, 45, 49], in critical infrastructure defense [15, 25], or in pricing models [51]. Since bilevel problems can model highly complicated decision processes it is not surprising that they are also hard to solve. In [24, 43] it is shown that even the easiest instantiation, namely bilevel problems with linear upper and lower level, is strongly NP hard. Other hardness results can be found in [6]. Going even further, the hardness of $p$-level linear problems is studied in [46]. The more general case of mixed-integer linear bilevel problems is $\Sigma_2^p$-hard; cf. [54]. Moreover, checking local optimality for a given point is NP hard as well [71]. For general surveys of bilevel optimization see [5, 22–24] and [72] for a survey focusing on linear-linear bilevel problems.

For other optimization problems with similar hardness characteristics it is common to consider the computation of local optima or to develop approximation methods or heuristics that quickly deliver feasible points of good quality. See, e.g., the PhD thesis [8] for an overview about primal heuristics for mixed-integer (non)linear optimization problems. Such heuristics can then be applied as standalone procedures.
or as sub-procedures that are used to enhance the search process of exact, i.e., global, optimization methods. However, the development of primal heuristics for bilevel problems is much harder than for non-hierarchical problems. The reason is that a bilevel feasible point already needs to be a global optimum of an optimization problem—namely the follower’s problem. Thus, only a few heuristics are known for bilevel problems and most of them are tailored for a specific class of applications [12, 16, 27, 32, 47] or rely on meta-heuristic ideas; see, e.g., [52, 53, 57, 60], the book [68], or the references in Section 6.7 of [22]. In [3], the authors consider an approximation method in which only near-optimal solutions are considered for the costly lower-level problem. Recently, neural networks also have been applied to solve linear bilevel problems [44]. In summary, at least to the best of our knowledge, there seem to be much less primal heuristics for bilevel optimization compared to other NP hard optimization tasks like mixed-integer programming. Moreover, only a few algorithms are known for computing a local optimum of a linear bilevel problem; see, e.g., [21, 67] for problems without upper-level constraints or [25] for two heuristics for general mixed-integer linear bilevel problems. One of the latter heuristics is the so-called “Stationary Point Heuristic” that alternatingly solves the high-point relaxation for fixed lower-level variables and the primal lower-level problem for fixed upper-level solutions of the high-point relaxation. This method is related to the algorithm that we propose but differs in many important aspects. Moreover, we provide a detailed convergence analysis and an extensive numerical study, which is not the case in [25]. For penalty methods for bilevel optimization see, e.g., [2, 14].

The discussed “gap” in the bilevel literature is the main motivation for this paper. We develop a general-purpose primal heuristic for bilevel problems with (mixed-integer) linear or quadratic upper and linear or quadratic lower-level problems. The algorithm is based on the penalty alternating direction method (PADM) developed in [35] that has also been applied to other fields like gas transport optimization in [36, 37]. This also allows for a theoretical analysis of the method. We prove that the PADM converges to stationary points of an equivalent single-level reformulation of the bilevel problem using the strong duality theorem for the lower level. Finally, we evaluate the algorithm in a very extensive numerical study with over 2800 instances for each different class of bilevel problems—namely with (mixed-integer) linear or quadratic upper levels and linear or quadratic lower levels as well as for the same problems but with quadratic lower levels. We compare the outcomes of the PADM with the results of the classical KKT (Karush–Kuhn–Tucker) approach; cf., e.g., Chapter 3 of the book [24]. This comparison is carried out both in terms of running times and solution quality. It turns out that the PADM-based method clearly outperforms the KKT approach in both measures. Due to the good solution quality, the method can be used as a reasonable standalone algorithm and due to the very fast running times, it can also serve as a sub-procedure in global methods for solving mixed-integer bilevel problems like, e.g., [7, 28, 56].

The remainder of the paper is structured as follows. In Section 2, we start by introducing linear-linear (LP-LP) bilevel problems and illustrate the strong-duality based single-level reformulation for this class of problems. The following Section 3 introduces the basics of alternating direction methods (ADMs) and reviews the extension of penalty ADMs (PADMs). The main convergence results of ADMs and PADMs are also given in this section. Section 4 then shows how to apply the PADM to LP-LP bilevel problems, states the convergence results for PADMs applied to bilevel problems, and also explains the extension to bilevel problems with a mixed-integer quadratic upper level (MIQP-LP bilevel problems). In Section 5, we show how to extend the previously discussed ideas for bilevel problems with quadratic follower problems. The numerical results are presented in Section 6 and
the paper closes with a conclusion and some comments on possible future research directions in Section 7.

2. Problem Statement and Single-Level Reformulation

We start by considering linear bilevel problems of the form

\[
\begin{align*}
& \min_{x,y} \quad c^\top x + d^\top y \\
& \text{s.t.} \quad Ax + By \geq a, \\
& \quad y \in \arg\max_y \{e^\top \bar{y} : Cx + D\bar{y} \leq b\},
\end{align*}
\]

with objective function coefficient vectors \(c \in \mathbb{R}^n\), \(d,e \in \mathbb{R}^m\), right-hand side vectors \(a \in \mathbb{R}^k\), \(b \in \mathbb{R}^\ell\), and matrices \(A \in \mathbb{R}^{k \times n}\), \(B \in \mathbb{R}^{k \times m}\), \(C \in \mathbb{R}^{\ell \times n}\), \(D \in \mathbb{R}^{\ell \times m}\). We refer to \(x\) as the upper-level variables (or leader decisions) and to \(y\) as the lower-level variables (or follower decisions). The Problem (1a), (1b) is called the upper-level problem and (1c) is the lower-level problem.

Considered as a parametric linear optimization problem (LP), the lower-level problem reads

\[
\begin{align*}
& \max_y \quad e^\top y \\
& \text{s.t.} \quad Dy \leq b - C\bar{x},
\end{align*}
\]

where the leader’s decision \(\bar{x}\) is the parameter of the problem. For more information on parametric optimization in the context of bilevel optimization we refer to Chapter 4 of the book [23]. The dual problem of Problem (2) is given by

\[
\begin{align*}
& \min_{\lambda} \quad (b - C\bar{x})^\top \lambda \\
& \text{s.t.} \quad D^\top \lambda = e, \\
& \quad \lambda \geq 0.
\end{align*}
\]

Note that the dual polyhedron \(D := \{\lambda \in \mathbb{R}^\ell : D^\top \lambda = e, \lambda \geq 0\}\) does not depend on primal upper-level variables. By applying the strong duality theorem to the lower-level problem, one can equivalently reformulate the bilevel problem (1) to the single-level problem

\[
\begin{align*}
& \min_{x,y,\lambda} \quad c^\top x + d^\top y \\
& \text{s.t.} \quad Ax + By \geq a, \\
& \quad Cx + Dy \leq b, \\
& \quad D^\top \lambda = e, \\
& \quad \lambda \geq 0, \\
& \quad e^\top y - b^\top \lambda + x^\top C^\top \lambda \geq 0.
\end{align*}
\]

Note that every point \((x, y, \lambda)\) that satisfies Constraints (4b)–(4e) always satisfies

\[
e^\top y - b^\top \lambda + x^\top C^\top \lambda \leq 0
\]

by weak duality of linear optimization; see, e.g., [18]. This together with Constraint (4f) thus implies the strong duality condition and hence lower-level optimality. As a consequence, Problem (1) and (4) are equivalent in the following way: \((x^*, y^*)\) is a solution of Problem (1) if and only if there exists a \(\lambda^*\) such that \((x^*, y^*, \lambda^*)\) is a solution of Problem (4). We also remark that, in the case of multiplicities in the solution set of the lower level, one typically has to take care about optimistic vs. pessimistic solutions [23]. In the case of the single-level reformulation (4), we however always obtain an optimistic solution.
Theorem 1. Let \( \{(x^i, y^i)\}_{i=0}^{\infty} \) be a sequence with \((x^{i+1}, y^{i+1}) \in \Theta(x^i, y^i)\), where \( \Theta(x^i, y^i) := \{(x^*, y^*): f(x^*, y^*) \leq f(x, y^*) \forall x \in X; \ f(x^*, y^*) \leq f(x^*, y) \forall y \in Y\} \).
Converges to a partial minimum. For two limit points holds:

Suppose that Assumption 1 holds and that the solution of the first optimization problem is always unique. Then, every convergent subsequence of $\{(x^i, y^i)\}_{i=0}^{\infty}$ converges to a partial minimum. For two limit points $z, z'$ of such subsequences it holds that $f(z) = f(z')$.

For what follows, we also note that stronger convergence results can be obtained if stronger assumptions on $f$ and $\Omega$ are made. For later reference, we state these results as a corollary; see [35, 36, 38, 73] for the proofs and more detailed discussions.

**Corollary 1.** Suppose that the assumptions of Theorem 1 hold. Then, the following holds:

(i) If $f$ is continuously differentiable, then every convergent subsequence of $\{(x^i, y^i)\}_{i=0}^{\infty}$ converges to a stationary point of Problem (5).

(ii) If $f$ is continuously differentiable and if $f$ and $\Omega$ are convex, then every convergent subsequence of $\{(x^i, y^i)\}_{i=0}^{\infty}$ converges to a global minimum of Problem (5).

Let us comment on the main rationale of the alternating direction method discussed so far. The considered Problem (5) can be seen as a quasi block-separable problem, where the blocks are given by the variables $x$ and $y$ as well as their respective feasible sets $X$ and $Y$. We add the notion “quasi” here since there still are the constraints $g$ and $h$ that couple the feasible sets of the two blocks. The main idea of an ADM is to alternatingly solve in the directions of the blocks separately until the method stagnates.

In practice it can often be observed that an even stronger decoupling of Problem (5) is favorable [11, 35–37]. Thus, we now go one step further and relax the coupling constraints $g$ and $h$. To this end, we introduce the weighted $\ell_1$ penalty function

$$\phi_1(x, y; \mu,\rho) := f(x, y) + \sum_{t=1}^{k} \mu_t |g_t(x, y)| + \sum_{t=1}^{\ell} \rho_t [h_t(x, y)]^-.$$  

Here, $[\alpha]^− := \max \{0,−\alpha\}$ holds and $\mu$ and $\rho$ are vectors of penalty parameters of size $k$ and $\ell$, respectively. The penalty ADM consists of an inner and an outer loop. In the inner loop we apply a standard ADM like in Algorithm 1 to the penalty problem

$$\min_{x,y} \phi_1(x,y; \mu,\rho) \quad \text{s.t.} \quad x \in X, \ y \in Y.$$  

(6)

If this inner loop iteration terminates with a partial minimum of Problem (6), we check whether the coupling constraints are satisfied. If they are, we terminate. If not, we increase the penalty parameters and proceed with computing a partial minimum of the new penalty problem in the next inner loop. This algorithm is formally stated in Algorithm 2. For later reference, we also state the convergence
Theorem 2. Suppose that Assumption 1 holds and that \( \mu^j_t \to \infty \) for all \( t = 1, \ldots, k \) and \( \rho^j_t \to \infty \) for all \( t = 1, \ldots, \ell \). Moreover, let \( \{(x^j_t, y^j_t)\}_{j=0}^\infty \) be a sequence of partial minima of (6) (for \( \mu = \mu^j \) and \( \rho = \rho^j \)) generated by Algorithm 2 with \((x^j_t, y^j_t) \to (x^*, y^*)\). Then, there exist weights \( \bar{\mu}, \bar{\rho} \geq 0 \) such that \((x^*, y^*)\) is a partial minimizer of the weighted \( \ell_1 \) feasibility measure

\[
\chi_{\bar{\mu}, \bar{\rho}}(x, y) := \sum_{t=1}^{k} \bar{\mu}_t |g_t(x, y)| + \sum_{t=1}^{\ell} \bar{\rho}_t [h_t(x, y)] -
\]

If, in addition, \((x^*, y^*)\) is feasible for the original problem (5), the following holds:

(i) If \( f \) is continuous, then \((x^*, y^*)\) is a partial minimum of (5).

(ii) If \( f \) is continuously differentiable, then \((x^*, y^*)\) is a stationary point of (5).

(iii) If \( f \) is continuously differentiable and if \( f \) and \( \Omega \) are convex, then \((x^*, y^*)\) is a global optimum of (5).

4. Applying the PADM to Linear Bilevel Problems

In this section, we apply the PADM to the single-level reformulation (4) of the original linear bilevel problem (1). As already discussed at the end of Section 2, the problematic constraint is the strong duality inequality (4f). This is due to two reasons. On the one hand, it is the only nonlinear constraint and thus the reason for the nonconvexity of the problem. On the other hand, it is the only constraint that couples the variable blocks \((x, y)\) and \( \lambda \). Thus, we relax this constraint and obtain the penalty problem reformulation

\[
\begin{align*}
\min_{x, y, \lambda} & \quad c^\top x + d^\top y + \rho \left[ e^\top y - b^\top \lambda + x^\top C^\top \lambda \right]^- \\ 
\text{s.t.} & \quad Ax + By \geq a, 
\quad Cx + Dy \leq b, 
\quad D^\top \lambda = e, 
\quad \lambda \geq 0.
\end{align*}
\]

Moreover, we smoothen the penalty term by exploiting weak duality and obtain the equivalent penalty problem

\[
\begin{align*}
\min_{x, y, \lambda} & \quad c^\top x + d^\top y + \rho \left( b^\top \lambda - x^\top C^\top \lambda - e^\top y \right) \\ 
\text{s.t.} & \quad (7b)-(7e),
\end{align*}
\]

which is a smooth but still nonconvex optimization problem. To be more specific, Problem (8) is an indefinite quadratic optimization problem. A closer look also reveals that Problem (8) is exactly of the form in (6) if the first block of variables is \((x, y)\) and if the second block of variables is \( \lambda \). Thus, the splitting of the feasible set is obtained by identifying\(^1\)

\[
\begin{align*}
x \in X & \quad \longleftrightarrow \quad \text{Constraints (7b), (7c)}, \\
y \in Y & \quad \longleftrightarrow \quad \text{Constraints (7d), (7e)}.
\end{align*}
\]

Note further that this splitting corresponds to a primal-dual splitting of the single-level reformulation (4). Given this splitting, the first sub-problem that needs to be

\(^1\)Note that in (9), \( x \) and \( y \) denote the variable blocks of the general problem formulation (5). All other occurrences of \( x \) and \( y \) in this and the following sections stand for the respective upper- and lower-level variables of the considered bilevel problem.
solved if we apply Algorithm 2 to Problem (8) reads
\[
\begin{align*}
\min_{x,y} & \quad c^\top x + d^\top y - \rho \left( (C^\top \lambda)^\top x + e^\top y \right) \\
\text{s.t.} & \quad Ax + By \geq a, \quad Cx + Dy \leq b,
\end{align*}
\]
where \( \lambda \) is a given constant vector and where we already omitted the constant objective function term \( b^\top \lambda \). This problem has the same feasible set as the classical high-point relaxation of the original bilevel problem (1); see, e.g., [56]. However, the objective function coefficients are modified in dependence of the penalty parameter \( \rho \), the current dual estimate \( \lambda \), and the lower-level objective function coefficients \( e \).

The second sub-problem is equivalent to
\[
\begin{align*}
\min_{\lambda} & \quad (b - Cx)^\top \lambda \\
\text{s.t.} & \quad D^\top \lambda = e, \\
& \quad \lambda \geq 0,
\end{align*}
\]
which is exactly the dual lower-level problem (3). Here, three interesting aspects can be observed. First, the second sub-problem only depends on the upper level’s primal variables \( \bar{x} \)—not on the lower level’s primal variables \( \bar{y} \). The reason is that we again omit constant terms in the objective function, i.e., \( c^\top \bar{x} + d^\top \bar{y} - \rho e^\top \bar{y} \). Second, sub-problem (11) does not depend on the penalty parameter \( \rho \) anymore since it only scales the remaining objective function. Third, the second sub-problem may be unbounded for a given estimate for \( \bar{x} \). This means that the primal lower-level problem is infeasible for the upper-level decision \( \bar{x} \). One can think of several ideas to resolve this situation, e.g., starting the PADM again from a different initial solution or excluding the upper-level solution \( \bar{x} \) from sub-problem (10). However, in our numerical studies (cf. Section 6), it turns out that this problem happens only rarely. We thus refrain from a detailed analysis.

By using Corollary 1 and Theorem 2 we now state two theoretical results for the PADM algorithm 2 applied to Problem (4).

**Theorem 3.** Consider the inner loop of Algorithm 2 applied to Problem (8) for a fixed penalty parameter \( \rho > 0 \) and let \( \{(x^i, y^i, \lambda^i)\}_{i=0}^{\infty} \) be the generated sequence of iterates. Moreover, let one of the two sub-problems (10) or (11) always have a unique solution. Then, every convergent subsequence of \( \{(x^i, y^i, \lambda^i)\}_{i=0}^{\infty} \) converges to a stationary point of the penalty problem (8).

**Proof.** The feasible set of Problem (8) is a polyhedron and thus convex and the objective function is continuously differentiable but nonconvex. Thus, Case (i) of Corollary 1 applies.

Regarding the obtained stationary points, two possible situations may appear. First, the stationary point may have a strong duality error
\[
\chi^{sd}(x, y, \lambda) := |e^\top y - b^\top \lambda + x^\top C^\top \lambda|
\]
of zero, which means that the stationary point is also bilevel feasible. Second, the stationary point has a non-zero strong duality error \( \chi^{sd}(x, y, \lambda) > 0 \) and is thus not bilevel feasible. The latter case then motivates to proceed with a larger penalization of the strong duality term.

By applying the same arguments and that the single-level reformulation Problem (4) is equivalent to the original bilevel problem (1), Theorem 2 implies the following main convergence result.

**Theorem 4.** Suppose that \( \rho^j \nearrow \infty \) holds and let \( \{(x^j, y^j)\}_{j=0}^{\infty} \) be a sequence of stationary points of (8) (for \( \rho = \rho^j \)) generated by Algorithm 2 applied to Problem (4)
with \((x^j, y^j) \to (x^*, y^*)\) for \(j \to \infty\). Then, \((x^*, y^*)\) is a stationary point of the strong duality error \(\chi^{sd}\). If, in addition, \((x^*, y^*)\) is bilevel feasible, i.e., the strong duality error \(\chi^{sd}\) is zero, then \((x^*, y^*)\) is a stationary point of Problem (4).

We close the discussion of applying an PADM to linear bilevel problems with three remarks.

**Remark 1.** Note that Theorem 4 “only” makes a statement regarding stationary points of the single-level reformulation (4) and not about the original bilevel problem. In general, a stationary point of the Problem (4) does not need to be a stationary point of the bilevel problem, which is shown in [20] for the equivalent setting of a single-level reformulation based on KKT conditions of the lower level. Although we thus do not have any theoretical quality guarantee for the bilevel feasible points obtained by our method, we later show in our numerical results in Section 6 that, in practice, the quality of the obtained solutions is very good.

**Remark 2.** A crucial assumption of Theorem 3 (and that is also implicitly present in Theorem 4) is that one of the two PADM sub-problems always needs to have a unique solution. In the context of bilevel optimization this is strongly connected to the topic of unique lower-level solutions. It is well known that a bilevel problem can be very ill-behaved if its lower-level problem does not possess a unique solution for all possible decisions of the leader. Moreover, it is also folklore knowledge that the development of stable solution methods is much harder in the case of ambiguities in the lower level. Almost the same situation appears in the previous theorems despite the fact that dual uniqueness is required instead of primal uniqueness of the lower level if one considers the uniqueness of the second PADM sub-problem. Uniqueness of the first PADM sub-problem translates to unique solutions of the extended high-point relaxation (10). For a more thorough discussion of this topic we refer to Chapter 7 of the book [23].

**Remark 3.** The approach described in this section can also be applied to bilevel problems for which the upper level contains integrality constraints and a convex-quadratic objective function, i.e., problems of the form

\[
\begin{align*}
\min_{x,y} & \quad \frac{1}{2} x^\top H_u x + c^\top x + \frac{1}{2} y^\top G_u y + d^\top y \\
\text{s.t.} & \quad Ax + By \geq a, \\
& \quad x_i \in \mathbb{Z} \subset \mathbb{Z} \quad \text{for all} \quad i \in I \subseteq \{1, \ldots, n\}, \\
& \quad y \in \arg \max_y \{ e^\top \bar{y} : Cx + D\bar{y} \leq b \},
\end{align*}
\]

with symmetric and positive semidefinite matrices \(H_u \in \mathbb{R}^{n \times n}\) and \(G_u \in \mathbb{R}^{m \times m}\). This does not affect the second PADM sub-problem at all. However, the first PADM sub-problem (10) is a convex-quadratic problem (QP) for \(I = \emptyset\) and a mixed-integer convex-quadratic problem (MIQP) for \(I \neq \emptyset\). Solving (MI)QPs to global optimality in every iteration may have significant impact on the performance of the PADM. This is analyzed in Section 6.

Up to now, we only considered bilevel problems with a linear follower problem. It is quite natural to extend the developed approach to bilevel problems with quadratic follower problems. This is addressed in the following section.
5. Extension to Quadratic Follower Problems

Consider a bilevel problem with a quadratic upper level and a quadratic lower level:

\[
\min_{x,y} q_u(x, y) = \frac{1}{2} x^\top H_u x + c^\top x + \frac{1}{2} y^\top G_u y + d^\top y
\]

s.t. \( Ax + By \geq a \) \hspace{1cm} (13a)

\( y \in \arg \max_y \left\{ q_l(\bar{y}) = \frac{1}{2} \bar{y}^\top G_l \bar{y} + e^\top \bar{y} : Cx + Dy \leq b \right\} \). \hspace{1cm} (13c)

According to Remark 3, \( H_u \in \mathbb{R}^{n \times n} \) and \( G_u \in \mathbb{R}^{m \times m} \) are symmetric and positive semidefinite matrices. Further, \( G_l \in \mathbb{R}^{m \times m} \) is a symmetric and negative definite matrix, which is required to ensure that the follower’s problem has a unique solution. In this setup, \( q_u(\cdot, \cdot) \) is convex and \( q_l(\cdot) \) is strictly concave. As a result, the upper-level problem is a convex QP and, for fixed upper-level variables, the lower level is a strictly concave QP; i.e., it is a parametric concave-quadratic problem. Using the same ideas as before leads to the single-level reformulation

\[
\min_{x,y,\lambda,\mu} q_u(x, y) = \frac{1}{2} x^\top H_u x + c^\top x + \frac{1}{2} y^\top G_u y + d^\top y \hspace{1cm} (14a)
\]

s.t. \( Ax + By \geq a \), \hspace{1cm} (14b)

\( Cx + Dy \leq b \), \hspace{1cm} (14c)

\( G_l \mu + D^\top \lambda = e \), \hspace{1cm} (14d)

\( \lambda \geq 0 \), \hspace{1cm} (14e)

\[
\frac{1}{2} y^\top G_l y + \frac{1}{2} \mu^\top G_l \mu + e^\top y - b^\top \lambda + x^\top C^\top \lambda \geq 0.
\] \hspace{1cm} (14f)

See Appendix A for a detailed derivation of this reformulation. Relaxing the strong duality inequality (14f) yields the following smoothed convex-quadratic penalty reformulation:

\[
\min_{x,y,\lambda,\mu} \frac{1}{2} x^\top H_u x + c^\top x + \frac{1}{2} y^\top G_u y + d^\top y
\]

\[
- \rho \left( \frac{1}{2} y^\top G_l y + \frac{1}{2} \mu^\top G_l \mu + e^\top y - b^\top \lambda + x^\top C^\top \lambda \right)
\] \hspace{1cm} (15a)

s.t. \( Ax + By \geq a \), \hspace{1cm} (15b)

\( Cx + Dy \leq b \), \hspace{1cm} (15c)

\( G_l \mu + D^\top \lambda = e \), \hspace{1cm} (15d)

\( \lambda \geq 0 \). \hspace{1cm} (15e)

This results in the two PADM sub-problems

\[
\min_{x,y} \frac{1}{2} x^\top H_u x + c^\top x + \frac{1}{2} y^\top G_u y + d^\top y
\]

\[
- \rho \left( \frac{1}{2} y^\top G_l y + (C^\top \lambda)^\top x + e^\top y \right)
\] \hspace{1cm} (16a)

s.t. \( Ax + By \geq a \), \hspace{1cm} (16b)

\( Cx + Dy \leq b \). \hspace{1cm} (16c)
and

\[
\begin{align*}
\min_{\lambda, \mu} & \quad -\frac{1}{2} \mu^T G_{1} \mu - (C \bar{x} - b)^T \lambda \\
\text{s.t.} & \quad G_{1} \mu + D^T \lambda = c, \\
& \quad \lambda \geq 0.
\end{align*}
\] (17a)

(17b)

(17c)

Still, the first PADM sub-problem (16) has the same feasible region as the high point relaxation and the second PADM sub-problem (17) is exactly the dual lower-level problem. Compared to the case of linear follower problems, two differences can be observed:

(i) The penalty term in the objective function (16b) is now convex-quadratic.
(ii) The second PADM sub-problem is a convex QP (compared to an LP in the linear case) with additional variables \( \mu \). The latter results in a weaker coupling of the two PADM sub-problems.

Since the objective function of the first PADM sub-problem is already quadratic, (i) is not expected to have a strong impact on the performance of the entire method. However, it is not a-priorily clear, how the structural change described in (ii) affects the practical performance of the PADM. This is discussed in more detail in Section 6.

We close this section with some final remarks.

**Remark 4.** Looking back on the last sections, we see that the described approach makes use of two main structural properties of the tackled bilevel problems:

(i) The possibility of replacing the follower’s problem by its primal and dual constraint set and an additional inequality, which is based on strong duality and that ensures lower-level optimality. Moreover, the reformulation needs to be decomposable w.r.t. the respective variable blocks.

(ii) The ability of solving the PADM sub-problems to global optimality.

The first condition holds convex lower-level problems. The second prerequisite is related to what is considered to be solvable to global optimality in practice. From the point of view of complexity theory, convex problems can be solved efficiently, i.e., in polynomial time. However, in practice, many mixed-integer linear (or even quadratic) problems can also be solved rather effectively. Going further, even the class of MINLP-QP bilevel problems can be tackled with the approach presented in this paper if the arising MINLPs can be solved effectively in practice.

6. Numerical Results

In this section, we present the numerical results obtained with the algorithm developed in the preceding sections. In Section 6.1, we first describe our computational setup, discuss some implementation details, and present the instance sets. Section 6.2 contains the numerical results for bilevel problems with a linear lower-level problem. First, we present results for LP-LP bilevel problems and we afterward also analyze the proposed PADM applied to QP-LP, MILP-LP, and MIQP-LP bilevel problems. In Section 6.3, we present numerical results for the extension to quadratic follower problems as discussed in Section 5.

The PADM of Algorithm 2 can be seen as a heuristic for bilevel optimization problems. Thus, its goal is to compute bilevel feasible points of good quality as fast as possible. In order to compare the performance of the PADM with a standard approach for solving bilevel problems with a convex lower level, we also implemented the classical KKT reformulation of the bilevel problems. Here, the resulting KKT complementarity constraints are interpreted as disjunctive constraints and are reformulated using binary variables; see [33] or [34]. Given the bilevel problem (13),
the KKT reformulation leads to the MIQP
\[
\begin{align*}
\min_{x,y,\lambda,z} & \quad \frac{1}{2} x^T H_u x + c^T x + \frac{1}{2} y^T G_u y + d^T y \\
\text{s.t.} & \quad Ax + By \geq a, \quad Cx + Dy \leq b, \quad -G_l y + D^T \lambda = e, \quad \lambda \geq 0, \\
& \qquad z_i \in \{0,1\}, \quad \lambda_i \leq M z_i, \quad (b - Cx - Dy)_i \leq (1 - z_i)M, \quad i = 1,\ldots,\ell,
\end{align*}
\]
which is equivalent to (13) for a sufficiently large constant \(M\). Note that the latter mixed-integer constraint models KKT complementarity conditions. Further, additional integrality constraints in the upper level lead to a straightforward extension of the KKT reformulation (18). Solving this reformulation with a state-of-the-art MILP solver and terminating with the first bilevel feasible solution mimics a heuristic that we use as a benchmark for the running times. Of course, MILP solvers are not specifically designed to compute feasible points of good quality of a special bilevel reformulation quickly. However, state-of-the-art solvers like Gurobi are equipped with many powerful primal heuristics, which renders this approach also a feasible benchmark for both running times and solution quality. In the following, we label this benchmark approach with KKT-FF (where “FF” stands for “first feasible”). To further evaluate the overall quality of the feasible points computed with the PADM, we also consider a second benchmark by running the MILP solver applied to the KKT reformulation significantly longer. In the best case, this allows to compare the objective function values obtained by PADM with the optimal objective function values. If the optimal solutions cannot be computed within a reasonable time limit, this approach still delivers a best (lower) bound that can be used for comparison. We label this second benchmark approach with KKT-OPT.

6.1. Computational Setup, Implementation Details, and Test Sets. The PADM and all models have been implemented using C++-11 and have been compiled using GCC 7.3.0. The (MI)QP and (MI)LP models are solved with Gurobi 8.0.1 using its C interface. All computational experiments have been executed on a compute cluster; see [62] for the details about installed hardware.

For our computations we parameterized the penalty ADM of Algorithm 2 as follows. For solving the first PADM sub-problem, we initialize the lower-level’s dual variable by the dual feasible point that we obtain by solving (11) with a zero objective function. The initial penalty parameter is 1 and the update is realized by doubling the parameter. We impose a total iteration limit of 100 and a time limit of 300 s. For numerical reasons, we also terminate the method if the penalty parameter’s upper bound of \(10^{10}\) is achieved. Strong duality is checked with a relative tolerance of \(10^{-4}\), i.e., we terminate with a bilevel feasible point if \(\chi^{ad}(x, y, \lambda)/|e^T y| \leq 10^{-4}\) holds. The check for partial minima uses a tolerance of \(10^{-6}\). This means, we terminate the \(j\)th penalty iteration if \(\|((x^{j,1}, y^{j,1}) - (x^{j,i-1}, y^{j,i-1}))_{\infty} \leq 10^{-6}\) holds for some inner iteration \(i\). All Gurobi tolerances and parameters are set to their default values.

The implementation details of KKT-FF are the following. As for the PADM, we set the time limit to 300 s. Our preliminary numerical experiments revealed that Gurobi’s default settings may lead to integer-feasible points (within the standard tolerances of Gurobi) of the KKT reformulation that numerically violate the KKT complementarity constraints. Thus, we tightened Gurobi’s integer feasibility tolerance to \(10^{-9}\). The default value of the parameter IntFeasTol is \(10^{-5}\). To further improve the numerical stability our preliminary numerical experiments also revealed that a NumericFocus parameter value of 3 is favorable, which results in increased numerical
Table 1. The complete test set.

<table>
<thead>
<tr>
<th>Instance Set</th>
<th>Ref.</th>
<th>Source</th>
<th>Web</th>
<th>Size</th>
<th>Constr.</th>
<th>Structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLIQUE</td>
<td>[32]</td>
<td>—</td>
<td>[29]</td>
<td>60</td>
<td>0/100</td>
<td>all</td>
</tr>
<tr>
<td>GENERALIZED</td>
<td>[32]</td>
<td>—</td>
<td>[29]</td>
<td>90</td>
<td>50/50</td>
<td>all</td>
</tr>
<tr>
<td>GK</td>
<td>—</td>
<td>—</td>
<td>[29]</td>
<td>33</td>
<td>all</td>
<td>all</td>
</tr>
<tr>
<td>IMKP</td>
<td>[30]</td>
<td>[63]</td>
<td>[29]</td>
<td>144</td>
<td>all</td>
<td>all</td>
</tr>
<tr>
<td>INTOSUM</td>
<td>—</td>
<td>—</td>
<td>[61]</td>
<td>8</td>
<td>50/50</td>
<td>all</td>
</tr>
<tr>
<td>INTER-CLIQUE</td>
<td>[69]</td>
<td>—</td>
<td>[29]</td>
<td>80</td>
<td>0/100</td>
<td>all</td>
</tr>
<tr>
<td>INTER-FIRE</td>
<td>[4]</td>
<td>—</td>
<td>[29]</td>
<td>72</td>
<td>0/100</td>
<td>all</td>
</tr>
<tr>
<td>KP</td>
<td>[32]</td>
<td>—</td>
<td>[29]</td>
<td>450</td>
<td>0/100</td>
<td>all</td>
</tr>
<tr>
<td>MIPLIB</td>
<td>[31]</td>
<td>[9]</td>
<td>[29]</td>
<td>60</td>
<td>0/100</td>
<td>all</td>
</tr>
<tr>
<td>MIPLIB2010</td>
<td>—</td>
<td>[50]</td>
<td>—</td>
<td>261</td>
<td>all</td>
<td>all</td>
</tr>
<tr>
<td>MIPLIB2017</td>
<td>—</td>
<td>[55]</td>
<td>—</td>
<td>654</td>
<td>all</td>
<td>all</td>
</tr>
<tr>
<td>OR</td>
<td>—</td>
<td>—</td>
<td>[17]</td>
<td>[29]</td>
<td>810</td>
<td>all</td>
</tr>
<tr>
<td>XUWANG</td>
<td>[74]</td>
<td>—</td>
<td>[29, 75]</td>
<td>101</td>
<td>50/50</td>
<td>all</td>
</tr>
<tr>
<td>XUWANG-LARGE</td>
<td>[28]</td>
<td>[74]</td>
<td>[29]</td>
<td>60</td>
<td>50/50</td>
<td>all</td>
</tr>
</tbody>
</table>

accuracy. In addition, we implemented a Gurobi callback that checks for every integer-feasible solution found if it indeed satisfies strong duality. As for the PADM, we only terminate, if $\chi^{sd}(x, y, \lambda)/|e^Ty| \leq 10^{-4}$. Note that we left the Gurobi parameter MIPFocus at its default value 0 (automatic). Our numerical experiments revealed that a setting that favors finding feasible points quickly (MIPFocus = 1), which is the main focus here, does not improve the running times of the KKT approach. One crucial issue for the KKT approach is the choice of the big-$M$ constant used in the binary reformulation of the KKT complementarity constraints. Although there exist some strategies for choosing reasonable values, in general, this choice is heuristically. See the recent papers [48, 58, 59] for a thorough discussion of this issue. Here, we choose a value of $10^8$. Let us emphasize that, in contrast to the KKT reformulation, the PADM approach does not involve any big-$M$ and is thus more reliable and stable from a numerical point of view.

For KKT-OPT, we set the time limit to 900 s and return the best solution that satisfies the bilevel feasibility criterion $\chi^{sd}(x, y, \lambda)/|e^Ty| \leq 10^{-4}$ found within this limit. All other parameters are set to the same values as for KKT-FF.

Our test set is based on various MILP-MILP bilevel instance sets from the literature and on new MILP-MILP bilevel instances created from the MIPLIB2010 [50] and the MIPLIB2017 [55]. Every instance from the latter two libraries has been converted to three mixed-integer bilevel problems by considering the first 50% of the variables to be upper-level variables and the remaining variables to be lower-level variables, and by splitting the constraints in the following ways:

(i) All constraints are considered to belong to the upper level.

(ii) The first 50% of the constraints are considered to be upper-level constraints, the other 50% of the constraints are considered to be lower-level constraints.

(iii) All constraints are considered to be lower-level constraints.

In all three cases, the lower-level objective function is the same as the upper-level objective function but restricted to the lower-level variables and with flipped optimization direction.

In Table 1 we list the details of the instance sets that we used. We specify—if available—the reference of the corresponding publication (“Ref.”), a reference to the underlying single-level test set (“Source”), and a reference to a website on which the instances can be downloaded (“Web”). In addition, we specify the number
of instances per test set (“Size”) and the structure of the constraints (“Constr. Structure”). By 0/100, we indicate that at most one constraint belongs to the upper level. The “at most one” stems from interdiction instances for which all constraints belong to one level and an additional constraint models the interdiction budget of the other level; see, e.g., [13, 30, 64] for more details on interdiction problems. Similarly, 100/0 means that at most one constraint belongs to the lower level and 50/50 specifies that 50% of the constraints belong to each level. Consequently, “all” in Table 1 means that all of the three types of constraint structures appear in the respective instance set. We point out that we do not consider simple variable bounds as constraints in this context. The instance set OR does not fit to any of the mentioned patterns and is thus labeled with “—”. For each instance of the OR test set exist three variants. All three variants have a fixed number of constraints that are always assigned to the lower level. In addition there is a (smaller) number of constraints that is distributed in various ways to the upper and lower level, namely, (i) all but one constraint are assigned to the upper level, (ii) 50% each are assigned to the upper and lower level, and (iii) all but one constraint are assigned to the lower level.

In total, our test set contains 2883 instances, which—at least to the best of our knowledge—the largest test set of bilevel problems considered in the literature. To obtain suitable LP-LP or MILP-LP instances, we relax the integrality constraints in both levels or only in the lower level, respectively. Furthermore, we randomly generated symmetric positive semidefinite matrices \( H_u \) and \( G_u \) as well as symmetric and negative definite matrices \( G_l \) to extend (MI)LP-LP instances to (MI)QP-LP and (MI)QP-QP instances. For each instance, we randomly generated quadratic matrices \( Q \), \( R \), and \( S \) of suitable sizes with integer entries in \([-\sqrt{\sigma}, \sqrt{\sigma}]\) with \( \sigma = \max\{\|c\|_\infty, \|d\|_\infty\} \). We then computed \( H_u = Q^\top Q \), \( G_u = R^\top R \), and \( G_l = -(S^\top S + D) \), where \( D \) is a diagonal matrix with entries in \([1, \sqrt{\sigma}]\) to ensure that \( G_l \) is negative definite. We display the sizes and densities of the generated matrices in Figure 1.

6.2. Bilevel Problems with a Linear Follower Problem. We first evaluate the PADM for LP-LP bilevel problems in terms of running times and solution quality by comparing the results with KKT-FF and KKT-OPT, respectively. For this analysis, we filter out some instances as summarized in Table 2. Out of the 2883 instances,
Table 2. Characteristic numbers of the different bilevel problem classes for the 2883 instances per class.

<table>
<thead>
<tr>
<th>Class</th>
<th>Easy</th>
<th>Hard</th>
<th>Inf</th>
<th>FalseM</th>
<th>Rem</th>
<th>FInf</th>
<th>Feas</th>
<th>Unb2</th>
<th>Feas</th>
</tr>
</thead>
<tbody>
<tr>
<td>LP-LP</td>
<td>1705</td>
<td>21</td>
<td>200</td>
<td>33</td>
<td>924</td>
<td>18</td>
<td>484</td>
<td>0</td>
<td>921</td>
</tr>
<tr>
<td>QP-LP</td>
<td>591</td>
<td>488</td>
<td>219</td>
<td>63</td>
<td>1522</td>
<td>119</td>
<td>1073</td>
<td>11</td>
<td>1478</td>
</tr>
<tr>
<td>MILP-LP</td>
<td>1178</td>
<td>127</td>
<td>205</td>
<td>17</td>
<td>1356</td>
<td>19</td>
<td>998</td>
<td>5</td>
<td>1112</td>
</tr>
<tr>
<td>MIQP-LP</td>
<td>248</td>
<td>768</td>
<td>220</td>
<td>12</td>
<td>1635</td>
<td>60</td>
<td>1364</td>
<td>5</td>
<td>672</td>
</tr>
</tbody>
</table>

Figure 2. Log-scaled performance profile for the running times (left) and ECDFs for the relative gaps (right) of PADM (solid), KKT-FF (dashed) and KKT-OPT (dot-dashed) applied to the LP-LP bilevel instances.

1705 instances are solved by both methods in less than 1 s (labeled as “Easy” in Table 2) and thus are left out. For 21 instances both methods could neither find a bilevel feasible point nor prove infeasibility. These instances are considered as too hard and are left out as well (“Hard”). In addition, 200 instances are infeasible (“Inf”). In fact, detecting infeasibility is a non-trivial task. For 80 instances, either the first or the second PADM sub-problem is infeasible. In the former case, the high point relaxation is infeasible. The latter case implies that the dual lower level is infeasible, which renders the primal lower-level problem infeasible or unbounded. In both cases we know for sure that the bilevel instance is infeasible. For the remaining 120 infeasible instances the KKT approaches terminated with infeasibility, while the PADM approach did not converge within the time and iteration limit. Although this is not a proof of infeasibility (potentially, the big-M of the KKT approach could be chosen too small), it is very likely that these instances are indeed infeasible and we thus exclude them from the test set. We also exclude 33 instances, for which the best bound provided by KKT-OPT is larger than the objective value of the bilevel feasible point provided by PADM. The reason for this behavior is a big-M that is too small (“FalseM”). The remaining 924 instances (“Rem”) are considered for the analysis of running times and solution qualities. For these instances, the case of an unbounded sub-problem (11) (“Unb2”) never occurred but we detected 18 instances for which the KKT approach wrongly reported infeasibility (“FInf”). We consider the latter instances as unsolved. Finally, column “Feas” denotes the number of instances for which the respective method found a bilevel feasible point.

Figure 2 (left) shows a log-scaled performance profile according to [26] comparing the running times of PADM and KKT-FF. Since KKT-OPT is totally dominated by
Table 3. Running times of PADM and KKT-FF for all analyzed classes of bilevel problems with a linear lower level.

<table>
<thead>
<tr>
<th>Class</th>
<th>LP-LP</th>
<th>QP-LP</th>
<th>MILP-LP</th>
<th>MIQP-LP</th>
</tr>
</thead>
<tbody>
<tr>
<td>PADM</td>
<td>Mean</td>
<td>Med</td>
<td>Mean</td>
<td>Med</td>
</tr>
<tr>
<td></td>
<td>5.6</td>
<td>0.1</td>
<td>31.4</td>
<td>5.8</td>
</tr>
<tr>
<td>KKT-FF</td>
<td>142.9</td>
<td>50.3</td>
<td>82.9</td>
<td>11.5</td>
</tr>
<tr>
<td>KKT-OPT</td>
<td>570.9</td>
<td>900.0</td>
<td>577.7</td>
<td>900.0</td>
</tr>
</tbody>
</table>

KKT-FF by construction we leave it out for the running times analysis. Obviously, the PADM significantly outperforms KKT-FF. Out of the 924 instances, 921 single-level reformulations can be solved to stationarity with the PADM and it is the faster method for almost every instance. KKT-FF is only able to find a bilevel feasible point for 484 instances, which is slightly more than 50% of the 924 instances, and for these instances it is almost never the faster approach. In order to further classify the running times, we provide additional information on mean and median running times; see Table 3. The means are 5.6 s (PADM) vs. 142.9 s (KKT-FF) and the medians are 0.1 s (PADM) vs. 50.3 s (KKT-FF). These numbers underline the clear dominance of KKT-FF by the PADM. We explicitly point out that the running times in Table 3 are not comparable across different instance classes. The reason is that each class uses a different instance subset; see Table 2.

Besides running times we are also interested in the quality of the bilevel feasible points computed by the PADM. We therefore compare relative objective function value gaps for the three methods. More precisely, we compare relative gaps \( q^u - q^\text{LB}^u / q^\text{LB}^u \) for \( q^u \in \{ q^u, q^\text{KKT-FF}^u, q^\text{KKT-OPT}^u \} \). The latter denote the objective function values of PADM, KKT-FF, and KKT-OPT, respectively, and \( q^\text{LB}^u \) denotes the best lower bound found by KKT-OPT. Of course, comparing to the optimal objective function value would be much more desirable, but due to the general hardness of the tested instances, in many cases proving bilevel optimality is out of reach. In case of \( q^\text{LB}^u = 0 \), the relative gap is set to \( \infty \). Note that we already measure the overall robustness of the PADM and KKT-FF in the running times analysis. Thus, for the solution quality analysis, we only consider the 481 instances, for which all methods provide a bilevel feasible point. Figure 2 (right) shows the empirical cumulative density functions (ECDFs) of the relative gaps. The plot shows the most relevant part between 0 and 1, i.e., gaps up to 100%. The figure reveals that the PADM heuristic also outperforms KKT-FF in terms of the solution quality. As mentioned before, MILP solvers are not specifically designed to find feasible solutions of good quality of special bilevel reformulations. Nevertheless, these solvers use many sophisticated primal heuristics, such that the clear dominance of KKT-FF by PADM was not to be expected. Figure 2 (right) also reveals that PADM is quite close to KKT-OPT. This means that PADM not only delivers bilevel feasible solutions very quickly. The solutions are also almost as good as the solutions of KKT-OPT that runs significantly longer; see the running times (e.g., the means 5.6 vs. 570.9) in Table 3. For many instances, the solutions of the PADM are even globally optimal. In almost 50% of the instances considered for the solution quality analysis, the gap of the bilevel feasible point found by PADM is 0%, i.e., the PADM found the optimal solution. Note that, since we compare with best bounds and not with optimal solution values, the actual number of optimal solutions found by PADM might be even higher.

It is clear that the constraint structure has a strong impact on the performance of the KKT approach: Every lower-level constraint yields a KKT complementarity
constraint that is linearized via a binary variable. Thus, the structure 0/100 is the hardest and the structure 100/0 is the easiest for the KKT approach. Figure 3 shows running times and the solution quality for the instance set MIPLIB2017 with structure 100/0. For this subset of 48 remaining instances, KKT-FF is the faster method for around 20% of the instances. Still, the PADM totally dominates KKT-FF in terms of running times. Surprisingly, both approaches always find the optimal solution (over those 41 instances for which all methods found a bilevel feasible point); cf. Figure 3 (right).

We now analyze the limits of the PADM by increasing the complexity of the bilevel problems step by step; see Remark 3. We start by taking a look at QP-LP bilevel problems. Some general numbers on the instances of the QP-LP test set are given in Table 2. In Figure 4 (left), we display the performance profile for the running times of the remaining 1522 QP-LP instances (after filtering according to Table 2). Again, the PADM totally dominates KKT-FF in terms of running times, although not as clear as for the LP-LP instances. This is supported by mean and median running times; see Table 3. Furthermore, Figure 4 (right) shows that the solution quality of the PADM solutions is comparable to the solutions provided by
KKT-OPT for those 1029 instances for which all approaches computed a bilevel feasible point. Again, PADM is significantly faster than KKT-OPT; see Table 3. At this point, we explicitly mention that characteristics of the running time and solution quality plots (like percentage of solved instances, etc.) are not comparable across problem classes, since the aggregated instance sets differ; see Table 2. The behavior in Figure 4 can be expected since not much changes in the general structure of the two solution concepts. The KKT reformulation (18) becomes an MIQP instead of an MILP for quadratic leader problems. However, the feasible region of the KKT reformulation is exactly the same for LP-LP and QP-LP instances. Since the KKT-based heuristic "only" finds a feasible point of the reformulated MI(Q)P, it does not make a strong difference whether the leader problem is an LP or QP. For the PADM, the second sub-problem is the same as for LP-LP bilevel problems but the first sub-problem becomes a QP instead of an LP that needs to be solved to optimality.

The situation changes when introducing integers to the leader problem. For MILP-LP problems, the KKT approach yields an MILP and thus remains in the same problem class compared to LP-LP bilevel problems, because binary variables are already present in the KKT reformulation to linearize the KKT complementarity constraints. In particular, the KKT approach can still profit from the many MILP heuristics implemented in Gurobi to find a feasible point quickly. In contrast, the first PADM sub-problem now is an MILP instead of an LP. Thus, solving this sub-problem to optimality in every iteration becomes more expensive and the question arises whether the clear dominance of the PADM as seen for LP-LP or QP-LP instances can still be observed for MILP-LP instances. Figure 5 compares running times and the solution quality of the two approaches for our MILP-LP test set. As before, details on the instances can be found in Table 2. The PADM still performs better than KKT-FF, although both approaches are the faster method for around 50% of the 1356 remaining MILP-LP instances, but the mean and median runtimes are now more in favor of KKT-FF; see Table 3. However, PADM is still the more robust approach, i.e., it solves more instances to bilevel feasibility compared to KKT-FF (1112 vs. 998). As before, the solution quality provided by PADM is almost comparable to KKT-OPT (for the 754 instances for which all approaches found a bilevel feasible point), while PADM being clearly the faster method; see Table 3.
Finally, we analyze MIQP-LP instances, see again Table 2 for some numbers on
the instances. Following the discussion for QP-LP and MILP-LP instances, it cannot
be expected, that the PADM is still the faster method. Every sub-problem (11) is
now an MIQP, while the feasible region of the KKT reformulation does not change
compared to the MILP-LP case. The results for the MIQP-LP instances are shown
in Figure 6. It turns out that KKT-FF clearly dominates the PADM in terms
of running times. This is supported by the mean and median running times in
Table 3. It is the more robust approach and the faster method for around 75 %
of the 1635 instances. Nevertheless, out of the 401 instances, for which all methods
provide a bilevel feasible point, the quality of the solutions of PADM is significantly
better than the solutions of KKT-FF and comparable to the solutions obtained by
KKT-OPT (that runs noticeably longer; see the runtimes in Table 3).

In summary, the PADM by far outperforms the KKT reformulation for LP-LP
and QP-LP bilevel problems. It is the faster method and finds bilevel feasible points
for more instances. In addition, the quality of the bilevel feasible solutions provided
by PADM is comparable to solutions obtained by running the KKT reformulation
significantly longer. Surprisingly, also for MILP-LP problems, the PADM is the
better method. As expected, for MIQP-LP bilevel problems, the KKT approach
outperforms the PADM in terms of running times (but not in terms of the solution
quality). However, we emphasize that we did not apply any enhancements to the
PADM, whereas the KKT approach benefits from all the batteries included in
Gurobi.

6.3. Bilevel Problems with a Quadratic Follower Problem. In this section,
we evaluate the PADM for (MI)QP-QP bilevel problems as described in Section 5.
We already pointed out that, in this case, the second PADM sub-problem has a
quadratic objective function and an additional set of variables \( \mu \). Since QPs can be
solved with comparable efficiency as LPs, the quadratic objective function is not
expected to lead to a significant decrease in the performance of the method. However,
the additional variables may harm the good convergence properties of the PADM
that we observe in the linear case. This is supported by our preliminary numerical
experiments. It is straightforward to see that for a primal-dual solution \((y^*, \lambda^*, \mu^*)\)
of Problem (17), \( \mu^* = -y^* \) holds; see the derivation of the dual in Appendix A.
### Table 4. Characteristic numbers of the different bilevel problem classes for the 2883 instances per class with quadratic lower level.

<table>
<thead>
<tr>
<th>Class</th>
<th>General</th>
<th>KKT</th>
<th>PADM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Easy</td>
<td>Hard</td>
<td>Inf</td>
</tr>
<tr>
<td>QP-QP</td>
<td>73</td>
<td>745</td>
<td>130</td>
</tr>
<tr>
<td>MIQP-QP</td>
<td>49</td>
<td>1742</td>
<td>102</td>
</tr>
</tbody>
</table>

### Table 5. Running times for the two analyzed classes of bilevel problems with quadratic lower level.

<table>
<thead>
<tr>
<th>Class</th>
<th>QP-QP</th>
<th>MIQP-QP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Med</td>
</tr>
<tr>
<td>PADM</td>
<td>41.2</td>
<td>18.2</td>
</tr>
<tr>
<td>KKT-FF</td>
<td>224.8</td>
<td>300.0</td>
</tr>
<tr>
<td>KKT-OPT</td>
<td>788.0</td>
<td>900.0</td>
</tr>
</tbody>
</table>

However, $\mu$ is not present in the first PADM sub-problem (16) and $y$ is not present in the second sub-problem (17). Thus, the only coupling between the two sub-problems is—exactly like in the case of linear follower problems—between $x$ and $\lambda$. Due to this weak coupling, the convergence to $\mu = -y$ can be expected to be rather slow. Unfortunately, in our opinion, this situation cannot be resolved. Simply substituting $\mu = -y$ in Problem (17) couples primal and dual variables and thus destroys the block-separability. Also other methods like penalizing $|\mu + y|$ in the objective function of the single-level reformulation (14) showed bad convergence properties in our preliminary numerical results.

One way to speed up convergence is to make a compromise between running times and the quality of the solutions. This can be done, e.g., by relaxing the tolerance for accepting partial minima or by limiting the number of inner ADM iterations. After some numerical experiments, we equipped the PADM for the (MI)QP-QP instances with the following tweaks:

(i) We set the initial penalty parameter to 4.
(ii) We limit the number of inner ADM iterations to 10.
(iii) We relax the tolerance for the check for partial minima from $10^{-6}$ to $10^{-4}$.
(iv) We implemented the following additional termination criterion: Whenever the PADM finds a bilevel feasible point and the objective function value did not improve by more than $p\%$ compared to the last iteration, then the PADM terminates. For our computations we use $p = 0.01$.

All other settings are the same as described in Section 6.1. The aspects (i) and (ii) cause the penalty parameter to increase faster and thus speed up the convergence to a bilevel feasible point. Further, (iii) and (iv) may result in accepting solutions that are actually not stationary. It can thus be expected that the solution quality may not be as good as for linear lower levels. However, let us explicitly point out that we still always terminate with a bilevel feasible point.

We now present results for the QP-QP instances; see Table 4 for details on the instances. Figure 7 (left) shows the performance profile of the running times of the 1915 remaining QP-QP instances. It is obvious that the PADM approach outperforms the KKT approach in every aspect. It is the faster method for more than 90% of the instances and it finds a bilevel feasible point for almost all of them.
KKT-FF is only able to compute a bilevel feasible point for a little more than 20% of the instances. The dominance is also underlined by the mean and median running times displayed in Table 5.

Like before, Figure 7 (right) displays an ECDF plot of the relative gaps of the 389 instances, for which all three methods find a bilevel feasible point. Note that we cannot draw strong conclusions regarding the absolute quality of the solution due to the general hardness of the QP-QP instances. The bilevel optimal solution is very often not known and the best bounds obtained by KKT-OPT are rather weak. Still, Figure 7 (right) allows a comparison of the solution quality of PADM, KKT-FF, and KKT-OPT. Although we not necessarily terminate the PADM with a stationary point of the single-level reformulation but “only” with a bilevel feasible point, it still outperforms KKT-FF and is competitive w.r.t. KKT-OPT.

Finally, we turn to the MIQP-QP instances; see Table 4 for details. Figure 8 reveals that, also for this problem class, the PADM outperforms the KKT approach. The PADM finds a bilevel feasible point for much more instances (894 vs. 169) in significantly less time; see the running times in Table 5. Taking into account the results of the MIQP-LP instances, the dominance of the PADM is a bit surprising.
The reasons might be two-fold. On the one hand, the KKT reformulation (18) has to deal with the extended constraint $-Gy + D^\top \lambda = e$. On the other hand, we strongly trimmed the PADM approach for better running times. Still, the solution quality provided by the PADM is better compared to KKT-FF and again quite competitive w.r.t. KKT-OPT. Overall, for our bilevel instances with a quadratic lower level, the PADM can be considered the best approach among the three tested ones.

7. Conclusion

In this paper, we applied a penalty alternating direction method to various bilevel problems that can be reformulated as a single-level problem via strong duality of convex programming. For these kinds of bilevel problems, we showed that the proposed method converges to stationary points of the classical strong-duality based single-level reformulation. We further evaluated the performance of the PADM in terms of running times and solution quality in a very extensive numerical study. The running times of the PADM rely on solving the two sub-problems effectively, which makes it especially suitable for LP-LP bilevel problems. For this problem class, we could show that the described method significantly outperforms the benchmark—a classical KKT reformulation of the lower level. We obtained similar results for QP-LP bilevel problems. Even for MILP-LP bilevel instances, our proposed method delivers the best results. Only for MIQP-LP instances, a problem class for which the PADM sub-problems become very expensive in terms of running times, the plain PADM (i.e., without any enhancements) performed worse than the KKT approach.

We extended the PADM to the class of (MI)QP-QP bilevel problems and introduced several enhancements of the method. Essentially, they compromise on the solution quality in favor of better running times. It turned out that the PADM equipped with these enhancements clearly outperforms the benchmark approach in terms of running times and solution quality for both QP-QP and MIQP-QP instances. Based on these very good numerical results, the PADM can serve as both—a primal heuristic for global solution methods as well as a standalone method.

A careful analysis of techniques to speed up the convergence of the proposed method is subject to future research and may include to (i) try to check for bilevel feasibility in every iteration (disregarding partial minima) as well as (ii) analyze different initial penalty parameters and penalty parameter update rules like updating the penalty parameter after every iteration. Finally, another topic for future research is to apply the proposed PADM with suitable enhancements to more complex bilevel optimization problems like MINLP-QP problems and to integrate it into state-of-the-art exact solution methods for bilevel problems.
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Appendix A. Derivation of the Single-Level Reformulation of the MIQP-QP Bilevel Problem

In this section, we derive the single-level reformulation (14) of the QP-QP bilevel problem (13). To this end, we need some more notation that is taken from [5, 56]. The bilevel constraint region is denoted by

\[ P := \{ (x, y) : Ax + By \geq a, \ Cx + Dy \leq b \} \]

This is the feasible set of the high-point relaxation. Its projection on the decision space of the upper level is denoted by

\[ P_u := \{ x : \exists y \text{ such that } (x, y) \in P \} \]

Moreover, for fixed \( x \in P_u \), the lower-level feasible region is given by

\[ P_l(x) := \{ y : Dy \leq b - Cx \} \]

Like in Section 2, we consider the follower’s problem as parametric optimization problem that now reads

\[ \max_y q_l(y) \text{ s.t. } Dy \leq b - C\bar{x}, \] (19)

where the leader’s decision \( \bar{x} \) parameterizes the problem. The dual problem of Problem (19) is given by

\[ \min_{\lambda \geq 0} g(\bar{x}, \lambda), \] (20)

with \( g(\bar{x}, \lambda) = \sup_y \mathcal{L}(\bar{x}, y, \lambda) \); see [10]. In our setup, the Lagrangian \( \mathcal{L} \) is given by

\[ \mathcal{L}(\bar{x}, y, \lambda) = \frac{1}{2} y^\top G_l y + e^\top y - \lambda^\top (C\bar{x} + Dy - b). \]

Since \( \mathcal{L}(\bar{x}, y, \lambda) \) is strictly concave and differentiable in \( y \), its supremum is given by

\[ \nabla_y \mathcal{L}(\bar{x}, y, \lambda) = G_l y + e - D^\top \lambda = 0 \iff y = -G_l^{-1}(e - D^\top \lambda). \]

The latter expression is valid, since \( G_l \) is negative definite and hence regular. We can now substitute this expression in the Lagrangian and obtain the dual objective function

\[ g(\bar{x}, \lambda) = -\frac{1}{2} (e - D^\top \lambda)^\top G_l^{-1}(e - D^\top \lambda) - (C\bar{x} - b)^\top \lambda. \] (21)

Since \( G_l \) is negative definite, the same holds for its inverse \( G_l^{-1} \) and \( g(\bar{x}, \cdot) \) is a convex-quadratic function. Thus, the dual problem (20) is a parametric convex-quadratic problem in \( \lambda \). By introducing additional dual variables \( \mu = G_l^{-1}(e - D^\top \lambda) \), we obtain the following representation of (20):

\[ \min_{\lambda, \mu} g(x, \lambda, \mu) = -\frac{1}{2} \mu^\top G_l \mu - (C\bar{x} - b)^\top \lambda \] (22a)

\[ \text{s.t. } G_l \mu + D^\top \lambda = e, \quad \lambda \geq 0. \] (22b)

This formulation may be favorable from a numerical point of view, since no inverse is involved (cf. (21))—and it is easier to read. Hence, we use this representation.

In the following, we only consider \( x \in P_u \), i.e., upper-level variables for which the parametric lower-level problem is feasible. The parametric lower-level problem is a concave maximization problem over affine-linear constraints. Consequently, duality conditions apply; see [10, Chap. 5.2.3] and [70, Theorem 24.1]. For every primal-dual feasible point \( (y, \lambda, \mu) \), i.e., \( y \in P_l(x) \) and \( \lambda \geq 0, \mu \) fulfill (22b), weak duality

\[ q_l(y) \leq g(x, \lambda, \mu) \] (23)
holds. Furthermore, for optimal primal-dual points \((y^*, \lambda^*, \mu^*)\), strong duality holds, i.e., \(q(y^*) = g(x, \lambda^*, \mu^*)\). Together with QP weak duality (23), strong duality can be ensured using the constraint \(q(y) - g(x, \lambda, \mu) \geq 0\), i.e.,

\[
\frac{1}{2} y^\top G_l y + e^\top y + \frac{1}{2} \mu^\top G_l \mu + (C x - b)^\top \lambda \geq 0.
\] (24)

We remark that (24) is exactly the QP counterpart of (4f). Both inequalities only differ in the quadratic forms \(\frac{1}{2} y^\top G_l y\) and \(\frac{1}{2} \mu^\top G_l \mu\). The same holds true for the dual constraint (22b), which is the QP counterpart of (4d). Here, the only difference is the linear term \(G_l \mu\).

Taking the above consideration into account, the bilevel problem (13) can be reformulated equivalently to the single-level problem

\[
\min_{x,y,\lambda} q_u(x,y) = \frac{1}{2} x^\top H_u x + c^\top x + \frac{1}{2} y^\top G_u y + d^\top y
\]

s.t. \(A x + B y \geq a,\)

\(C x + D y \leq b,\)

\(G_l \mu + D^\top \lambda = e,\)

\(\lambda \geq 0,\)

\(\frac{1}{2} y^\top G_l y + \frac{1}{2} \mu^\top G_l \mu + e^\top y - b^\top \lambda + x^\top C^\top \lambda \geq 0,\)

which is (14).
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