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Abstract:

This contribution contains the description and investigation of four numerical methods for solving generalized minimax problems, which consists in the minimization of functions which are compositions of special smooth convex functions with maxima of smooth functions (the most important problem of this type is the sum of maxima of smooth functions). Section 1 is introductory. In Section 2, we study recursive quadratic programming methods. This section also contains the description of the dual method for solving corresponding quadratic programming problems. Section 3 is devoted to primal interior points methods which use solutions of nonlinear equations for obtaining minimax vectors. Section 4 contains investigation of smoothing methods, based on using exponential smoothing terms. Section 5 contains a short description of primal-dual interior point methods based on transformation of generalized minimax problems to general nonlinear programming problems. Finally the last section contains results of numerical experiments.
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1 Generalized minimax problems

In many practical problems we need to minimize functions that contain absolute values or pointwise maxima of smooth functions. Such functions are nonsmooth but they often have a special structure enabling the use of special methods that are more efficient than methods for minimization of general nonsmooth functions. The classical minimax problem, where \( F(x) = \max_{1 \leq k \leq m} f_k(x) \), or problems where the function to be minimized is a nonlinear norm, e.g. \( F(x) = \|f(x)\|_\infty \), \( F(x) = \|f_+(x)\|_\infty \), \( F(x) = \|f(x)\|_1 \), \( F(x) = \|f_+(x)\|_1 \), with \( f(x) = [f_1(x), \ldots, f_m(x)]^T \) and \( f_+(x) = [\max(f_1(x), 0), \ldots, \max(f_m(x), 0)]^T \), are typical examples. Such functions can be considered as special cases of more general functions, so it is possible to formulate more general theories and construct more general numerical methods. One possibility for generalization of the classical minimax problem consists in the use of the function

\[
F(x) = \max_{1 \leq k \leq \overline{k}} p_k^T f(x),
\]

where \( p_k \in \mathbb{R}^n \), \( 1 \leq k \leq \overline{k} \), and \( f : \mathbb{R}^n \to \mathbb{R}^m \) is a smooth mapping. This function is a special case of composite nonsmooth functions of the form \( F(x) = f_0(x) + \max_{1 \leq k \leq \overline{k}} (p_k^T f(x) + b_k) \), where \( f_0 : \mathbb{R}^n \to \mathbb{R} \) is a continuously differentiable function [9, Section 14.1].

**Remark 1.** We can express all above mentioned minimax problems and nonsmooth norms in form (1).

(a) Setting \( p_k = e_k \), where \( e_k \) is the \( k \)-th column of a unit matrix and \( \overline{k} = m \), we obtain \( F(x) = \max_{1 \leq k \leq \overline{k}} f_k(x) \) (the classical minimax).

(b) Setting \( p_k = e_k \), \( p_{m+k} = -e_k \) and \( \overline{k} = 2m \), we obtain \( F(x) = \max_{1 \leq k \leq m} \max(f_k(x), -f_k(x)) = \|f(x)\|_\infty \).

(c) Setting \( p_k = e_k \), \( p_{m+1} = 0 \) and \( \overline{k} = m+1 \), we obtain \( F(x) = \max(\max_{1 \leq k \leq m} f_k(x), 0) = \|f_+(x)\|_\infty \).

(d) If \( \overline{k} = 2m \) and \( p_k \), \( 1 \leq k \leq 2m \), are mutually different vectors whose elements are either 1 or -1, we can write \( F(x) = \sum_{k=1}^m \max(f_k(x), -f_k(x)) = \|f(x)\|_1 \).

(e) If \( \overline{k} = 2m \) and \( p_k \), \( 1 \leq k \leq 2m \), are mutually different vectors whose elements are either 1 or 0, we can write \( F(x) = \sum_{k=1}^m \max(f_k(x), 0) = \|f_+(x)\|_1 \).

**Remark 2.** Since the mapping \( f(x) \) is continuously differentiable, the function (1) is Lipschitz. Thus, if the point \( x \in \mathbb{R}^n \) is a local minimum of \( F(x) \), then \( 0 \in \partial F(x) \) [31, Theorem 3.2.5] holds. According to [31, Theorem 3.2.13], one has

\[
\partial F(x) = (\nabla f(x))^T \text{conv} \{ p_k : k \in I(x) \},
\]

where \( I(x) = \{ k \in \{1, \ldots, \overline{k}\} : p_k^T f(x) = F(x) \} \). Thus, if the point \( x \in \mathbb{R}^n \) is a local minimum of \( F(x) \), then multipliers \( \lambda_k \geq 0 \), \( 1 \leq k \leq \overline{k} \), exist, such that \( \lambda_k (p_k^T f(x) - F(x)) = 0 \), \( 1 \leq k \leq \overline{k} \),

\[
\sum_{k=1}^{\overline{k}} \lambda_k = 1 \quad \text{and} \quad \sum_{k=1}^{\overline{k}} \lambda_k J(x)^T p_k = 0,
\]

where \( J(x) \) is a Jacobian matrix of the mapping \( f(x) \).

**Remark 3.** It is clear that a minimum of function (1) is a solution of a nonlinear programming problem consisting in minimization of a function \( \hat{F} : \mathbb{R}^{n+1} \to \mathbb{R} \), where \( \hat{F}(x,z) = z \), on the set

\[
C = \{(x,z) \in \mathbb{R}^{n+1} : p_k^T f(x) \leq z, 1 \leq k \leq \overline{k} \}.
\]
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Obviously, \( a_k = \nabla c_k(x, z) = (p^T_k f(x), -1) \), \( 1 \leq k \leq k \), and \( g_k = \nabla \tilde{f}(x, z) = (0, 1) \), so the necessary KKT conditions can be written in the form

\[
\begin{bmatrix}
0 \\
1 \\
\end{bmatrix} + \sum_{k=1}^{r} \begin{bmatrix}
J^T(x) p_k \\
-1 \\
\end{bmatrix} \lambda_k = 0,
\]

\( \lambda_k (p^T_k f(x) - z) = 0 \), where \( \lambda_k \geq 0 \) are the Lagrange multipliers and \( z = F(x) \). Thus, we obtain the same necessary conditions for an extremum as in Remark 2.

From the examples given in Remark 1 it follows that composite nondifferentiable functions are not suitable for representation of functions \( F(x) = \| f(x) \|_1 \) and \( F(x) = \| f(x) \|_1 \) because in this case the expression on the right-hand side of (1) contains \( 2^m \) elements with vectors \( p_k \), \( 1 \leq k \leq 2^m \). In the subsequent considerations, we will choose a somewhat different approach. We will consider generalized minimax functions established in [6] and [26].

**Definition 1.** We say that \( F : R^n \rightarrow R \) is a generalized minimax function if

\[
F(x) = h(F_1(x), \ldots, F_m(x)), \quad F_k(x) = \max_{1 \leq l \leq m_k} \, f_{kl}(x), \quad 1 \leq k \leq m,
\]

where \( h : R^m \rightarrow R \) and \( f_{kl} : R^n \rightarrow R \), \( 1 \leq k \leq m, 1 \leq l \leq m_k \), are smooth functions satisfying the following assumptions.

**Assumption X1a.** Functions \( f_{kl} \), \( 1 \leq k \leq m, 1 \leq l \leq m_k \), are bounded from below on \( R^n \), so that there exists a constant \( E_k \in R \) such that \( f_{kl}(x) \geq E_k, 1 \leq k \leq m, 1 \leq l \leq m_k \), for all \( x \in R^n \).

**Assumption X1b.** Functions \( F_k \), \( 1 \leq k \leq m \), are bounded from below on \( R^n \), so that there exist constants \( E_k \in R \) such that \( F_k(x) \geq E_k, 1 \leq k \leq m \), for all \( x \in R^n \).

**Assumption X2.** The function \( h \) is twice continuously differentiable and convex satisfying

\[
0 < h_k \leq \partial h(z) / \partial z_k \leq \overline{h}_k, \quad 1 \leq k \leq m,
\]

for every \( z \in Z = \{ z \in R^m : z_k \geq \overline{E}_k, 1 \leq k \leq m \} \) (vector \( z \in R^m \) is called the minimax vector).

**Assumption X3.** Functions \( f_{kl}(x) \), \( 1 \leq k \leq m, 1 \leq l \leq m_k \), are twice continuously differentiable on the convex hull of the level set

\[
D_F(\overline{F}) = \{ x \in R^n : F_k(x) \leq \overline{F}, 1 \leq k \leq m \}
\]

for a sufficiently large upper bound \( \overline{F} \) and subsequently, constants \( \overline{g} \) and \( \overline{G} \) exist such that \( \| g_{kl}(x) \| \leq \overline{g} \) and \( \| G_{kl}(x) \| \leq \overline{G} \) for all \( 1 \leq k \leq m, 1 \leq l \leq m_k \), and \( x \in convD_F(\overline{F}) \), where \( g_{kl}(x) = \nabla f_{kl}(x) \) and \( G_{kl}(x) = \nabla^2 f_{kl}(x) \).

**Remark 4.** The conditions imposed on the function \( h(z) \) are relatively strong but many important nonsmooth functions satisfy them.

1. Let \( h : R \rightarrow R \) be an identity mapping, so \( h(z) = z \) and \( h'(z) = 1 > 0 \). Then setting \( \overline{F} = 1, m_1 = l \) and \( F(x) = h(F_1(x)) = F_1(x) = \max_{1 \leq l \leq \overline{p}^T f(x)} (f_{1l} = p^T f(x)) \), we obtain composite nonsmooth function (1) and therefore functions \( F(x) = \max_{1 \leq k \leq m} f_k(x) \), \( F(x) = \| f(x) \|_\infty \), \( F(x) = \| f_+(x) \|_\infty \).

2. Let \( h : R^m \rightarrow R \), where \( h(z) = z_1 + \cdots + z_m \), so \( \partial h(z) / \partial z_k = 1 > 0, 1 \leq k \leq m \). Then function (2) has the form

\[
F(x) = \sum_{k=1}^{m} F_k(x) = \sum_{k=1}^{m} \max_{1 \leq l \leq m_k} \, f_{kl}(x)
\]

(the sum of maxima). If \( m_k = 2 \) and \( F_k(x) = \max(f_k(x), -f_k(x)) \), we obtain the function \( F(x) = \| f(x) \|_1 \). If \( m_k = 2 \) and \( F_k(x) = \max(f_k(x), 0) \), we obtain the function \( F(x) = \| f_+(x) \|_1 \). It follows that the expression of functions \( F(x) = \| f(x) \|_1 \) and \( F(x) = \| f_+(x) \|_1 \) by (2) contains only summands and each summand is a maximum of two function values. Thus, this approach is more economic than the use of formulas stated in Remark 1 (d)-(e).
Remark 5. Since the functions \( F_k(x) \), \( 1 \leq k \leq m \), are regular \([31, \text{Theorem 3.2.13}]\), the function \( h(z) \) is continuously differentiable, and \( h_k = \partial h(z)/\partial z_k > 0 \), one can write \([31, \text{Theorem 3.2.9}]\)

\[
\partial F(x) = \text{conv} \sum_{k=1}^m h_k \partial F_k(x) = \sum_{k=1}^m h_k \partial F_k(x) = \sum_{k=1}^m h_k \text{conv}\{g_{kl} : l \in I_k(x)\},
\]

where \( I_k(x) = \{l : 1 \leq l \leq m_k, f_{kl}(x) = F_k(x)\} \). Thus, one has

\[
\partial F(x) = \sum_{k=1}^m h_k \sum_{l=1}^{m_k} \lambda_{kl} g_{kl}.
\]

where for \( 1 \leq k \leq m \) it holds \( \lambda_{kl} \geq 0 \), \( \lambda_{kl}(F_k(x) - f_{kl}(x)) = 0 \), \( 1 \leq l \leq m_k \), and \( \sum_{l=1}^{m_k} \lambda_{kl} = 1 \). Setting \( u_{kl} = h_k \lambda_{kl} \), \( 1 \leq k \leq m \), \( 1 \leq l \leq m_k \), we can write

\[
\partial F(x) = \sum_{k=1}^m \sum_{l=1}^{m_k} u_{kl} g_{kl}.
\]

where for \( 1 \leq k \leq m \) it holds \( u_{kl} \geq 0 \), \( u_{kl}(F_k(x) - f_{kl}(x)) = 0 \), \( 1 \leq l \leq m_k \), and \( \sum_{l=1}^{m_k} u_{kl} = h_k \). If a point \( x \in \mathbb{R}^n \) is a minimum of a function \( F(x) \), then \( 0 \in \partial F(x) \), so there exist multipliers \( u_{kl} \), \( 1 \leq k \leq m \), \( 1 \leq l \leq m_k \), such that

\[
\sum_{k=1}^m \sum_{l=1}^{m_k} g_{kl}(x) u_{kl} = 0, \quad \sum_{l=1}^{m_k} u_{kl} = h_k, \quad h_k = \frac{\partial h(z)}{\partial z_k}, \quad 1 \leq k \leq m,
\]

\[
u_{kl} \geq 0, \quad F_k - f_{kl}(x) \geq 0, \quad u_{kl}(F_k - f_{kl}(x)) = 0, \quad 1 \leq k \leq m, \quad 1 \leq l \leq m_k.
\]

Remark 6. Unconstrained minimization of function (2) is equivalent to the nonlinear programming problem

\[
\text{minimize } \bar{F}(x,z) = h(z) \quad \text{subject to } f_{kl}(x) \leq z_k, \quad 1 \leq k \leq m, \quad 1 \leq l \leq m_k.
\]

Condition (3) is sufficient for satisfying equalities \( z_k = F_k(x) \), \( 1 \leq k \leq m \), at the minimum point. Denote \( a_{kl}(x,z) \) gradients of functions \( c_{kl}(x,z) = f_{kl}(x) - z_k \). Obviously, \( a_{kl}(x,z) = (g_{kl}(x), -e_k) \), \( 1 \leq k \leq m \), \( 1 \leq l \leq m_k \), where \( g_{kl}(x) \) is a gradient of \( f_{kl}(x) \) in \( x \) and \( e_k \) is the \( k \)-th column of a unit matrix of order \( m \). Thus, the necessary first-order (KKT) conditions have the form

\[
g(x,u) = \sum_{k=1}^m \sum_{l=1}^{m_k} g_{kl}(x) u_{kl} = 0, \quad \sum_{l=1}^{m_k} u_{kl} = h_k, \quad h_k = \frac{\partial h(z)}{\partial z_k}, \quad 1 \leq k \leq m,
\]

\[
u_{kl} \geq 0, \quad z_k - f_{kl}(x) \geq 0, \quad u_{kl}(z_k - f_{kl}(x)) = 0, \quad 1 \leq k \leq m, \quad 1 \leq l \leq m_k,
\]

where \( u_{kl} \) are Lagrange multipliers and \( z_k = F_k(x) \). So we obtain the same necessary conditions for an extremum as in Remark 5.

Remark 7. A classical minimax problem

\[
F(x) = \max_{1 \leq k \leq m} f_k(x),
\]

can be replaced with an equivalent nonlinear programming problem

\[
\text{minimize } \bar{F}(x,z) = z \quad \text{subject to } f_k(x) \leq z, \quad 1 \leq k \leq m,
\]

and necessary KKT conditions have the form

\[
\sum_{k=1}^m g_k(x) u_k = 0, \quad \sum_{k=1}^m u_k = 1,
\]

\[
u_k \geq 0, \quad z - f_k(x) \geq 0, \quad u_k(z - f_k(x)) = 0, \quad 1 \leq k \leq m.
\]
Minimization of the sum of absolute values

\[ F(x) = \sum_{k=1}^{m} |f_k(x)| = \sum_{k=1}^{m} \max(f_k^+(x), f_k^-(x)), \quad f_k^+(x) = f_k(x), \quad f_k^-(x) = -f_k(x) \tag{14} \]

can be replaced with an equivalent nonlinear programming problem

\[ \text{minimize } \tilde{F}(x, z) = \sum_{k=1}^{m} z_k \text{ subject to } -z_k \leq f_k(x) \leq z_k \tag{15} \]

(there are two constraints \(c_k^-(x) = z_k - f_k(x) \geq 0 \) and \(c_k^+(x) = z_k + f_k(x) \geq 0 \) for each index \(1 \leq k \leq m\)) and necessary KKT conditions have the form

\[ \sum_{k=1}^{m} g_k(x)(u_k^+ - u_k^-) = 0, \quad u_k^+ + u_k^- = 1, \quad 1 \leq k \leq m, \tag{16} \]

\[ u_k^+ \geq 0, \quad z_k - f_k(x) \geq 0, \quad u_k^+(z_k - f_k(x)) = 0, \quad 1 \leq k \leq m, \tag{17} \]

\[ u_k^- \geq 0, \quad z_k + f_k(x) \geq 0, \quad u_k^-(z_k + f_k(x)) = 0, \quad 1 \leq k \leq m. \tag{18} \]

If we set \(u_k = u_k^+ - u_k^-\) and use the equality \(u_k^+ + u_k^- = 1\), we obtain \(u_k^+ = (1+u_k)/2, \quad u_k^- = (1-u_k)/2\). From conditions \(u_k^+ \geq 0, \quad u_k^- \geq 0\) the inequalities \(-1 \leq u_k \leq 1, \quad \|u_k\| \leq 1\), follow. The condition \(u_k^+ + u_k^- = 1\) implies that the numbers \(u_k^+, u_k^-\) cannot be simultaneously zero, so either \(z_k = f_k(x)\) or \(z_k = -f_k(x)\), that is \(z_k = |f_k(x)|\). If \(f_k(x) \neq 0\), it cannot simultaneously hold \(z_k = f_k(x)\) and \(z_k = -f_k(x)\), so the numbers \(u_k^+, u_k^-\) cannot be simultaneously nonzero. Then either \(u_k = u_k^+ = 1\) and \(z_k = f_k(x)\) or \(u_k = u_k^- = -1\) and \(z_k = -f_k(x)\), that is \(u_k = f_k(x)/|f_k(x)|\). Thus, the necessary KKT conditions have the form

\[ \sum_{k=1}^{m} g_k(x)u_k = 0, \quad z_k = |f_k(x)|, \quad \|u_k\| \leq 1, \quad \text{and } u_k = \frac{f_k(x)}{|f_k(x)|}, \quad \text{if } |f_k(x)| > 0. \tag{19} \]

Remark 9. Minimization of the sum of absolute values can also be reformulated so that more slack variables are used. We obtain the problem

\[ \text{minimize } \tilde{F}(x, z) = \sum_{k=1}^{m} (z_k^+ + z_k^-) \text{ subject to } f_k(x) = z_k^+ - z_k^-, \quad z_k^+ \geq 0, \quad z_k^- \geq 0, \tag{20} \]

where \(1 \leq k \leq m\). This problem contains \(m\) general equality constraints and \(2m\) simple bounds for \(2m\) slack variables.

In the subsequent considerations, we will restrict ourselves to functions of the form (4), the sums of maxima that include most cases important for applications. In this case, it holds

\[ h(z) = \sum_{k=1}^{m} z_k, \quad \nabla h(z) = \tilde{e}, \quad \nabla^2 h(z) = 0, \tag{21} \]

where \(\tilde{e} \in \mathbb{R}^m\) is a vector with unit elements. The case when \(h(z)\) is a general function satisfying Assumption X2 is studied in [26]. For simplicity, we will often use the notation vec(\(a, b\)) instead of \([a^T, b^T]^T \in \mathbb{R}^{n+m}\).
2 Recursive quadratic programming methods

2.1 Basic properties

Suppose the function \( h(z) \) is of form (21). In this case the necessary KKT conditions are of form (8)–(9), where \( \partial h(z) / \partial z_k = 1 \), \( 1 \leq k \leq m \). If we linearize these conditions in a neighborhood of a point \( x \in \mathbb{R}^n \), we can write for \( d \in \mathbb{R}^n \)

\[
\sum_{k=1}^{m} \sum_{l=1}^{m_k} (g_{kl}(x) + G_{kl}(x)d)u_{kl} = 0, \quad \sum_{l=1}^{m_k} u_{kl} = 1, \quad 1 \leq k \leq m,
\]

\[ u_{kl} \geq 0, \quad f_{kl}(x) + g_{kl}^T(x)d - z_k \leq 0, \quad u_{kl}(f_{kl}(x) + g_{kl}^T(x)d - z_k) = 0, \quad 1 \leq k \leq m, \quad 1 \leq l \leq m_k. \]

But these are the necessary KKT conditions for solving a quadratic programming problem: minimize a quadratic function

\[ Q(d, z) = \sum_{k=1}^{m} z_k + \frac{1}{2} d^T G d, \quad G = \sum_{k=1}^{m} \sum_{l=1}^{m_k} G_{kl}(x)u_{kl} \]  

(22)

on the set

\[ C = \{(d, z) \in \mathbb{R}^{n+m} : f_{kl}(x) + g_{kl}^T(x)d \leq z_k, \quad 1 \leq k \leq m, \quad 1 \leq l \leq m_k\}. \]  

(23)

Note that coefficients \( u_{kl} \), \( 1 \leq k \leq m \), \( 1 \leq l \leq m_k \), in (22) are old Lagrange multipliers. New Lagrange multipliers along with new values of variables \( z_k \), \( 1 \leq k \leq m \), are determined by solving quadratic programming problem (22)–(23).

For simplification, we will omit the argument \( x \) and use the notation

\[ f_k = \begin{bmatrix} f_{k1}(x) \\ \vdots \\ f_{km_k}(x) \end{bmatrix}, \quad u_k = \begin{bmatrix} u_{k1} \\ \vdots \\ u_{km_k} \end{bmatrix}, \quad \tilde{e}_k = \begin{bmatrix} 1 \\ \vdots \\ 1 \end{bmatrix}, \quad A_k = [g_{k1}(x), \ldots, g_{km_k}(x)]. \]

Problem (22)–(23) will be written in the form

\[
\text{minimize} \quad Q(d, z) = \sum_{k=1}^{m} z_k + \frac{1}{2} d^T G d \quad \text{subject to} \quad f_k + A_k^T d \leq z_k \tilde{e}_k, \quad 1 \leq k \leq m, \]

(24)

from where the necessary KKT conditions

\[ G d + \sum_{k=1}^{m} A_k u_k = 0, \quad \tilde{e}_k^T u_k = 1, \quad 1 \leq k \leq m, \]

(25)

\[ u_k \geq 0, \quad f_k + A_k^T d - z_k \tilde{e}_k \leq 0, \quad u_k^T (f_k + A_k^T d - z_k \tilde{e}_k) = 0, \quad 1 \leq k \leq m, \]

(26)

follow. Note that from (25)–(26) we have

\[ z_k = u_k^T (f_k + A_k^T d), \quad 1 \leq k \leq m. \]

(27)

Quadratic programming problem (24) is convex, so there exists a dual problem stated in [32, Theorem 12.14]. We will use the notation

\[ f = \begin{bmatrix} f_1 \\ \vdots \\ f_m \end{bmatrix}, \quad u = \begin{bmatrix} u_1 \\ \vdots \\ u_m \end{bmatrix}, \quad v = \begin{bmatrix} v_1 \\ \vdots \\ v_m \end{bmatrix}, \quad w = \begin{bmatrix} w_1 \\ \vdots \\ w_m \end{bmatrix}; \quad z = \begin{bmatrix} z_1 \\ \vdots \\ z_m \end{bmatrix}, \]

\[ A = [A_1, \ldots, A_m], \]

during deriving a dual quadratic programming problem. Obviously, \( f, u, v, w \in \mathbb{R}^m \), \( v, w \in \mathbb{R}^m \), \( w \in \mathbb{R}^m \), \( z \in \mathbb{R}^m \), where \( m = \sum_{k=1}^{m} m_k \). The following theorem states the dual problem for special quadratic programming problem (24).
Consider quadratic programming problem (24) with positive definite matrix $G$ (so this problem is convex). Then the dual problem can be written in the form

$$\text{minimize} \quad \tilde{Q}(u) = \frac{1}{2} u^T A^T H A u - f^T u \quad \text{subject to} \quad u_k \geq 0, \quad \tilde{e}_k^T u_k = 1, \quad 1 \leq k \leq m,$$

(28)

where $H = G^{-1}$. Problem (28) is convex as well and the dual problem to this problem is primal problem (24). If the pair $(\text{vec}(d,z), u)$ is a KKT pair of the primal problem, then the pair $(u, \text{vec}(v,w))$, where $v_k = -(A_k^T d + f_k - z_k \tilde{e}_k)$ and $w_k = z_k$, $1 \leq k \leq m$, is a KKT pair of the dual problem. If the pair $(u, \text{vec}(v,w))$ is a KKT pair of the dual problem, then the pair $(\text{vec}(d,z), u)$, where $d = -HAu$ and $z_k = w_k$, $1 \leq k \leq m$, is a KKT pair of the primal problem and $A_k^T d + f_k - z_k \tilde{e}_k = -v_k$, $1 \leq k \leq m$.

Proof. The Lagrange function of problem (24) has the form

$$L(d, z, u) = \sum_{k=1}^{m} z_k + \frac{1}{2} d^T G d + \sum_{k=1}^{m} u_k^T (f_k + A_k^T d - z_k \tilde{e}_k)$$

(29)

and its gradient is

$$g(d, z, u) = \begin{bmatrix} G d + \sum_{k=1}^{m} A_k u_k \\ 1 - \tilde{e}_1^T u_1 \\ \vdots \\ 1 - \tilde{e}_m^T u_m \end{bmatrix}.$$  

(30)

By [32, Theorem 12.14], the dual problem consists in maximizing the Lagrange function $L(d, z, u)$ on the set of constraints $u \geq 0$ and $g(d, z, u) = 0$. Substituting (30) into the equation $g(d, z, u) = 0$, we obtain

$$d = -H \sum_{k=1}^{m} A_k u_k = -HAu, \quad \tilde{e}_k^T u_k = 1, \quad 1 \leq k \leq m,$$

(31)

which after substituting into (29) gives

$$L(d, z, u) = \sum_{k=1}^{m} z_k + \frac{1}{2} d^T G d + u^T (f + A^T d) - \sum_{k=1}^{m} z_k = \frac{1}{2} u^T A^T H A u + u^T f - u^T A^T H A u$$

so maximization of the Lagrange function $L(d, z, u)$ is equivalent to minimization of the function $\tilde{Q}(u)$. Since the matrix $H$ is positive definite, problem (28) is convex and we can set up the dual problem consisting in maximizing the Lagrange function

$$\tilde{L}(u, v, w) = \frac{1}{2} u^T A^T H A u - f^T u - \sum_{k=1}^{m} v_k^T u_k + \sum_{k=1}^{m} w_k (\tilde{e}_k^T u_k - 1)$$

(32)

on the set of constraints $\tilde{g}(u, v, w) = 0$. That is,

$$A_k^T H A u - f_k - v_k + w_k \tilde{e}_k = 0, \quad 1 \leq k \leq m,$$

(33)

and

$$u_k \geq 0, \quad \tilde{e}_k^T u_k = 1, \quad v_k \geq 0, \quad v_k^T u_k = 0, \quad 1 \leq k \leq m.$$

If we set $d = -HAu$, and substitute this relation into (33), we obtain

$$-v_k = f_k + A_k^T d - w_k \tilde{e}_k, \quad 1 \leq k \leq m,$$

(34)
which along with \( u_k^T v_k = 0 \) and \( u_k^T \hat{e}_k = 1 \) gives \( w_k = u_k^T (f_k + A_k^T d) \). Thus, it holds \( w_k = z_k, 1 \leq k \leq m \), by (27). If we substitute these equalities along with \( d = -HAu \) into (32), we can write
\[
\tilde{L}(u, v, w) = \frac{1}{2} d^T G d - \sum_{k=1}^{m} f_k^T u_k + \sum_{k=1}^{m} (f_k + A_k^T d - z_k \hat{e}_k)^T u_k = \frac{1}{2} d^T G d + \sum_{k=1}^{m} u_k^T A_k^T d - \sum_{k=1}^{m} z_k
\]
so maximization of the Lagrange function \( \tilde{L}(u, v, w) \) is equivalent to minimization of the function \( Q(d, z) \).

**Remark 10.** Note that by (28) and (31), it holds that
\[
\tilde{Q}(u) = \frac{1}{2} d^T G d - f^T u,
\]
so
\[
Q(d, z) - \tilde{Q}(u) = \sum_{k=1}^{m} z_k + f^T u.
\]

The following theorem, which is a generalization of a similar theorem given in [15], shows that the solution of quadratic programming problem (22)–(23) is a descent direction for the objective function \( F(x) \).

**Theorem 2.** Let Assumption X3 be satisfied and let vectors \( d \in \mathbb{R}^n, z \in \mathbb{R}^m \) be a solution of quadratic programming problem (22)–(23) with the positive definite matrix \( G \) and a corresponding vector of Lagrange multipliers \( u \in \mathbb{R}^m \). If \( d = 0 \), then the pair \( \text{vec}(x, z, u) \) is the KKT pair of problem (7). If \( d \neq 0 \), then \( F'(x, d) = d^T g(x, u) < 0 \), where \( F'(x, d) \) is a directional derivative of function (4) along a vector \( d \) at a point \( x \) and \( g(x, u) \) is a vector given by (8). If \( \kappa(G) \leq \varepsilon_0^2 \), where \( \kappa(G) \) is a spectral condition number of \( G \), then \( d^T g(x, u) \leq -\varepsilon_0 \|d\| \|g(x, u)\| \) and for an arbitrary number \( 0 < \varepsilon_1 < 1/2 \) there exists a steplength \( 0 < \alpha \leq 1 \) such that
\[
F(x + \alpha d) - F(x) \leq \varepsilon_1 \alpha d^T g(x, u)
\]
if \( 0 < \alpha \leq \pi \).

**Proof.**

(a) If \( d = 0 \), then conditions (25)–(26) are equivalent to conditions (28)–(29). Thus, if a pair \( \text{vec}(0, z, u) \) is the KKT pair of problem (24), then a pair \( \text{vec}(x, z, u) \) is the KKT pair of problem (7).

(b) Function (4) is a sum of maxima of differentiable functions, so it is regular by [31, Theorem 3.2.13] and there exists a directional derivative
\[
F'(x, d) = \lim_{\alpha \to 0} \frac{F(x + \alpha d) - F(x)}{\alpha} = \sum_{k=1}^{m} \lim_{\alpha \to 0} \frac{F_k(x + \alpha d) - F_k(x)}{\alpha}.
\]
Let \( 0 < \alpha \leq 1 \) and \( l_k \) be indices such that \( f_{kl_k}(x + \alpha d) = F_k(x + \alpha d), 1 \leq k \leq m \). Then by Assumption X3 it holds that
\[
f_{kl_k}(x + \alpha d) \leq f_{kl_k}(x) + \alpha g_{kl_k}^T(x) d + \frac{1}{2} \alpha^2 \|G d\|^2, \quad 1 \leq k \leq m.
\]
Using inequality \( 0 < \alpha \leq 1 \) and relations (25)–(26), we obtain
\[
f_{kl_k} + \alpha g_{kl_k}^T d \leq f_{kl_k} + \alpha (z_k - f_{kl_k}) = \alpha z_k + (1 - \alpha) f_{kl_k} \leq \alpha z_k + (1 - \alpha) F_k
\]
\[
= F_k + \alpha (z_k - F_k) = F_k + \alpha u_k^T (z_k \hat{e}_k - F_k \hat{e}_k) \leq F_k + \alpha u_k^T (z_k \hat{e}_k - f_k)
\]
\[
= F_k + \alpha u_k^T (z_k \hat{e}_k - f_k - A_k^T d) + \alpha u_k^T A_k^T d = F_k + \alpha u_k^T A_k^T d.
\]
Thus, we can write
\[
\frac{F_k(x + ad) - F_k(x)}{\alpha} = \frac{f_{kh}(x + ad) - F_k(x)}{\alpha} \leq d^T A_k u_k + \frac{1}{2} \alpha G \|d\|^2,
\] (38)
so
\[
F'(x, d) = \sum_{k=1}^{m} \lim_{\alpha \to 0} \frac{F_k(x + ad) - F_k(x)}{\alpha} \leq \sum_{k=1}^{m} d^T A_k u_k = d^T Au = d^T g(x, u).
\]

Since \(Gd = -Au = -g(x, u)\), see (25), and matrix \(G\) is positive definite, we have \(F'(x, d) = d^T g(x, u) = -d^T Gd < 0\).

(c) If \(\kappa(G) \leq 1/\varepsilon_0^2\), then \(d^T g(x, u) \leq -\varepsilon_0 \|d\|\|g(x, u)\|\), see [32, Section 3.2]. Since \(d = -G^{-1} g(x, u)\), it holds \(\|d\| \leq \|g(x, u)\|/G\), which along with the previous inequality gives
\[
\|d\|^2 \leq \frac{1}{G} \|g(x, u)\|^2 \leq -\frac{1}{\varepsilon_0 G} d^T g(x, u).
\]
Using (38) we obtain
\[
\frac{F(x + ad) - F(x)}{\alpha} = \sum_{k=1}^{m} \frac{F_k(x + ad) - F_k(x)}{\alpha} = \sum_{k=1}^{m} \left( d^T A_k u_k + \frac{1}{2} \alpha G \|d\|^2 \right) = d^T g(x, u) + \frac{m G}{2 \varepsilon_0 G} \|d\|^2 \leq \left( 1 - \alpha \frac{m G}{2 \varepsilon_0 G} \right) d^T g(x, u),
\]
so (37) holds if
\[
1 - \alpha \frac{m G}{2 \varepsilon_0 G} \geq \varepsilon_1 \quad \Rightarrow \quad \alpha \leq \frac{2 \varepsilon_0 (1 - \varepsilon_1) G}{m G} \triangleq \alpha_1.
\]
\[
\text{Remark 11. A number } 0 < \alpha \leq 1 \text{ satisfying (37) can be determined using the Armijo steplength selection [32, Section 3.1]. Then } \alpha \text{ is a first term meeting (37) in the sequence } \alpha_j, \ j \in \mathbb{N}, \text{ such that } \alpha_1 = 1 \text{ and } \beta \alpha_j \leq \alpha_{j+1} \leq \beta \alpha_j, \text{ where } 0 < \beta \leq \beta < 1. \text{ At most } \int(t) \log(\pi/\log(\beta + 1)) \text{ steps is used, where } \int(t) \text{ is the largest integer such that } \int(t) \leq t \text{ and } \alpha \geq \beta \pi. \text{ Substituting this inequality into (37) we obtain}
\]
\[
F(x + ad) - F(x) \leq \varepsilon_1 \beta \pi d^T g(x, u) \leq -\varepsilon_0 \varepsilon_1 \beta \pi \|d\|\|g(x, u)\| \leq -\frac{\varepsilon_0 \varepsilon_1 \beta \pi G}{G} \|g(x, u)\|^2 \leq 1 \|g(x, u)\|^2.
\] (39)

2.2 Solving special quadratic programming problems

In this section we will deal with dual methods for solving quadratic programming problems of form (22)–(23). We restrict ourselves to classical minimax problems. Theoretical considerations are practically the same in the case of the sum of maxima but a formal description of algorithms is significantly more complicated. Thus, we will consider the primal problem
\[
\text{minimize } \ Q(d, z) = z + \frac{1}{2} d^T Gd, \quad \text{subject to } f_k + g_k^T d \leq z, \quad 1 \leq k \leq m, \quad (40)
\]
and the dual problem
\[
\text{minimize } \ Q(u) = \frac{1}{2} u^T A^T H A u - f^T u \quad \text{subject to } u \geq 0, \quad \bar{c}^T u = 1. \quad (41)
\]
Note that by (31) we have
\[ d = -HAu, \]  
which after substituting into (41) gives
\[ \tilde{Q}(u) = \frac{1}{2}d^T Gd - f^T u. \]  

The solution of primal problem (40) can be obtained by an efficient method for solving dual problem (41) as it is described in [19]. Let \( K \subset I = \{1, \ldots, m\} \) be a set of indices such that \( u_k = 0 \) if \( k \not\in K \) and \( v_k = 0 \) if \( k \in K \), where \(-v_k = f_k + g_k^T d - z, k \in K\), are the values of constraints of the primal problem \((v_k, k \in K\), are the Lagrange multipliers of the dual problem). To simplify notation, we denote \( u = [u_k, k \in K], v = [v_k, k \in K] \) vectors, whose elements are Lagrange multipliers with indices belonging to \( K \), so dimensions of these vectors are equal to the number of indices in \( K \) (similar notation we use for vectors \( f, \tilde{e} \) and for columns of matrix \( A \)). Note that multipliers \( u_k \) and \( v_k, k \not\in K \), exist, but they are not elements of the vectors \( u \) and \( v \). Using (31), (34), and \( \tilde{e}^T u = 1 \), we can determine elements \( u_k, k \in K \), of a vector \( u \) and a variable \( z \). Setting \( v_k = 0, k \in K \), we obtain
\[ v = -A^T d - f + \tilde{e} z = A^T H A u - f + \tilde{e} z = 0, \]  
so
\[ u = (A^T H A)^{-1}(f - \tilde{e} z), \]  
and since
\[ \tilde{e}^T u = \tilde{e}^T (A^T H A)^{-1}(f - \tilde{e} z) = 1, \]  
we obtain
\[ z = \frac{\tilde{e}^T (A^T H A)^{-1} f - 1}{\tilde{e}^T (A^T H A)^{-1} \tilde{e}}. \]  

**Definition 2.** The set of indices \( K \subset I \) such that \( u_k = 0, k \not\in K \), and \( v_k = 0, k \in K \), is called the set of active constraint indices (active set for short) of the primal problem. If \( u_k \geq 0, k \in K \), then we say that \( K \) is an acceptable active set of the primal problem.

**Remark 12.** Formulas (45)–(46) cannot be used if \( A \) has linearly dependent columns. It may happen even if the Jacobian matrix \([A^T, -\tilde{e}]\) has full rank. In order not to investigate this singular case separately, we will use matrices
\[ \bar{A} = \begin{bmatrix} A \\ -\tilde{e}^T \end{bmatrix}, \quad \bar{H} = \begin{bmatrix} H & 0 \\ 0 & \mu \end{bmatrix}, \]  
where \( \mu > 0 \). Then \( \bar{A}^T \bar{H} \bar{A} = A^T H A + \mu \tilde{e} \tilde{e}^T \), so by (44) it holds
\[ \bar{A}^T \bar{H} \bar{A} u = f + (z - \mu) \tilde{e} \]  
and formulas (45)–(46) can be written in the form
\[ u = Cf - (z - \mu)p, \quad z = \mu + \frac{p^T f - 1}{p^T e}, \]  
where \( C = (\bar{A}^T \bar{H} \bar{A})^{-1} \) and \( p = \tilde{C} \tilde{e} \). The value \( \mu > 0 \) should be comparable with elements of matrix \( H \). The choice \( \mu = 1 \) is usually suitable.

The active constraint method for solving dual problem (41) introduced in [19] is based on generating a sequence of acceptable active sets of primal problem (40). An initial acceptable active set is determined in the way that we choose an arbitrary index \( k \in I \) and set \( K = \{k\} \), so \( u_k = 1 \) and \( u_l = 0 \) if \( l \in I \) and \( l \neq k \). At each step we first test if the necessary (in a convex case also sufficient) KKT conditions are satisfied. If \( v_l < 0 \) for some index \( l \not\in K \), then we try to remove the active constraint of the dual problem by considering the set \( K^+ = K \cup \{l\} \). However, this set need not be acceptable (it may hold \( u_k < 0 \) for some index \( k \in K^+ \).
Therefore, we need to remove some active constraints of the primal problem in advance, that is, to construct an acceptable set $\bar{K} \subset K$ such that the set $K^+ = K \cup \{l\}$ was acceptable as well. For this reason we will change the constraints of the primal problem with index $l$ into $-v_l(\lambda) = A_l^T d + f_l - z + (1 - \lambda)v_l \leq 0$ (parameter $\lambda$ is introduced as an argument), so $-v_l(0) = A_l^T d + f_l - z + v_l = 0$ and $u_k(0) \geq 0$ if $k \in K \cup \{l\}$. In the subsequent considerations we will use the notation $a_l = g_l$.

**Lemma 1.** Let $K$ be an acceptable active set of primal problem (40) and $v_l < 0$. Suppose that a vector $\tilde{a}_l = [a_l^T, -1]^T$ is not a linear combination of columns of matrix $\tilde{A}$ and denote $p = C \tilde{e}$, $q_l = C \tilde{A}^T \tilde{H} a_l$, $\beta_l = 1 - \tilde{e}^T q_l$, $\gamma_l = \beta_l / \tilde{e}^T p$, and $\delta_l = \tilde{a}_l^T (\tilde{H} - \tilde{H} \tilde{A} \tilde{A}^T \tilde{H}) \tilde{a}_l = \tilde{a}_l^T \tilde{H} (\tilde{a}_l - \tilde{A} q_l)$, where $C = (\tilde{A}^T \tilde{H} \tilde{A})^{-1}$, so $\delta_l > 0$. Then

$$u(\lambda) = u(0) - \alpha(q_l + \gamma_l p), \quad u_l(\lambda) = u_l(0) + \alpha, \quad z(\lambda) = z(0) + \alpha \gamma_l,$$  \hspace{1cm} (50)

where $\alpha = -\lambda v_l / (\beta_l \gamma_l - \delta_l)$.

**Proof.** Using relation (48) augmented by the equation with index $l$, one can write

$$\begin{bmatrix}
\tilde{A}^T \tilde{H} \tilde{A} & \tilde{A}^T \tilde{H} \tilde{a}_l \\
\tilde{a}_l^T \tilde{H} \tilde{A} & \tilde{a}_l^T \tilde{H} \tilde{a}_l
\end{bmatrix}
\begin{bmatrix}
u(\lambda) \\
u_l(\lambda)
\end{bmatrix}
= \begin{bmatrix}
l + (1 - \lambda)v_l - (z(\lambda) - \mu) \\
f_l + (1 - \lambda)v_l - (z(\lambda) - \mu)
\end{bmatrix}.
$$ \hspace{1cm} (51)

Subtracting equations for $u(0)$ and $u_l(0)$ we obtain

$$\begin{bmatrix}
\tilde{A}^T \tilde{H} \tilde{A} & \tilde{A}^T \tilde{H} \tilde{a}_l \\
\tilde{a}_l^T \tilde{H} \tilde{A} & \tilde{a}_l^T \tilde{H} \tilde{a}_l
\end{bmatrix}
\begin{bmatrix}
u(\lambda) - u(0) \\
u_l(\lambda) - u_l(0)
\end{bmatrix}
= \begin{bmatrix}
0 \\
\lambda v_l + (z(\lambda) - z(0))
\end{bmatrix}.
$$

The inverse matrix of this system can be expressed by the inverse matrix $C = (\tilde{A}^T \tilde{H} \tilde{A})^{-1}$, which gives

$$\begin{bmatrix}
u(\lambda) - u(0) \\
u_l(\lambda) - u_l(0)
\end{bmatrix}
= \begin{bmatrix}
C + q_l q_l^T & q_l^T \\
- q_l & 1
\end{bmatrix}
\begin{bmatrix}
(z(\lambda) - z(0)) \tilde{e} \\
\lambda v_l + (z(\lambda) - z(0))
\end{bmatrix}.
$$ \hspace{1cm} (52)

Since $\tilde{e}^T u(\lambda) + u_l(\lambda) = 1$ for $\lambda \geq 0$, we can write

$$\tilde{e}^T (u(\lambda) - u(0)) + (u_l(\lambda) - u_l(0)) = 0,$$  \hspace{1cm} (53)

which along with (52) gives

$$\begin{bmatrix}
\tilde{e}^T & 1
\end{bmatrix}
\begin{bmatrix}
u(\lambda) - u(0) \\
u_l(\lambda) - u_l(0)
\end{bmatrix}
= -\left(\tilde{e}^T p + \frac{\beta_l^2}{\delta_l} \tilde{e}^T p + \frac{\beta_l^2}{\delta_l} \lambda v_l\right) (z(\lambda) - z(0)) - \frac{\beta_l^2}{\delta_l} \lambda v_l = 0,$$

that is

$$z(\lambda) - z(0) = \frac{\beta_l}{\delta_l} \frac{\delta_l}{\delta_l} \lambda v_l = \frac{\lambda v_l}{\delta_l} = \alpha \gamma_l,$$  \hspace{1cm} (54)

which is the last equality in (50). Substituting (54) into (52) and performing formal arrangements we obtain the remaining equalities in (50). \hfill $\square$

**Remark 13.** Using (47) we obtain

$$\begin{bmatrix}
\tilde{A}^T \tilde{H} \tilde{A} & \tilde{A}^T \tilde{H} \tilde{a}_l \\
\tilde{a}_l^T \tilde{H} \tilde{A} & \tilde{a}_l^T \tilde{H} \tilde{a}_l
\end{bmatrix}
= \begin{bmatrix}
A_l^T H A & A_l^T H a_l \\
a_l^T H A & a_l^T H a_l
\end{bmatrix} + \mu \begin{bmatrix}
\tilde{e} \tilde{e}^T & \tilde{e} \\
\tilde{e} & 1
\end{bmatrix},$$ \hspace{1cm} (55)
Let the assumptions of Lemma 1 be satisfied. Then using (42) and (50) we can write
\[
\beta = \delta_t = \alpha T H(a_t - \Lambda q_l) = a_t^T H(a_t - \Lambda q_l) + \mu \delta_t,
\]
(57)

Note that \(\beta_1 \gamma_l + \delta_t = \beta_2^2 \tilde{e} C \tilde{e} + \delta_t = 0\) if and only if \(\beta_t = \gamma_l = \delta_t = 0\).

**Lemma 2.** Let the assumptions of Lemma 1 be satisfied. Then
\[
Q(d(\lambda), z(\lambda)) = Q(d(0), z(0)) + \frac{1}{2} \alpha (\beta_1 \gamma_l + \delta_t)(u_l(\lambda) + u_l(0)).
\]
(58)
\[
\bar{Q}(u(\lambda), u_l(\lambda)) = \bar{Q}(u(0), u_l(0)) + \frac{1}{2} \alpha^2 (\beta_1 \gamma_l + \delta_t) + \alpha v_l.
\]
(59)

**Proof.**

(a) Using (42) and (50) we can write
\[
d(\lambda) - d(0) = -HAu(\lambda) - u(0) - Hau_l(\lambda) - u_l(0) = \alpha H(A q_l + \gamma_l p - a_t),
\]
\[
d(0) = -H(Au(0) + au_l(0))
\]
and by (55)–(56) it holds
\[
A^T H A q_l = \tilde{A}^T \tilde{H} A q_l - \mu \tilde{e} C \tilde{e} q_l = A^T H A_t + \mu \tilde{e} C \tilde{e} q_l = A^T H A_t + \mu \delta e e,
\]
\[
A^T H A p = \tilde{A}^T \tilde{H} A p - \mu \tilde{e} C \tilde{e} p = \tilde{e} - \mu \tilde{e} C \tilde{e} p,
\]
because \(\tilde{A}^T \tilde{H} \tilde{A} = C^{-1}\). Using these equalities and formulas (56)–(57) we obtain
\[
A^T H (A q_l + \gamma_l p - a_t) = A^T H a_t + \mu \delta_t e - \mu \gamma_l \tilde{e} \tilde{e} C \tilde{e} p = A^T H a_t = \gamma_l e,
\]
\[
- a_t^T H (A q_l + \gamma_l p - a_t) = \delta_t - \mu \delta_t - \gamma_l u_t^T H A C \tilde{e} = \delta_t - \mu \delta_t - \gamma_l (q_l + \gamma_l p - a_t),
\]
which after substitution gives
\[
(d(\lambda) - d(0))^T G d(\lambda) = -\alpha (A(q_l + \gamma_l p - a_t) + A u(0) + au_l(0))
\]
\[
= -\alpha (A(q_l + \gamma_l p - a_t))^T H A u(0) + \alpha (\delta_t - \gamma_l \tilde{e} \tilde{e} p) u_l(0)
\]
\[
= -\alpha (\tilde{e} \tilde{e} p) u_l(0) + \alpha (\delta_t - \gamma_l (1 - \beta_{l})) u_l(0)
\]
\[
= -\alpha (\tilde{e} \tilde{e} p) u_l(0) + \alpha (\delta_t - \gamma_l) u_l(0),
\]
(60)
\[
(d(\lambda) - d(0))^T G (d(\lambda) - d(0)) = \alpha^2 (A(q_l + \gamma_l p - a_t) + A u(0) + au_l(0))
\]
\[
= \alpha^2 (\tilde{e} \tilde{e} p) (q_l + \gamma_l p - a_t) + \alpha^2 (\delta_t - \gamma_l \tilde{e} \tilde{e} p)
\]
\[
= \alpha^2 (\delta_t - \gamma_l)
\]
(61)
(because \(\tilde{e} \tilde{e} u_l(\lambda) = u_l(\lambda) = 1\) for \(\lambda \geq 0\)). Since \(z(\lambda) - z(0) = \alpha \gamma_l\), using (60)–(61) we can write
\[
Q(d(\lambda), z(\lambda)) = Q(d(0), z(0)) + z(\lambda) - z(0) + (d(\lambda) - d(0))^T G d(\lambda) - d(0))
\]
\[
= Q(d(0), z(0)) + \alpha \gamma_l + \alpha (\delta_t - \gamma_l) u_l(0) + \frac{1}{2} \alpha^2 (\delta_t + \gamma_l)
\]
\[
= Q(d(0), z(0)) + \frac{1}{2} \alpha (\delta_t + \beta_1 \gamma_l) (u_l(\lambda) + u_l(0)),
\]
because \(\alpha = u_l(\lambda) - u_l(0))\).
Using (51), (53), and (55) we obtain

\[
(d(\lambda) - d(0))^T Gd(0) = \left[ \begin{array}{c} u(\lambda) - u(0) \\ u_1(\lambda) - u_1(0) \end{array} \right]^T \left[ \begin{array}{cc} A^T HA & A^T Ha_1 \\ a_1^T HA & a_1^T Ha_1 \end{array} \right] \left[ \begin{array}{c} u(0) \\ u_1(0) \end{array} \right]
\]

\[
= \left[ \begin{array}{c} u(\lambda) - u(0) \\ u_1(\lambda) - u_1(0) \end{array} \right]^T \left[ \begin{array}{c} f(z(0)) \end{array} \right]
\]

\[
= (u(\lambda) - u(0))^T f + (u_1(\lambda) - u_1(0)) f_1 + (u_1(\lambda) - u_1(0)) v_1,
\]

which along with (43) and (50) gives

\[
\tilde{Q}(u(\lambda), u(\lambda)) = \tilde{Q}(u(0), u(0)) + (d(\lambda) - d(0))^T Gd(0) + \frac{1}{2} (d(\lambda) - d(0))^T G(d(\lambda) - d(0))
\]

\[
- f^T (u(\lambda) - u(0)) - f_1(u_1(\lambda) - u_1(0))
\]

\[
= \tilde{Q}(u(0), u(0)) + \frac{1}{2} (d(\lambda) - d(0))^T G(d(\lambda) - d(0)) + \alpha v_1,
\]

so (59) holds by (61).

\[\square\]

**Remark 14.** Denote \( \bar{I} = \{ k \in I \cap K : e_k^T (q_k \gamma + \gamma p) > 0 \} \) and set

\[
\alpha_1 = -\frac{v_i}{\beta_i \gamma + \delta_i}, \quad \alpha_2 = \frac{u_j(0)}{e_j^T (q_j \gamma + \gamma p)} = \min_{k \in \bar{I}} \frac{u_k(0)}{e_k^T (q_i \gamma + \gamma p)}.
\]

(62)

where \( \alpha_1 = \infty \) if \( \beta_i \gamma + \delta_i = 0 \) and \( \alpha_2 = \infty \) if \( \bar{I} = \emptyset \). Let \( \alpha = \min(\alpha_1, \alpha_2) \). Three cases can occur.

1. If \( \alpha = \alpha_1 = \infty \), the dual problem has no optimal solution because \( \beta_i \gamma + \delta_i = 0 \) and \( v_i < 0 \). Thus, \( Q(u(\alpha), u_1(\alpha)) \to -\infty \) by (59) if \( \alpha \to \infty \). The primal problem has no feasible solution in this case.

2. If \( \alpha = \alpha_1 < \infty \), so \( \beta_i \gamma + \delta_i > 0 \), we can set \( K^+ = K \cup \{ l \} \). This corresponds to adding the constraint with index \( l \) into a set of active constraints of the primal problem.

3. If \( \alpha = \alpha_2 < \alpha_1 \), we need to remove the constraint with index \( j \) (formula (62)) from the set of active constraints of the primal problem.

In cases (2) and (3), it is necessary to update representation of the linear variety defined by new active constraints.

**Remark 15.** If \( \alpha = \alpha_2 < \alpha_1 \), we cannot add index \( l \) into a set \( K \). In this case, we need to remove index \( j \) from the set \( K \) and create a set \( K_1 = K_0 \setminus \{ j \} \), where \( K_0 = K \), which is possible because \( u_j = 0 \). At the same time, we need to multiply the value \( v_i \) by \( 1 - \alpha_1/\alpha_2 \) (if \( \alpha_1 = \infty \), then the value \( v_i \) is unchanged). Performing these adjustments we can try to add index \( l \) into the set \( K_1 \). Repeating these procedure we obtain a sequence of sets \( K = K_0 \supset K_1 \supset \cdots \supset K_p \). Since the number of constraints of the primal problem is finite, then there exists a set \( K = K_p \), where \( p \geq 0 \), such that either \( \alpha = \infty \) (no solution of problem (40) exists) or \( \alpha = \alpha_1 \), so a set \( K^+ = K \cup \{ l \} \) is an acceptable active set of the primal problem.

**Lemma 3.** Let a solution of problem (40) exist and \( K, K^+ = K \cup \{ l \} \) be the sets mentioned in Remark 15. Let \( d \) and \( d^+ \) be direction vectors given by (42), where the vectors \( u \) and \( u^+ \) correspond to acceptable sets \( K \) and \( K^+ \). Then \( Q(d^+, z^+) > Q(d, z) \).

**Proof.** Denote by \( \bar{d}_i \), \( 0 \leq i \leq p \), direction vectors given by (42), where the vectors \( \bar{u}_i, 0 \leq i \leq p \), correspond to the sets \( K_i, 0 \leq i \leq p \). Then \( Q(d_i, z_i) \geq Q(d_i, z_i-1), 1 \leq i \leq p \), holds by Lemma 2. Since \( \alpha = \alpha_1 \) holds in the last step determined by the set \( K = K_p \), so \( \beta_i \gamma + \delta_i > 0 \) and \( \alpha > 0 \), and since \( u_i(0) \geq 0 \), we can write \( Q(d^+, z^+) > Q(d, z) = Q(d_p, z_p) \geq Q(d_0, z_0) = Q(d, z) \).
Algorithm 1. Dual method of active constraints

Step 1 Choose an arbitrary index $1 \leq l \leq m$ (e.g. $l = 1$) and a number $\mu$ (e.g. $\mu = 1$). Set $K := \{l\}$, $u := [1]$, $\bar{e} := [1]$, $A := [a_i]$, $R := [a_i^T H a_i + \mu^1/2]$. Compute a number $z := f_i - a_i^T H a_i$. Set $v_1 := 0$ and $u_k := 0$ for $k \notin K$.

Step 2 Compute a vector $d := -HAu$ (formula (42)), set $v_k := z - (a_i^T d + f_k)$ for $k \notin K$ and determine an index $l \notin K$ such that $v_l = \min_{k \notin K} v_k$. If $v_l \geq 0$, terminate the computation (a pair $(d, z) \in R^{n+1}$ is a solution of primal problem (40) and a vector $u$ is a solution of dual problem (41)).

Step 3 Determine the vector $p$ by solving the system of equations $R^T R p = \bar{e}$ and the vector $q_i$ by solving the system of equations $R^T R q_i = A^T H a_i$. Set $\beta_i := 1 - \bar{e}^T q_i$, $\gamma_i := \beta_i/\bar{e}^T p$, $\delta_i := a_i^T H (a_i - \bar{a}_i)$ (Remark 16). Compute numbers $\alpha_1, \alpha_2$ defined in Remark 14 and set $\alpha := \min(\alpha_1, \alpha_2)$. If $\alpha = \infty$, terminate the computation (the primal problem has no feasible solution and the dual problem has no optimal solution). If $\alpha < \infty$, set $u := u - \alpha(q_i + \gamma_i p)$, $u_1 := u_1 + \alpha$, $z := z + \alpha \gamma_i$, $v_i := (1 - \alpha/\alpha_1)v_i$.

Step 4 If $\alpha = \alpha_1$, set $K := K \cup \{l\}$, $u := u^+$, $f := f^+$, $\bar{e} := \bar{e}^+$, $A := A^+$, $R := R^+$, where $u^+ = [u^T, u_1]^T$, $f^+ = [f^T, f_1]^T$, $\bar{e}^+ = [\bar{e}^T, 1]^T$ and $A^+$, $R^+$ are matrices defined in Remark 16. Go to Step 2.

Step 5 If $\alpha \neq \alpha_1$, set $K := K \setminus \{j\}$, $u := u^-$, $f := f^-$, $\bar{e} := \bar{e}^-$, $A := A^-$, $R := R^-$, where $j \in K$ is an index determined by (62), vectors $u^-$, $f^-$, $\bar{e}^-$ result from vectors $u$, $f$, $\bar{e}$ by removing the element with index $j$ and $A^-$, $R^-$ are matrices defined in Remark 16. Go to Step 3.

Remark 16. The vector $q_i$ and the number $\delta_i$ used in Step 3 of Algorithm 1 can be computed so that we solve two systems of equations $R^T r_i = \bar{A}^T \bar{H} a_i = A^T H a_i + \mu \bar{e}$ and $R q_i = r_i$ with triangular matrices $R^T$ and $R$ and set $\delta_i = \rho_i^2$ where $\rho_i^2 = a_i^T H a_i - r_i^T r_i$. Then, in Step 4 it holds that $A^+ = [A, a_i]$, $R^+ = \begin{bmatrix} R & r_i \\ 0 & \rho_i \end{bmatrix}$.

In Step 5 we determine a permutation matrix $\Pi$ such that $A \Pi = [A^-, a_i]$ and $R \Pi$ is an upper Hessenberg matrix. Furthermore, we determine an orthogonal matrix $Q$ such that the matrix $Q R \Pi$ is upper triangular. Then

$$QR\Pi = \begin{bmatrix} R^- & r_j \\ 0 & \rho_j \end{bmatrix}$$

holds. Derivation of these relations can be found in [19].

Theorem 3. After a finite number of steps of Algorithm 1, either a solution of problems (40) and (41) is found or the fact that these problems have no solution is detected.

Proof. Algorithm 1 generates a sequence of active sets $K_{j_l}$, $j_l \in N$, of the primal problem, where the set $K_{j_l}$, $j_l = 1$, is acceptable. Suppose that the set $K_{j_l}$, $j_l \in N$, is acceptable. By Remark 15 and Lemma 3, after at most $m$ steps, we either find out that problems (40) and (41) have no solution or obtain an acceptable set $K_{j_{l+1}}$, where $j_{l+1} = j_l \leq m$ and where $Q(d_{j_{l+1}}, z_{j_{l+1}}) > Q(d_{j_l}, z_{j_l})$. Thus, the sets $K_{j_{l+1}}$ and $K_{j_l}$ are different and since the number of different subsets of the set $\{1, \ldots, m\}$ is finite, the computation must terminate after a finite number of steps. \hfill \Box

3 Primal interior point methods

3.1 Barriers and barrier functions

Primal interior point methods for equality constraint minimization problems are based on adding a barrier term containing constraint functions to the minimized function. A resulting barrier function, depending
on a barrier parameter \(0 < \mu \leq \overline{\mu} < \infty\), is successively minimized on \(R^n\) (without any constraints), where \(\mu \to 0\). Applying this approach on problem (7), we obtain a barrier function

\[
B_\mu(x, z) = h(z) + \mu \sum_{k=1}^{m} \sum_{l=1}^{m_k} \phi(z_k - f_{kl}(x)), \quad 0 < \mu \leq \overline{\mu},
\]

(63)

where \(\phi : (0, \infty) \to \mathbb{R}\) is a barrier which satisfies the following assumption.

**Assumption B1.** Function \(\phi(t), t \in (0, \infty)\), is twice continuously differentiable, decreasing, and strictly convex, with \(\lim_{t \to 0} \phi(t) = \infty\). Function \(\phi' (t)\) is increasing and strictly concave such that \(\lim_{t \to \infty} \phi'(t) = 0\). For \(t \in (0, \infty)\) it holds \(-t \phi'(t) \leq 1\), \(t^2 \phi''(t) \leq 1\). There exist numbers \(\tau > 0\) and \(c > 0\) such that for \(t < \tau\) it holds

\[
-t \phi'(t) \geq c \tag{64}
\]

and

\[
\phi'(t) \phi'''(t) - \phi''(t)^2 > 0. \tag{65}
\]

**Remark 17.** A logarithmic barrier function

\[
\phi(t) = \log t^{-1} = -\log t, \tag{66}
\]

is most frequently used. It satisfies Assumption B1 with \(c = 1\) and \(\tau = \infty\) but it is not bounded from below since \(\log t \to \infty\) for \(t \to \infty\). For that reason, barriers bounded from below are sometimes used, e.g. a function

\[
\phi(t) = \log(t^{-1} + \tau^{-1}) = -\log \frac{t \tau}{t + \tau}, \tag{67}
\]

which is bounded from below by number \(\phi = -\log \tau\), or a function

\[
\phi(t) = -\log t, \quad 0 < t \leq \tau, \quad \phi(t) = at^{-2} + bt^{-1} + c, \quad t \geq \tau, \tag{68}
\]

which is bounded from below by number \(\phi = c = -\log \tau - 3/2\), or a function

\[
\phi(t) = -\log t, \quad 0 < t \leq \tau, \quad \phi(t) = at^{-1} + bt^{-1/2} + c, \quad t \geq \tau, \tag{69}
\]

which is bounded from below by number \(\phi = c = -\log \tau - 3\). Coefficients \(a, b, c\) are chosen so that function \(\phi(t)\) as well as its first and second derivatives are continuous in \(t = \tau\). All these barriers satisfy Assumption B1 [26] (the proof of this statement is trivial for logarithmic barrier (66)).

Even if bounded from below barriers (67)-(69) have more advantageous theoretical properties (Assumption X1a can be replaced with a weaker Assumption X1b), algorithms using logarithmic barrier (67) are usually more efficient. Therefore, we will only deal with methods using the logarithmic barrier \(\phi(t) = -\log t\) in the subsequent considerations.

### 3.2 Iterative determination of a minimax vector

Suppose the function \(h(z)\) is of form (21). Using the logarithmic barrier \(\phi(t) = -\log t\), function (63) can be written as

\[
B_\mu(x, z) = \sum_{k=1}^{m} z_k - \mu \sum_{k=1}^{m} \sum_{l=1}^{m_k} \log(z_k - f_{kl}(x)), \quad 0 < \mu \leq \overline{\mu}. \tag{70}
\]

Further, we will denote \(g_{kl}(x)\) and \(G_{kl}(x)\) gradients and Hessian matrices of functions \(f_{kl}(x), 1 \leq k \leq m, 1 \leq l \leq m_k\), and set

\[
u_{kl}(x, z) = \frac{\mu}{z_k - f_{kl}(x)} \geq 0, \quad v_{kl}(x, z) = \frac{\mu}{(z_k - f_{kl}(x))^2} = \frac{1}{\mu} u_{kl}^2(x, z) \geq 0, \tag{71}
\]
\[ u_k(x, z) = \begin{bmatrix} u_{k1}(x, z) \\ \vdots \\ u_{km_k}(x, z) \end{bmatrix}, \quad v_k(x, z) = \begin{bmatrix} v_{k1}(x, z) \\ \vdots \\ v_{km_k}(x, z) \end{bmatrix}, \quad \bar{e}_k = \begin{bmatrix} 1 \\ \vdots \\ 1 \end{bmatrix}. \]

Denoting by \( g(x, z) \) the gradient of the function \( B_\mu(x, z) \) and \( \gamma_k(x, z) = \partial B_\mu(x, z) / \partial z_k \), the necessary conditions for an extremum of barrier function (63) can be written in the form

\[
\begin{align*}
g(x, z) &= \sum_{k=1}^{m} \sum_{l=1}^{m_k} g_{kl}(x) u_{kl}(x, z) = \sum_{k=1}^{m} A_k(x) u_k(x, z) = 0, \\
\gamma_k(x, z) &= 1 - \sum_{l=1}^{m_k} u_{kl}(x, z) = 1 - \bar{e}_k^T u_k(x, z) = 0, \quad 1 \leq k \leq m,
\end{align*}
\]

where \( A_k(x) = [g_{k1}(x), \ldots, g_{km_k}(x)] \), which is a system of \( n + m \) nonlinear equations for unknown vectors \( x \) and \( z \). These equations can be solved by the Newton method. In this case, the second derivatives of the Lagrange function (which are the first derivatives of expressions (72) and (73)) are computed. Denoting

\[
G(x, z) = \sum_{k=1}^{m} \sum_{l=1}^{m_k} G_{kl}(x) u_{kl}(x, z)
\]

the Hessian matrix of the Lagrange function and setting

\[
U_k(x, z) = \text{diag}(u_{k1}(x, z), \ldots, u_{km_k}(x, z)), \\
V_k(x, z) = \text{diag}(v_{k1}(x, z), \ldots, v_{km_k}(x, z)) = \frac{1}{\mu} U_k^T(x, z),
\]

we can write

\[
\begin{align*}
\frac{\partial g(x, z)}{\partial x} &= \sum_{k=1}^{m} \sum_{l=1}^{m_k} G_{kl}(x) u_{kl}(x, z) + \sum_{k=1}^{m} \sum_{l=1}^{m_k} g_{kl}(x) v_{kl}(x, z) g_{kl}^T(x) \\
&= G(x, z) + \sum_{k=1}^{m} A_k(x) V_k(x, z) A_k^T(x), \\
\frac{\partial g(x, z)}{\partial z_k} &= -\sum_{l=1}^{m_k} g_{kl}(x) v_{kl}(x, z) = -A_k(x) u_k(x, z), \\
\frac{\partial \gamma_k(x, z)}{\partial x} &= -\sum_{l=1}^{m_k} v_{kl}(x, z) g_{kl}^T(x) = -v_k^T(x, z) A_k^T(x), \\
\frac{\partial \gamma_k(x, z)}{\partial z_k} &= \sum_{l=1}^{m_k} v_{kl}(x, z) = \bar{e}_k^T v_k(x, z).
\end{align*}
\]

Using these formulas we obtain a system of linear equations describing a step of the Newton method

\[
\begin{bmatrix}
W(x, z) & -A_1(x)v_1(x, z) & \ldots & -A_m(x)v_m(x, z) \\
-v_1^T(x, z) A_1^T(x) & e_1^T v_1(x, z) & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
-v_m^T(x, z) A_m^T(x) & 0 & \ldots & e_m^T v_m(x, z)
\end{bmatrix}
\begin{bmatrix}
\Delta x \\
\Delta z_1 \\
\vdots \\
\Delta z_m
\end{bmatrix}
= \begin{bmatrix}
g_k(x, z) \\
g_1(x, z) \\
\vdots \\
g_m(x, z)
\end{bmatrix},
\]

where

\[
W(x, z) = G(x, z) + \sum_{k=1}^{m} A_k(x) V_k(x, z) A_k^T(x).
\]

Setting

\[
C(x, z) = [A_1(x)v_1(x, z), \ldots, A_m(x)v_m(x, z)], \quad D(x, z) = \text{diag}(e_1^T v_1(x, z), \ldots, e_m^T v_m(x, z))
\]

16
and \( \gamma(x, z) = [\gamma_1(x, z), \ldots, \gamma_m(x, z)]^T \), a step of the Newton method can be written in the form

\[
\begin{bmatrix}
W(x, z) & -C(x, z) \\
-C^T(x, z) & D(x, z)
\end{bmatrix}
\begin{bmatrix}
\Delta x \\
\Delta z
\end{bmatrix}
= -
\begin{bmatrix}
g(x, z) \\
\gamma(x, z)
\end{bmatrix}.
\]  
(81)

The diagonal matrix \( D(x, z) \) is positive definite since it has positive diagonal elements.

**Remark 18.** If the number \( m \) is small (as in case of a classical minimax problem, where \( m = 1 \)), we will use the expression

\[
\begin{bmatrix}
W & -C \\
-C^T & D
\end{bmatrix}^{-1}
= \begin{bmatrix}
W^{-1} - W^{-1}C(C^TW^{-1}C - D)^{-1}C^TW^{-1} & -W^{-1}C(C^TW^{-1}C - D)^{-1}

-(C^TW^{-1}C - D)^{-1}C^TW^{-1} & -(C^TW^{-1}C - D)^{-1}
\end{bmatrix}.
\]

We suppose that the matrix \( W \) is regular (otherwise, it can be regularized e.g. by the Gill-Murray decomposition [11]). Then, a solution of system of equations (81) can be computed by

\[
\Delta z = (C^TW^{-1}C - D)^{-1}(C^TW^{-1}g + \gamma),
\]
(82)

\[
\Delta x = W^{-1}(C\Delta z - g).
\]  
(83)

In this case, a large matrix \( W \) of order \( n \), which is sparse if \( G(x, z) \) is sparse, and a small dense matrix \( C^TW^{-1}C - D \) of order \( m \) are decomposed.

**Remark 19.**

During iterative determination of a minimax vector we know a value of the parameter \( \mu \) and vectors \( x \in \mathbb{R}^p, z \in \mathbb{R}^m \) such that \( z_k > F_k(x), 1 \leq k \leq m \). Using formulas (82)–(83) or (84)–(85) we determine direction vectors \( \Delta x, \Delta z \). Then, we choose a steplength \( \alpha \) so that

\[
B_\mu(x + \alpha \Delta x, z + \alpha \Delta z) < B_\mu(x, z)
\]  
(86)

and \( z_k + \alpha \Delta z_k > F_k(x + \alpha \Delta x), 1 \leq k \leq m \). Finally, we set \( x_+ = x + \alpha \Delta x, z_+ = z + \alpha \Delta z \) and determine a new value \( \mu_+ < \mu \). If the matrix of system of equations (81) is positive definite, inequality (86) is satisfied for a sufficiently small value of the steplength \( \alpha \).

**Theorem 4.** Let the matrix \( G(x, z) \) given by (74) be positive definite. Then the matrix of system of equations (81) is positive definite.

**Proof.** The matrix of system of equations (81) is positive definite if and only if the matrix \( D \) and its Schur complement \( W - CD^{-1}C^T \) are positive definite [8, Theorem 2.5.6]. The matrix \( D \) is positive definite since it has positive diagonal elements. Further, it holds

\[
W - CD^{-1}C^T = G + \sum_{k=1}^m \left( A_k V_k A_k^T - A_k V_k \tilde{e}_k (\tilde{e}_k^T V_k \tilde{e}_k)^{-1} (A_k V_k \tilde{e}_k)^T \right),
\]

matrices \( A_k V_k A_k^T - A_k V_k \tilde{e}_k (\tilde{e}_k^T V_k \tilde{e}_k)^{-1} (A_k V_k \tilde{e}_k)^T, 1 \leq k \leq m \), are positive semidefinite due to the Schwarz inequality and the matrix \( G \) is positive definite by the assumption. \( \square \)
3.3 Direct determination of a minimax vector

Now we will show how to solve system of equations (72)–(73) by direct determination of a minimax vector using two-level optimization

\[ z(x; \mu) = \arg\min_{z \in \mathbb{R}^m} B_{\mu}(x, z), \quad (87) \]

\[ x^* = \arg\min_{x \in \mathbb{R}^n} B(x; \mu), \quad B(x; \mu) \triangleq B_{\mu}(x, z(x; \mu)). \quad (88) \]

Problem (87) serves for determination of an optimal vector \( z(x; \mu) \in \mathbb{R}^m \). Let \( \tilde{B}_{\mu}(z) = B_{\mu}(x, z) \) for a fixed chosen vector \( x \in \mathbb{R}^n \). The function \( \tilde{B}_{\mu}(z) \) is strictly convex (as a function of a vector \( z \)), since it is a sum of convex function (21) and strictly convex functions \(-\mu \log(z_k - f_{kl}(x)), 1 \leq k \leq m, 1 \leq l \leq m_k\). A minimum of the function \( \tilde{B}_{\mu}(z) \) is its stationary point, so it is a solution of system of equations (73) with Lagrange multipliers (71). The following theorem shows that this solution exists and is unique.

**Theorem 5.** The function \( \tilde{B}_{\mu}(z) : (F(x), \infty) \rightarrow \mathbb{R} \) has a unique stationary point which is its global minimum. This stationary point is characterized by a system of equations \( \gamma(x, z) = 0 \), or

\[ 1 - e^\xi u_k = 1 - \sum_{l=1}^{m_k} \frac{\mu}{z_k - f_{kl}(x)} = 0, \quad 1 \leq k \leq m, \quad (89) \]

which has a unique solution \( z(x; \mu) \in Z \subset \mathbb{R}^m \) such that

\[ F_k(x) < F_k(x) + \mu < z_k(x; \mu) < F_k(x) + m_k \mu \quad (90) \]

for \( 1 \leq k \leq m \).

**Proof.** Definition 1 implies \( f_{kl}(x) \leq F_k(x), 1 \leq k \leq m, 1 \leq l \leq m_k \), where the equality occurs for at least one index \( l \).

(a) If (89) holds, then we can write

\[ 1 = \sum_{l=1}^{m_k} \frac{\mu}{z_k - f_{kl}(x)} > \frac{\mu}{z_k - F_k(x)} \quad \Leftrightarrow \quad z_k - F_k(x) > \mu, \]

\[ 1 = \sum_{l=1}^{m_k} \frac{\mu}{z_k - f_{kl}(x)} < \frac{m_k \mu}{z_k - F_k(x)} \quad \Leftrightarrow \quad z_k - F_k(x) < m_k \mu, \]

which proves inequalities (90).

(b) Since

\[ \gamma_k(x, F + \mu) = 1 - \sum_{l=1}^{m_k} \frac{\mu}{\mu + F_k(x) - f_{kl}(x)} < 1 - \frac{\mu}{\mu} = 0, \]

\[ \gamma_k(x, F + m_k \mu) = 1 - \sum_{l=1}^{m_k} \frac{\mu}{m_k \mu + F_k(x) - f_{kl}(x)} > 1 - \frac{m_k \mu}{m_k \mu} = 0, \]

and the function \( \gamma_k(x, z_k) \) is continuous and decreasing in \( F_k(x) + \mu < z_k(x; \mu) < F_k(x) + m_k \) by (78), the equation \( \gamma_k(x, z_k) = 0 \) has a unique solution in this interval. Since the function \( \tilde{B}_{\mu}(z) \) is convex, this solution corresponds to its global minimum. \( \square \)
Consider barrier function (91). Then differentiating barrier function (91) and using (73) we obtain

$$B(x; \mu) = \sum_{k=1}^{m} z_k(x; \mu) - \mu \sum_{k=1}^{m} \sum_{l=1}^{m_k} \log(z_k(x; \mu) - f_{kl}(x)).$$

(91)

To find a minimum of $B_\mu(x, z)$ in $\mathbb{R}^{n+m}$, it suffices to minimize $B(x; \mu)$ in $\mathbb{R}^n$.

**Theorem 6.** Consider barrier function (91). Then

$$\nabla B(x; \mu) = \sum_{k=1}^{m} A_k(x)u_k(x; \mu),$$

(92)

$$\nabla^2 B(x; \mu) = \begin{bmatrix} W(x; \mu) & C(x; \mu)D^{-1}(x; \mu)C^T(x; \mu) \\ G(x; \mu) + \sum_{k=1}^{m} A_k(x)V_k(x; \mu)A_k^T(x) & -\sum_{k=1}^{m} A_k(x)V_k(x; \mu)e_k e_k^T V_k(x; \mu)A_k^T(x) \end{bmatrix},$$

(93)

where $W(x; \mu) = W(x, z(x; \mu))$, $G(x; \mu) = G(x, z(x; \mu))$, $C(x; \mu) = C(x, z(x; \mu))$, $D(x; \mu) = D(x, z(x; \mu))$ and $U_k(x; \mu) = U_k(x, z(x; \mu))$, $V_k(x; \mu) = V_k(x, z(x; \mu)) = U_k^2(x; \mu)/\mu$, $1 \leq k \leq m$. A solution of equation

$$\nabla^2 B(x; \mu) \Delta x = -\nabla B(x; \mu)$$

(94)

is identical with a vector $\Delta x$ given by (84), where $z = z(x; \mu)$ (so $\gamma(x, z(x; \mu)) = 0$).

**Proof.** Differentiating barrier function (91) and using (73) we obtain

$$\nabla B(x; \mu) = \sum_{k=1}^{m} \frac{\partial z_k(x; \mu)}{\partial x} - \sum_{k=1}^{m} \sum_{l=1}^{m_k} u_{kl}(x; \mu) \left( \frac{\partial z_k(x; \mu)}{\partial x} - \frac{\partial f_{kl}(x)}{\partial x} \right)$$

$$= \sum_{k=1}^{m} \frac{\partial z_k(x; \mu)}{\partial x} \left( 1 - \sum_{l=1}^{m_k} u_{kl}(x; \mu) \right) + \sum_{k=1}^{m} \sum_{l=1}^{m_k} \frac{\partial f_{kl}(x)}{\partial x} u_{kl}(x; \mu)$$

$$= \sum_{k=1}^{m} \sum_{l=1}^{m_k} g_{kl}(x)u_{kl}(x; \mu) = \sum_{k=1}^{m} A_k(x)u_k(x; \mu),$$

where

$$u_{kl}(x; \mu) = \frac{\mu}{z_k(x; \mu) - f_{kl}(x)}, \quad 1 \leq k \leq m, \quad 1 \leq l \leq m_k.$$  

(95)

Formula (93) can be obtained by additional differentiation of relations (73) and (92) using (95). A simpler way is based on using (84). Since (73) implies $\gamma(x, z(x; \mu)) = 0$, we can substitute $\gamma = 0$ into (84), which yields the equation

$$(W(x, z) - C(x, z)D^{-1}(x, z)C^T(x, z)) \Delta x = -g(x, z),$$

where $z = z(x; \mu)$, that confirms validity of formulas (93) and (94) (details can be found in [25]).

**Remark 20.** To determine an inverse of the Hessian matrix, one can use a Woodbury formula [8, Theorem 12.1.4] which gives

$$\left(\nabla^2 B(x; \mu)\right)^{-1} = W^{-1}(x; \mu) - W^{-1}(x; \mu)C(x; \mu)$$

$$\left(C^T(x; \mu)W^{-1}(x; \mu)C(x; \mu) - D(x; \mu)\right)^{-1}$$

$$= C^T(x; \mu)W^{-1}(x; \mu).$$

(96)
If the matrix $\nabla^2 B(x; \mu)$ is not positive definite, it can be replaced by a matrix $LL^T = \nabla^2 B(x; \mu) + E$, obtained by the Gill-Murray decomposition [11]. Note that it is more advantageous to use system of linear equations (81) instead of (94) for determination of a direction vector $\Delta x$ because the system of nonlinear equations (89) is solved with prescribed finite precision, and thus a vector $\gamma(x, z)$, defined by (73), need not be zero.

From
\[ V_k(x; \mu) = \frac{1}{\mu} U_k^2(x; \mu), \quad u_k(x; \mu) \geq 0, \quad e_k^T u_k(x; \mu) = 1, \quad 1 \leq k \leq m, \]
it follows that $\|V_k(x; \mu)\| \to \infty$ if $\mu \to 0$, so Hessian matrix (93) may be ill-conditioned if the value $\mu$ is very small. From this reason, we use a lower bound $\mu > 0$ for $\mu$.

**Theorem 7.** Let Assumption X3 be satisfied and let $\mu \geq \mu > 0$. If the matrix $G(x; \mu)$ is uniformly positive definite (i.e. there exists a constant $\underline{G}$ such that $v^T G(x; \mu)v \geq \underline{G}\|v\|^2$), there exists a number $\pi > 1$ such that $\kappa(\nabla^2 B(x; \mu)) \leq \pi$.

**Proof.**

(a) Using (71), (93), and Assumption X3, we obtain
\[
\|\nabla^2 B(x; \mu)\| \leq \left\| G(x; \mu) + \sum_{k=1}^{m} A_k(x) V_k(x; \mu) A_k^T(x) \right\|
\leq \sum_{k=1}^{m} \sum_{l=1}^{m_k} \left( |G_{kl}(x)| u_{kl}(x, \mu) + \frac{1}{\mu} |u_{kl}(x, \mu)| g_{kl}(x) g_{kl}(x) \right)
\leq \frac{m}{\mu} (\underline{G} + \bar{G}) \frac{\pi}{\mu} \leq \frac{\pi}{\mu},
\]

(b) As in the proof of Theorem 4, for an arbitrary vector $v \in \mathbb{R}^n$ it holds
\[
v^T \nabla^2 B(x; \mu) v = v^T (W(x; \mu) - \mu D^{-1}(x; \mu) C(x; \mu)) v
= v^T G(x; \mu) v + v^T A_k(x) V_k(x; \mu) A_k^T(x) v - \frac{v^T A_k(x) V_k(x; \mu) e_k e_k^T V(x; \mu) A_k^T(x) v}{e_k^T V_k(x; \mu) e_k}
\geq v^T G(x; \mu) v \geq \underline{G}\|v\|^2,
\]
so $\lambda(\nabla^2 B(x; \mu)) \geq \underline{G}$.

(c) Since (a) implies $\lambda(\nabla^2 B(x; \mu)) = \|\nabla^2 B(x; \mu)\| \leq \pi/\mu$, using (b) we can write
\[
\kappa(\nabla^2 B(x; \mu)) = \frac{\lambda(\nabla^2 B(x; \mu))}{\lambda^2(\nabla^2 B(x; \mu))} \leq \frac{\pi}{\mu \underline{G}} \leq \frac{\pi}{\underline{G}},
\]

\[\square\]

**Remark 21.** If there exists a number $\pi > 0$ such that $\kappa(\nabla^2 B(x_i; \mu_i)) \leq \pi$, $i \in N$, the direction vector $\Delta x_i$, given by solving a system of equations $\nabla^2 B(x_i; \mu_i) \Delta x_i = -\nabla B(x_i; \mu_i)$, satisfies the condition
\[
(\Delta x_i)^T g(x_i; \mu_i) \leq -\varepsilon_0 \|\Delta x_i\| \|g(x_i; \mu_i)\|, \quad i \in N,
\]
where $\varepsilon_0 = 1/\sqrt{\pi}$. Then, for arbitrary numbers $0 < \varepsilon_1 \leq \varepsilon_2 < 1$ one can find a steplength parameter $\alpha_i > 0$ such that for $x_{i+1} = x_i + \alpha_i \Delta x_i$ it holds
\[
\varepsilon_1 \leq \frac{B(x_{i+1}; \mu_i) - B(x_i; \mu_i)}{\alpha_i (\Delta x_i)^T g(x_i; \mu_i)} \leq \varepsilon_2,
\]
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so there exists a number \( c > 0 \) such that (see [32, Section 3.2])

\[
B(x_{i+1}; \mu_i) - B(x_i; \mu_i) \leq -c\|g(x_i; \mu_i)\|^2, \quad i \in N.
\] (101)

If Assumption X3 is not satisfied, then only \((\Delta x_i)^T g(x_i; \mu_i) < 0\) holds (because the matrix \(\nabla^2 B(x; \mu)\) is positive definite by Theorem 4) and

\[
B(x_{i+1}; \mu_i) - B(x_i; \mu_i) \leq 0, \quad i \in N.
\] (102)

3.4 Implementation

Remark 22. In (80), it is assumed that \(G(x, z)\) is the Hessian matrix of the Lagrange function. Direct computation of the matrix \(G(x; \mu) = G(x, z(x; \mu))\) is usually difficult (one can use automatic differentiation as described in [14]). Thus, various approximations \(G \approx G(x; \mu)\) are mostly used.

- The matrix \(G \approx G(x; \mu)\) can be determined using differences

\[
G_{w_j} = \frac{A(x + \delta w_j)u(x; \mu) - A(x)u(x; \mu)}{\delta}, \quad 1 \leq j \leq \overline{k}.
\]

The vectors \(w_j, 1 \leq j \leq \overline{k}\), are chosen so that the number of them is as small as possible [4], [35].

- The matrix \(G \approx G(x; \mu)\) can be determined using the variable metric methods [27]. The vectors

\[
d = x_+ - x, \quad y = A(x_+)u(x_+; \mu) - A(x)u(x_+; \mu)
\]

are used for an update of \(G\).

- If the problem is separable (i.e. \(f_{kl}(x), 1 \leq k \leq m, 1 \leq l \leq m_k\), are functions of a small number \(m_k = O(1)\) of variables), one can set as in [13]

\[
G = \sum_{k=1}^{m} \sum_{l=1}^{m_k} Z_{kl} \hat{G}_{kl} Z_{kl}^T u_{kl}(x, z),
\]

where the reduced Hessian matrices \(\hat{G}_{kl}\) are updated using the reduced vectors \(\hat{d}_{kl} = Z_{kl}^T(x_+ - x)\) and \(\hat{y}_{kl} = Z_{kl}(g_{kl}(x_+) - g_{kl}(x))\).

Remark 23. The matrix \(G \approx G(x; \mu)\) obtained by the approach stated in Remark 22 can be ill-conditioned so condition (99) (with a chosen value \(\varepsilon_0 > 0\)) may not be satisfied. In this case it is possible to restart the iteration process and set \(G = I\). Then \(\overline{G} = 1\) and \(\overline{G} = 1\) in (97) and (98), so it is a higher probability of fulfillment of condition (99). If the choice \(G = I\) does not satisfy (99), we set \(\Delta x = -g(x; \mu)\) (a steepest descent direction).

An update of \(\mu\) is an important part of interior point methods. Above all, \(\mu \to 0\) must hold, which is a main property of interior point methods. Moreover, rounding errors may cause that \(z_k(x; \mu) = F_k(x)\) when the value \(\mu\) is small (because \(F_k(x) < z_k(x; \mu) \leq F_k(x) + m_k\mu\) and \(F_k(x) + m_k\mu \to F_k(x)\) if \(\mu \to 0\)), which leads to a breakdown (division by \(z_k(x; \mu) - F_k(x) = 0\) when computing \(1/(z_k(x; \mu) - F_k(x))\)). Therefore, we need to use a lower bound \(\underline{\mu}\) for a barrier parameter (e.g. \(\underline{\mu} = 10^{-8}\) when computing in double precision).

The efficiency of interior point methods also depends on the way of decreasing the value of a barrier parameter. The following heuristic procedures proved successful in practice, where \(g(x_i; \mu_i) = A(x_i)u(x_i; \mu_i)\) and \(\underline{\mu}\) is a suitable constant.
Procedure A

Phase 1 If \( \|g(x_i; \mu_i)\| \geq \varrho \), then \( \mu_{i+1} = \mu_i \) (the value of a barrier parameter is unchanged).

Phase 2 If \( \|g(x_i; \mu_i)\| < \varrho \), then

\[
\mu_{i+1} = \max \left( \tilde{\mu}_{i+1}, \mu_i, 10 \varepsilon_M |F(x_{i+1})| \right),
\]

where \( F(x_{i+1}) = F_1(x_{i+1}) + \cdots + F_m(x_{i+1}), \varepsilon_M \) is a machine precision, and

\[
\tilde{\mu}_{i+1} = \min \left( \max(\lambda \mu_i, \mu_i/(\sigma \mu_i + 1)), \max(\|g(x_i; \mu_i)\|^2, 10^{-2k}) \right).
\]

The values \( \mu = 10^{-8} \), \( \lambda = 0.85 \), and \( \sigma = 100 \) are usually used.

Procedure B

Phase 1 If \( \|g(x_i; \mu_i)\|^2 \geq \vartheta \mu_i \), then \( \mu_{i+1} = \mu_i \) (the value of a barrier parameter is unchanged).

Phase 2 If \( \|g(x_i; \mu_i)\|^2 < \vartheta \mu_i \), then

\[
\mu_{i+1} = \max(\mu_i, \|g_i(x_i; \mu_i)\|^2).
\]

The values \( \mu = 10^{-8} \) and \( \vartheta = 0.1 \) are usually used.

The choice of \( g \) in Procedure A is not critical. We can set \( g = \infty \) but a lower value is sometimes more advantageous. Formula (104) requires several comments. The first argument of the minimum controls the decreasing speed of the value of a barrier parameter which is linear (a geometric sequence) for small \( i \) (the term \( \lambda \mu_i \) and sublinear (a harmonic sequence) for large \( i \) (the term \( \mu_i/(\sigma \mu_i + 1) \)). Thus, the second argument ensuring that the value \( \mu \) is small in a neighborhood of a desired solution is mainly important for large \( i \). This situation may appear if the gradient norm \( \|g(x_i; \mu_i)\| \) is small even if \( x_i \) is far from a solution. The idea of Procedure B proceeds from the fact that a barrier function \( B(x; \mu) \) should be minimized with a sufficient precision for a given value of a parameter \( \mu \).

The considerations up to now are summarized in the following algorithm which supposes that the matrix \( A(x) \) is sparse. If it is dense, the algorithm is simplified because there is no symbolic decomposition.

Algorithm 2.  Primal interior point method

Data.  A tolerance for the gradient norm of the Lagrange function \( \varepsilon > 0 \). A precision for determination of a minimax vector \( \hat{\delta} > 0 \). Bounds for a barrier parameter \( 0 < \mu < \overline{\mu} \). Coefficients for decrease of a barrier parameter \( 0 < \lambda < 1, \sigma > 1 \) (or \( 0 < \vartheta < 1 \)). A tolerance for a uniform descent \( \varepsilon_0 > 0 \). A tolerance for a steplength selection \( \varepsilon_1 > 0 \). A maximum steplength \( \overline{\Delta} > 0 \).

Input.  A sparsity pattern of the matrix \( A(x) = [A_1(x), \ldots, A_m(x)] \). A starting point \( x \in \mathbb{R}^n \).

Step 1 Initiation.  Choose \( \mu \leq \overline{\mu} \). Determine a sparse structure of the matrix \( W = W(x; \mu) \) from the sparse structure of the matrix \( A(x) \) and perform a symbolic decomposition of the matrix \( W \) (described in [2, Section 1.7.4]). Compute values \( f_{kl}(x), 1 \leq k \leq m, 1 \leq l \leq m_k \), values \( F_k(x) = \max_{1 \leq l \leq m_k} f_{kl}(x), 1 \leq k \leq m \), and the value of objective function (4). Set \( r = 0 \) (restart indicator).

Step 2 Termination.  Solve nonlinear equations (89) with precision \( \hat{\delta} \) to obtain a minimax variable \( z(x; \mu) \) and a vector of Lagrange multipliers \( u(x; \mu) \). Determine a matrix \( A = A(x) \) and a vector \( g = g(x; \mu) = A(x)u(x; \mu) \). If \( \mu \leq \mu \) and \( \|g\| \geq \varepsilon \), terminate the computation.

Step 3 Hessian matrix approximation.  Set \( G = G(x; \mu) \) or compute an approximation \( G \) of the Hessian matrix \( G(x; \mu) \) using gradient differences or using quasi-Newton updates (Remark 22).

Step 4 Direction determination.  Determine a matrix \( \nabla^2 B(x; \mu) \) by (93) and a vector \( \Delta x \) by solving equations (94) with the right-hand side defined by (92).
Step 5 Restart. If \( r = 0 \) and (99) does not hold (where \( s = \Delta x \)), set \( G = 1 \), \( r = 1 \) and go to Step 4. If \( r = 1 \) and (99) does not hold, set \( \Delta x = -g \). Set \( r = 0 \).

Step 6 Steplength selection. Determine a steplength \( \alpha > 0 \) satisfying inequalities (100) (for a barrier function \( B(x; \mu) \) defined by (91)) and \( \alpha \leq \Delta / \| \Delta x \| \). Note that nonlinear equations (89) are solved at the point \( x + \alpha \Delta x \). Set \( x := x + \alpha \Delta x \). Compute values \( f_k(x) \), \( 1 \leq k \leq m \), \( 1 \leq l \leq m_k \), values \( F_k(x) = \max_{1 \leq l \leq m_k} f_k(x) \), \( 1 \leq k \leq m \), and the value of objective function (4).

Step 7 Barrier parameter update. Determine a new value of a barrier parameter \( \mu \geq \mu \) using Procedure A or Procedure B. Go to Step 2.

The values \( \varepsilon = 10^{-6}, \delta = 10^{-6}, \mu = 10^{-8}, \sigma = 1, \lambda = 0.85, \vartheta = 0.1, \varepsilon_0 = 10^{-8}, \varepsilon_1 = 10^{-4}, \) and \( \Delta = 1000 \) were used in our numerical experiments.

3.5 Global convergence

Now we prove the global convergence of the method realized by Algorithm 2.

**Lemma 4.** Let vectors \( z_k(x; \mu) \), \( 1 \leq k \leq m \), be solutions of equations (89). Then

\[
\frac{\partial z_k(x; \mu)}{\partial \mu} > 0, \quad 1 \leq k \leq m, \quad \frac{\partial B(x; \mu)}{\partial \mu} = -\sum_{k=1}^{m} \sum_{l=1}^{m_k} \log(z_k(x; \mu) - f_{kl}(x)).
\]

**Proof.** Differentiating (89) with respect to \( \mu \), one can write for \( 1 \leq k \leq m \)

\[
-\sum_{l=1}^{m_k} \frac{1}{z_k(x; \mu) - f_{kl}(x)} + \frac{\mu}{(z_k(x; \mu) - f_{kl}(x))^2} \frac{\partial z_k(x; \mu)}{\partial \mu} = 0,
\]

which after multiplication of \( \mu \) together with (71) and (89) gives

\[
\frac{\partial z_k(x; \mu)}{\partial \mu} = \left( \sum_{l=1}^{m_k} \frac{\mu^2}{(z_k(x; \mu) - f_{kl}(x))^2} \right)^{-1} = \left( \sum_{l=1}^{m_k} \mu^2 (x; \mu) \right)^{-1} > 0.
\]

Differentiating a function

\[
B(x; \mu) = \sum_{k=1}^{m} z_k(x; \mu) - \mu \sum_{k=1}^{m} \sum_{l=1}^{m_k} \log(z_k(x; \mu) - f_{kl}(x))
\]

and using (89) we obtain

\[
\frac{\partial B(x; \mu)}{\partial \mu} = \sum_{k=1}^{m} \frac{\partial z_k(x; \mu)}{\partial \mu} - \sum_{k=1}^{m} \sum_{l=1}^{m_k} \log(z_k(x; \mu) - f_{kl}(x)) - \sum_{k=1}^{m} \sum_{l=1}^{m_k} \frac{\mu}{z_k(x; \mu) - f_{kl}(x)} \frac{\partial z_k(x; \mu)}{\partial \mu} = \frac{\partial z_k(x; \mu)}{\partial \mu} \sum_{k=1}^{m} \left( \sum_{l=1}^{m_k} \frac{\mu}{z_k(x; \mu) - f_{kl}(x)} \right) - \sum_{k=1}^{m} \sum_{l=1}^{m_k} \log(z_k(x; \mu) - f_{kl}(x)) \]

\[
= -\sum_{k=1}^{m} \sum_{l=1}^{m_k} \log(z_k(x; \mu) - f_{kl}(x)).
\]

\[\square\]

**Lemma 5.** Let Assumption X1a be satisfied. Let \( x_i \) and \( \mu_i \), \( i \in N \), be the sequences generated by Algorithm 2. Then the sequences \( B(x_i; \mu_i), z_i(x_i; \mu_i), \) and \( F(x_i), i \in N, \) are bounded. Moreover, there exists a constant \( L \geq 0 \) such that for \( i \in N \) it holds

\[
B(x_{i+1}; \mu_{i+1}) \leq B(x_{i+1}; \mu_i) + L(\mu_i - \mu_{i+1}).
\]
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Proof.

(a) We first prove boundedness from below. Using (106) and Assumption X1a, one can write
\[
B(x; \mu) - F = \sum_{k=1}^{m} z_k(x; \mu) - E - \mu \sum_{k=1}^{m} \sum_{l=1}^{m_k} \log(z_k(x; \mu) - f_{kl}(x)) 
\geq \sum_{k=1}^{m} (z_k(x; \mu) - E - m_k \log(z_k(x; \mu) - \bar{E})).
\]

A convex function \( \psi(t) = t - m\mu \log(t) \) has a unique minimum at the point \( t = m\mu \) because \( \psi'(m\mu) = 1 - m\mu/m\mu = 0 \). Thus, it holds
\[
B(x; \mu) \geq F + \sum_{k=1}^{m} (m_k \mu - m_k \log(m_k \mu)) \geq F + \sum_{k=1}^{m} \min(0, m_k \bar{\mu}(1 - \log(m_k \bar{\mu})) 
\geq F + \sum_{k=1}^{m} \min(0, m_k \bar{\mu}(1 - \log(2m_k \bar{\mu})) \triangleq B.
\]

Boundedness from below of sequences \( z(x_i; \mu_i) \) and \( F(x_i) \), \( i \in N \), follows from inequalities (90) and Assumption X1a.

(b) Now we prove boundedness from above. Similarly as in (a) we can write
\[
B(x; \mu) - F \geq \frac{1}{2} \sum_{k=1}^{m} z_k(x; \mu) - E + \sum_{k=1}^{m} \left( \frac{z_k(x; \mu) - E}{2} - m_k \mu \log(z(x; \mu) - E) \right).
\]

A convex function \( t/2 - m\mu \log(t) \) has a unique minimum at the point \( t = 2m\mu \). Thus, it holds
\[
B(x; \mu) \geq \frac{1}{2} \sum_{k=1}^{m} \frac{z_k(x; \mu) - E}{2} + F + \sum_{k=1}^{m} \min(0, m_k \bar{\mu}(1 - \log(2m_k \bar{\mu})) = \sum_{k=1}^{m} \frac{z_k(x; \mu) - E}{2} + B
\]

or
\[
\sum_{k=1}^{m} (z_k(x; \mu) - E) \leq 2(B(x; \mu) - B).
\]

Using the mean value theorem and Lemma 4, we obtain
\[
B(x_{i+1}; \mu_{i+1}) - B(x_{i+1}; \mu_i) = \sum_{k=1}^{m_k} \log(z_k(x_{i+1}; \bar{\mu_i}) - f_{kl}(x_{i+1}))(\mu_i - \mu_{i+1}) 
\leq \sum_{k=1}^{m_k} \log(z_k(x_{i+1}; \mu_i) - f_{kl}(x_{i+1}))(\mu_i - \mu_{i+1}) 
\leq \sum_{k=1}^{m_k} m_k \log(z_k(x_{i+1}; \mu_i) - E)(\mu_i - \mu_{i+1}),
\]

where \( 0 < \mu_{i+1} \leq \bar{\mu_i} \leq \mu_i \). Since \( \log(t) \leq t/e \) (where \( e = \exp(1) \)) for \( t > 0 \), we can write using inequalities (108), (109), (90)
\[
B(x_{i+1}; \mu_{i+1}) - B \leq B(x_{i+1}; \mu_i) - B + \sum_{k=1}^{m_k} m_k \log(z_k(x_{i+1}; \mu_i) - E)(\mu_i - \mu_{i+1}) 
\leq B(x_{i+1}; \mu_i) - B + e^{-1} \sum_{k=1}^{m_k} m_k (z_k(x_{i+1}; \mu_i) - E)(\mu_i - \mu_{i+1}) 
\leq B(x_{i+1}; \mu_i) - B + 2e^{-1} \bar{m}(B(x_{i+1}; \mu_i) - B)(\mu_i - \mu_{i+1}) 
= (1 + \lambda \delta_i)(B(x_{i+1}; \mu_i) - B) \leq (1 + \lambda \delta_i)(B(x_i; \mu_i) - B),
\]
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where \( \lambda = \frac{2m}{e} \) and \( \delta_i = \mu_i - \mu_{i+1} \). Therefore,

\[
B(x_{i+1}; \mu_{i+1}) - B \leq \prod_{j=1}^{i} (1 + \lambda \delta_j)(B(x_1; \mu_1) - B) \leq \prod_{i=1}^{\infty} (1 + \lambda \delta_i)(B(x_1; \mu_1) - B)
\]

(110)

and since

\[
\sum_{i=1}^{\infty} \lambda \delta_i = \lambda \sum_{i=1}^{\infty} (\mu_i - \mu_{i+1}) = \lambda (\bar{\mu} - \lim_{i \to \infty} \mu_i) \leq \lambda \bar{\mu},
\]

the expression on the right-hand side of (110) is finite. Thus, the sequence \( B(x_i; \mu_i), i \in N, \) is bounded from above and the sequences \( z(x_i; \mu_i) \) and \( F(x_i), i \in N, \) are bounded from above as well by (108) and (90).

(c) Finally, we prove formula (107). Using (109) and (90) we obtain

\[
B(x_{i+1}; \mu_{i+1}) - B(x_{i+1}; \mu_i) \leq \sum_{k=1}^{m} m_k \log(z_k(x_{i+1}; \mu_i) - F)(\mu_i - \mu_{i+1})
\]

\[
\leq \sum_{k=1}^{m} m_k \log(F_k(x_{i+1}) + m_k \mu_i - F)(\mu_i - \mu_{i+1})
\]

\[
\leq \sum_{k=1}^{m} m_k \log(F + m_k \bar{\mu} - F)(\mu_i - \mu_{i+1}) \triangleq L(\mu_i - \mu_{i+1})
\]

(the existence of a constant \( \bar{F} \) follows from boundedness of a sequence \( F(x_i), i \in N, \) which together with (102) gives \( B(x_{i+1}; \mu_{i+1}) \leq B(x_i; \mu_i) + L(\mu_i - \mu_{i+1}), i \in N. \) Thus, it holds

\[
B(x_i; \mu_i) \leq B(x_1; \mu_1) + L(\mu_1 - \mu_i) \leq B(x_1; \mu_1) + L\bar{\mu} \triangleq \mathcal{B}, \quad i \in N.
\]

\[\square\]

The upper bounds \( \bar{g} \) and \( \overline{G} \) are not used in Lemma 5, so Assumption X3 may not be satisfied. Thus, there exists an upper bound \( \mathcal{F} \) (independent of \( \bar{g} \) and \( \overline{G} \)) such that \( F(x_i) \leq \mathcal{F} \) for all \( i \in N. \) This upper bound can be used in definition of a set \( \mathcal{D}_F(\mathcal{F}) \) in Assumption X3.

**Lemma 6.** Let Assumption X3 and the assumptions of Lemma 5 be satisfied. Then, if we use Procedure A or Procedure B for an update of parameter \( \mu, \) the values \( \mu_i, i \in N, \) form a non-decreasing sequence such that \( \mu_i \to 0. \)

**Proof.** The value of parameter \( \mu \) is unchanged in the first phase of Procedure A or Procedure B. Since a function \( B(x; \mu) \) is continuous, bounded from below by Lemma 5, and since inequality (101) is satisfied (with \( \mu = \mu \)), it holds \( \|g(x_1; \mu)\| \to 0 \) if phase 1 contains an infinite number of subsequent iterative steps [32, Section 3.2]. Thus, there exists a step (with index \( i \)) belonging to the first phase such that either \( \|g(x_i; \mu)\| < \mathcal{g} \) in Procedure A or \( \|g(x_i; \mu)\|^2 < \mathcal{g} \) in Procedure B. However, this is in contradiction with the definition of the first phase. Thus, there exists an infinite number of steps belonging to the second phase, where the value of parameter \( \mu \) is decreased so that \( \mu_i \to 0. \)

\[\square\]

**Theorem 8.** Let assumptions of Lemma 6 be satisfied. Consider a sequence \( x_i, i \in N, \) generated by Algorithm 2, where \( \delta = \xi = \mu = 0. \) Then

\[
\lim_{i \to \infty} \sum_{k=1}^{m} \sum_{l=1}^{m_k} g_{kl}(x_i) u_{kl}(x_i; \mu_i) = 0, \quad \sum_{l=1}^{m_k} u_{kl}(x_i; \mu_i) = 1,
\]

\[
z_k(x_i; \mu_i) - f_{kl}(x_i) \geq 0, \quad u_{kl}(x_i; \mu_i) \geq 0,
\]

\[
\lim_{i \to \infty} u_{kl}(x_i; \mu_i)(z_k(x_i; \mu_i) - f_{kl}(x_i)) = 0
\]

for \( 1 \leq k \leq m \) and \( 1 \leq l \leq m_k. \)
Proof.

(a) Equalities $\tilde{c}_k^T u_k(x_i; \mu_i) = 1$, $1 \leq k \leq m$, are satisfied by (89) because $\delta = 0$. Inequalities $z_k(x_i; \mu_i) - f_k(x_i) \geq 0$ and $u_k(x_i; \mu_i) \geq 0$ follow from formulas (90) and statement (95).

(b) Relations (101) and (107) yield

$$B(x_{i+1}; \mu_{i+1}) - B(x_i; \mu_i) = (B(x_{i+1}; \mu_{i+1}) - B(x_{i+1}; \mu_i)) + (B(x_{i+1}; \mu_i) - B(x_i; \mu_i)) \leq L (\mu_i - \mu_{i+1}) - c \|g(x_{i}; \mu_i)\|^2$$

and since $\lim_{i \to \infty} \mu_i = 0$ (Lemma 6), we can write by (111) that

$$B \leq \lim_{i \to \infty} B(x_{i+1}; \mu_{i+1}) \leq B(x_1; \mu_1) + L \sum_{i=1}^{\infty} (\mu_i - \mu_{i+1}) - c \sum_{i=1}^{\infty} \|g(x_{i}; \mu_i)\|^2$$

$$\leq B(x_1; \mu_1) + L \pi - c \sum_{i=1}^{\infty} \|g(x_{i}; \mu_i)\|^2 = B - c \sum_{i=1}^{\infty} \|g(x_{i}; \mu_i)\|^2.$$

Thus, it holds

$$\sum_{i=1}^{\infty} \|g(x_{i}; \mu_i)\|^2 \leq \frac{1}{c}(B - B) < \infty,$$

which gives $g(x_i; \mu_i) = \sum_{k=1}^{m} \sum_{l=1}^{m_k} g_k(x_l) u_k(x_i; \mu_i) \to 0$.

(c) Let indices $1 \leq k \leq m$ and $1 \leq l \leq m_k$ are chosen arbitrarily. Using (95) and Lemma 6 we obtain

$$u_k(x_i; \mu_i)(z_k(x_i; \mu_i) - f_k(x_i)) = \frac{\mu_i}{z_k(x_i; \mu_i) - f_k(x_i)} (z_k(x_i; \mu_i) - f_k(x_i)) = \mu_i \to 0.$$

\[\square\]

Corollary 1. Let the assumptions of Theorem 8 be satisfied. Then, every cluster point $x \in \mathbb{R}^n$ of a sequence $x_i$, $i \in N$, satisfies necessary KKT conditions (8)-(9) where $z$ and $u$ (with elements $z_k$ and $u_k$, $1 \leq k \leq m$, $1 \leq l \leq m_k$) are cluster points of sequences $x_i$ and $u_i$, $i \in N$.

Now we will suppose that the values $\delta$, $\varepsilon$, and $\mu$ are nonzero and show how a precise solution of the system of KKT equations will be after termination of computation.

Theorem 9. Let the assumptions of Lemma 6 be satisfied. Consider a sequence $x_i$, $i \in N$, generated by Algorithm 2. Then, if the values $\delta > 0$, $\varepsilon > 0$, and $\mu > 0$ are chosen arbitrarily, there exists an index $i \geq 1$ such that

$$\|g(x_i; \mu_i)\| \leq \varepsilon, \quad 1 - \sum_{l=1}^{m_k} u_k(x_l; \mu_i) \leq \delta,$$

$$z_k(x_i; \mu_i) - f_k(x_i) \geq 0, \quad u_k(x_i; \mu_i) \geq 0,$$

$$u_k(x_i; \mu_i)(z_k(x_i; \mu_i) - f_k(x_i)) \leq \mu$$

for $1 \leq k \leq m$ and $1 \leq l \leq m_k$.

Proof. Inequality $|1 - \tilde{c}_k^T u_k(x_i; \mu_i)| \leq \delta$ follows immediately from the fact that the equation $\tilde{c}_k^T u_k(x_i; \mu_i) = 1$, $1 \leq k \leq m$, is solved with precision $\delta$. Inequalities $z_k(x_i; \mu_i) - f_k(x_i) \geq 0$, $u_k(x_i; \mu_i) \geq 0$ follow from formulas (90) and statement (95) as in the proof of Theorem 8. Since $\mu_i \to 0$ and $g(x_i; \mu_i) \to 0$ by Lemma 6 and Theorem 8, there exists an index $i \geq 1$ such that $\mu_i \leq \mu$ and $\|g(x_i; \mu_i)\| \leq \varepsilon$. Using (95) we obtain

$$u_k(x_i; \mu_i)(z_k(x_i; \mu_i) - f_k(x_i)) = \frac{\mu_i}{z_k(x_i; \mu_i) - f_k(x_i)} (z_k(x_i; \mu_i) - f_k(x_i)) = \mu_i \leq \mu.$$

\[\square\]
3.6 Special cases

Both the simplest and most widely considered generalized minimax problem is the classical minimax problem (10), when \( m = 1 \) in (4) (in this case we write \( m, z, u, \nu, U, V \) instead of \( m_1, z_1, u_1, \nu_1, U_1, V_1 \)). For solving a classical minimax problem one can use Algorithm 2, where a major part of computation is very simplified. System of equations (79) is of order \( n + 1 \) and has the form

\[
\begin{bmatrix}
G(x, z) + A(x)V(x, z)A^T(x) & -A(x)V(x, z)e \\
-\bar{c}^TV(x, z)A^T(x) & \bar{c}^TV(x, z)e
\end{bmatrix}
\begin{bmatrix}
\Delta x \\
\Delta z
\end{bmatrix} =
\begin{bmatrix}
g(x, z) \\
\gamma(x, z)
\end{bmatrix},
\]

(112)

where \( g(x, z) = A(x)u(x, z), \gamma(x, z) = 1-\bar{c}^Tu(x, z), V(x, z) = U^2(x, z)/\mu = \text{diag}(u_1^2(x, z), \ldots, u_m^2(x, z))/\mu, \) and \( u_k(x, z) = \mu/(z - f_k(x)), 1 \leq k \leq m. \) System of equations (89) is reduced to one nonlinear equation

\[ 1 - \bar{c}^Tu(x, z) = 1 - \sum_{k=1}^{m} \frac{\mu}{z - f_k(x)} = 0, \]

(113)

whose solution \( z(x; \mu) \) lies in the interval \( F(x) + \mu \leq z(x; \mu) \leq F(x) + m\mu. \) To find this solution by robust methods from [16], [17] is not difficult. A barrier function has the form

\[
B(x; \mu) = z(x; \mu) - \mu \sum_{k=1}^{m} \log(z(x; \mu) - f_k(x))
\]

(114)

with

\[
\nabla B(x; \mu) = A(x)u(x; \mu),
\]

\[
\nabla^2 B(x; \mu) = G(x; \mu) + A(x)V(x; \mu)A^T(x) - \frac{A(x)V(x; \mu)\bar{c}^TV(x; \mu)A^T(x)}{\bar{c}^TV(x; \mu)\bar{c}}.
\]

If we write system (112) in the form

\[
\begin{bmatrix}
W(x, z) & -c(x, z) \\
-c^T(x, z) & \delta(x, z)
\end{bmatrix}
\begin{bmatrix}
\Delta x \\
\Delta z
\end{bmatrix} =
\begin{bmatrix}
g(x, z) \\
\gamma(x, z)
\end{bmatrix},
\]

where \( W(x, z) = G(x, z) + A(x)V(x, z)A^T(x), c(x, z) = A(x)V(x, z)e, \) and \( \delta(x, z) = \bar{c}^TV(x, z)e, \) then

\[
\nabla^2 B(x; \mu) = W(x; \mu) - \frac{c(x; \mu)\delta^T(x; \mu)}{\delta(x; \mu)},
\]

Since

\[
\begin{bmatrix}
W & -c \\
-c^T & \delta
\end{bmatrix}^{-1} =
\begin{bmatrix}
W^{-1} - W^{-1}c\omega^{-1}c^TH^{-1} & -W^{-1}c\omega^{-1} \\
-\omega^{-1}c^TW^{-1} & -\omega^{-1}
\end{bmatrix},
\]

where \( \omega = e^TW^{-1}e - \delta, \) we can write

\[
\begin{bmatrix}
\Delta x \\
\Delta z
\end{bmatrix} =
\begin{bmatrix}
W & -c \\
-c^T & \delta
\end{bmatrix}^{-1}
\begin{bmatrix}
g \\
\gamma
\end{bmatrix} =
\begin{bmatrix}
W^{-1}(e\Delta z - g) \\
\Delta z
\end{bmatrix},
\]

where

\[
\Delta z = \omega^{-1}(e^TW^{-1}g + \gamma).
\]

The matrix \( W \) is sparse if the matrix \( A(x) \) has sparse columns. If the matrix \( W \) is not positive definite, we can use the Gill-Murray decomposition

\[
W + E = LL^T,
\]

(115)
where $E$ is a positive semidefinite diagonal matrix. Then we solve the equations

$$LL^T p = g, \quad LL^T q = c$$

and set

$$\Delta z = \frac{c^T p + \gamma}{c^T q - \delta}, \quad \Delta x = q \Delta z - p.$$  \(117\)

If we solve the classical minimax problem, Algorithm 2 must be somewhat modified. In Step 2, we solve only equation (113) instead of the system of equations (116). In Step 4, we determine a vector $\Delta x$ by solving equations (116) and using relations (117). In Step 4, we use the barrier function (114) (nonlinear $Z$ and $\Delta$). Thus, a stationary point of $\tilde{f}(x)$ exists and it is its global minimum. Differentiating $\tilde{B}_\mu(z)$ with respect to $x$ and $z$ we obtain the necessary conditions for an extremum

$$\sum_{k=1}^m z_k = \mu \sum_{k=1}^m \log(z_k - f_k^+(x)) - \mu \sum_{k=1}^m \log(z_k - f_k^-(x))$$

and

$$1 - \frac{2\mu z_k}{z_k^2 - f_k^2(x)} = 1 - u_k(x, z_k) = 0 \Rightarrow u_k(x, z_k) = \frac{f_k(x)}{z_k}, \quad 1 \leq k \leq m.$$  \(120\)

Denoting $A(x) = [g_1(x), \ldots, g_m(x)]$, $u(x, z) = [u_1(x, z_1), \ldots, u_m(x, z_m)]$, one can write

$$A(x)u(x, z) = 0, \quad u(x, z) = Z^{-1}f(x).$$  \(122\)

Let $\tilde{B}_\mu(z) = B_\mu(x, z)$ for a fixed chosen vector $x \in \mathbb{R}^n$. The function $\tilde{B}_\mu(z)$ is convex for $z_k > |f_k(x)|$, $1 \leq k \leq m$, because it is a sum of convex functions. Thus, a stationary point of $\tilde{B}_\mu(z)$ exists and it is its global minimum. Differentiating $\tilde{B}_\mu(z)$ with respect to $z$ we obtain quadratic equations

$$\frac{2\mu z_k(x; \mu)}{z_k^2(x; \mu) - f_k^2(x)} = 1 \Leftrightarrow z_k^2(x; \mu) - f_k^2(x) = 2\mu z_k(x; \mu), \quad 1 \leq k \leq m.$$  \(123\)
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defining its unique stationary point, that have a solution
\[ z_k(x; \mu) = \mu + \sqrt{\mu^2 + f_k^2(x)}, \quad 1 \leq k \leq m, \] (124)
(the second solutions of quadratic equations (123) do not satisfy the condition \( z_k > |f_k(x)| \), so the obtained vector \( z \) does not belong to a domain of \( B_\mu(z) \)). Using (120) and (124) we obtain
\[ u_k(x; \mu) = u_k(x, z(x; \mu)) = \frac{f_k(x)}{z_k(x; \mu)} = \frac{f_k(x)}{\mu + \sqrt{\mu^2 + f_k^2(x)}}, \quad 1 \leq k \leq m, \] (125)
and
\[ B(x; \mu) = B(x, z(x; \mu)) = \sum_{k=1}^{m} z_k(x; \mu) - \mu \sum_{k=1}^{m} \log(z_k^2(x; \mu) - f_k^2(x)) \]
\[ = \sum_{k=1}^{m} z_k(x; \mu) - \mu \sum_{k=1}^{m} \log(2\mu z_k(x; \mu)) \]
\[ = \sum_{i=1}^{m} [z_i(x; \mu) - \mu \log(z_i(x; \mu))] - \mu m \log(2\mu). \] (126)

**Theorem 10.** Consider barrier function (126). Then
\[ \nabla B(x; \mu) = A(x)u(x; \mu) \] (127)
and
\[ \nabla^2 B(x; \mu) = W(x; \mu) = G(x; \mu) + A(x)V(x; \mu)A^T(x), \] (128)
where
\[ G(x; \mu) = \sum_{k=1}^{m} G_k(x)u_k(x; \mu), \] (129)
\( G_k(x) \) are the Hessian matrices of functions \( f_k(x) \), \( 1 \leq k \leq m \), \( V(x; \mu) = \text{diag}(v_1(x; \mu), \ldots, v_m(x; \mu)) \), and
\[ v_k(x; \mu) = \frac{2\mu}{z_k^2(x; \mu) + f_k^2(x)}, \quad 1 \leq k \leq m. \] (130)

**Proof.** Differentiating (126) and using (123) and (119) we can write
\[ \nabla B(x; \mu) = \sum_{k=1}^{m} \nabla z_k(x; \mu) - 2\mu \sum_{i=1}^{m} \frac{z_i(x; \mu)\nabla z_k(x; \mu) - f_k(x)g_k(x)}{z_k^2(x; \mu) - f_k^2(x)} \]
\[ = \sum_{k=1}^{m} \left( 1 - \frac{2\mu z_k(x; \mu)}{z_k^2(x; \mu) - f_k^2(x)} \right) \nabla z_k(x; \mu) + \sum_{k=1}^{m} \frac{2\mu f_k(x)g_k(x)}{z_k^2(x; \mu) - f_k^2(x)} \]
\[ = \sum_{k=1}^{m} u_k(x; \mu)g_k(x) = A(x)u(x; \mu). \]

Differentiating (123) we obtain
\[ \frac{\nabla z_k(x; \mu)}{z_k^2(x; \mu) - f_k^2(x)} = \frac{2z_k(x; \mu)(z_k(x; \mu)\nabla z_k(x; \mu) - f_k(x)g_k(x))}{(z_k^2(x; \mu) - f_k^2(x))^2} = 0 \]
for \( 1 \leq k \leq m \), which after arrangements gives
\[ \nabla z_k(x; \mu) = \frac{2z_k(x; \mu)f_k(x)g_k(x)}{z_k^2(x; \mu) + f_k^2(x)}, \] (131)
for $1 \leq k \leq m$. Thus, by (125), (131), (123), and (127) it holds
\[
\nabla u_k(x; \mu) = \nabla \left( \frac{f_k(x)}{z_k(x; \mu)} \right) = \frac{z_k(x; \mu) g_k(x) - f_k(x) \nabla z_k(x; \mu)}{z_k^2(x; \mu)}
\]
\[
= \left( 1 - \frac{2f_k^2(x)}{z_k^2(x; \mu) + f_k^2(x)} \right) \frac{g_k(x)}{z_k(x; \mu)} = \frac{z_k^2(x; \mu) - f_k^2(x)}{z_k^2(x; \mu) + f_k^2(x)} \frac{g_k(x)}{z_k(x; \mu)}
\]
\[
= \frac{2 \mu}{z_k^2(x; \mu) + f_k^2(x)} g_k(x) = v_k(x; \mu) g_k(x).
\]

Differentiating (127) and using the previous expression we obtain
\[
\nabla^2 B(x; \mu) = \nabla \sum_{k=1}^{m} u_k(x; \mu) g_k(x) = \sum_{k=1}^{m} u_k(x; \mu) G_k(x) + \sum_{k=1}^{m} \nabla u_k(x; \mu) g_k^T(x)
\]
\[
= \sum_{k=1}^{m} u_k(x; \mu) G_k(x) + \sum_{k=1}^{m} v_k(x; \mu) g_k(x) g_k^T(x),
\]
which is equation (128).

A vector $\Delta x \in \mathbb{R}^n$ is determined by solving the equation
\[
\nabla^2 B(x; \mu) \Delta x = -g(x; \mu),
\]
where $g(x; \mu) = \nabla B(x; \mu) \neq 0$. From (132) it follows
\[
(\Delta x)^T g(x; \mu) = - (\Delta x)^T \nabla^2 B(x; \mu) \Delta x = - (\Delta x)^T G(x; \mu) \Delta x - (\Delta x)^T A(x) V(x; \mu) A^T(x) \Delta x
\]
\[
\leq - (\Delta x)^T G(x; \mu) \Delta x,
\]
so if a matrix $G(x; \mu)$ is positive definite, a matrix $\nabla B(x; \mu)$ is positive definite as well (since a diagonal matrix $V(x; \mu)$ is positive definite by (130)) and $(\Delta x)^T g(x; \mu) < 0$ holds (a direction vector $\Delta x$ is descent for a function $B(x; \mu)$).

By (130), a norm of a matrix $V(x; \mu)$ is bounded from above if the numbers $f_k^2(x)$, $1 \leq k \leq m$, are sufficiently positive. If $f_k^2(x)$ tends to zero faster than $\mu$, then the element $v_k(x; \mu)$ may tend to infinity and a matrix $\nabla^2 B(x; \mu)$ (given by (128)) may be ill-conditioned. However, if Assumption X3 is satisfied and if $0 < \mu \leq \mu \leq \nabla$ holds, one can write
\[
\|\nabla^2 B(x; \mu)\| = \|G(x; \mu) + A(x) V(x; \mu) A^T(x)\|
\]
\[
\leq \sum_{k=1}^{m} \left| u_k(x; \mu) G_k(x) \right| + \left| \sum_{k=1}^{m} v_k(x; \mu) g_k(x) g_k^T(x) \right|
\]
\[
\leq m G + m \sigma^2 \|V(x; \mu)\|
\]

because $|u_k(x; \mu)| \leq 1$, $1 \leq k \leq m$, holds by (125). Since a matrix $V(x; \mu)$ is diagonal, we can write by (130) that
\[
\|V(x; \mu)\| = \max_{1 \leq k \leq m} |v_k(x; \mu)| = \max_{1 \leq k \leq m} \left( \frac{2\mu}{z_k^2(x; \mu) + f_k^2(x)} \right).
\]

Using (123) and (124) we obtain
\[
z_k^2(x; \mu) + f_k^2(x) = 2\mu z_k(x; \mu) = 2\mu \left( \mu + \sqrt{\mu^2 + f_k^2(x)} \right) \geq 4\mu^2
\]
for $1 \leq k \leq m$, which after substitution to (133) gives $\|V(x; \mu)\| \leq 1/(2\mu)$. Thus, inequality
\[
\|\nabla^2 B(x; \mu)\| \leq \frac{\nabla}{\mu} \leq \frac{\nabla}{2\mu} \leq \frac{\nabla}{\mu}.
\]
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Similarly as in Section 3.2 we will denote or ∆ where 0 < µ → 0. The function on the right-hand side of (136) has the value 1, so the logarithm is positive. Thus, it holds
\[ \log(\rho(\Delta x)) = \frac{B(x + \Delta x; \mu) - B(x; \mu)}{Q(\Delta x)}, \]
we set \( x_+ = x \) if \( \rho(\Delta x) < \rho \) or \( x_+ = x + \Delta x \) if \( \rho(\Delta x) \geq \rho \). The trust region radius is updated so that \( \beta_1 \leq \Delta_+ \leq \beta_2 \) if \( \rho(\Delta x) < \rho \) or \( \Delta_+ \geq \Delta \) if \( \rho(\Delta x) \geq \rho \) where 0 < \( \beta_1 \leq \beta_2 < 1 \). More details can be found in [5] and [22].

4 Smoothing methods

4.1 Basic properties

Similarly as in Section 2.1 we will restrict ourselves to sums of maxima, where a function \( h : R^n \to R^m \) is a sum of its arguments, so (4) holds. Smoothing methods for minimization of sums of maxima replace function (4) by a smoothing function
\[ S(x; \mu) = \sum_{k=1}^{m} S_k(x; \mu), \] (135)
where
\[ S_k(x; \mu) = \mu \log \sum_{l=1}^{m_k} \exp \left( \frac{f_{kl}(x)}{\mu} \right) = F_k(x) + \mu \log \sum_{l=1}^{m_k} \exp \left( \frac{f_{kl}(x) - F_k(x)}{\mu} \right), \] (136)
depending on a smoothing parameter 0 < \( \mu \leq \bar{\mu} \), which is successively minimized on \( R^n \) with \( \mu \to 0 \). Since \( f_{kl}(x) \leq F_k(x), 1 \leq l \leq m_k \), and the equality arises for at least one index, at least one exponential function on the right-hand side of (136) has the value 1, so the logarithm is positive. Thus, it holds
\[ F_k(x) \leq S_k(x; \mu) \leq F_k(x) + \mu \log m_k, \quad 1 \leq k \leq m \quad \Rightarrow \quad F(x) \leq S(x; \mu) \leq F(x) + \mu \sum_{k=1}^{m} \log m_k, \] (137)
so \( S(x; \mu) \to F(x) \) if \( \mu \to 0 \).

Remark 24. Similarly as in Section 3.2 we will denote \( g_{kl}(x) \) and \( G_{kl}(x) \) the gradients and Hessian matrices of functions \( f_{kl}(x), 1 \leq k \leq m, 1 \leq l \leq m_k \), and
\[ u_k(x; \mu) = \begin{bmatrix} u_{k1}(x; \mu) \\ \vdots \\ u_{km_k}(x; \mu) \end{bmatrix}, \quad \bar{e}_k = \begin{bmatrix} 1 \\ \vdots \\ 1 \end{bmatrix}, \]
where
\[ u_{kl}(x; \mu) = \frac{\exp(f_{kl}(x)/\mu)}{\sum_{l=1}^{m_l} \exp(f_{kl}(x)/\mu)} = \frac{\exp((f_{kl}(x) - F_k(x))/\mu)}{\sum_{l=1}^{m_l} \exp((f_{kl}(x) - F_k(x))/\mu)}, \] (138)
Thus, it holds \( u_{kl}(x; \mu) \geq 0, 1 \leq k \leq m, 1 \leq l \leq m_k \), and
\[
\tilde{e}_k^T u_k(x; \mu) = \sum_{l=1}^{m_k} u_{kl}(x; \mu) = 1. \quad (139)
\]

Further, we denote \( A_k(x) = J_k^T(x) = [g_{k1}(x), \ldots, g_{km_k}(x)] \) and \( U_k(x; \mu) = \text{diag}(u_{k1}(x; \mu), \ldots, u_{km_k}(x; \mu)) \) for \( 1 \leq k \leq m \).

**Theorem 11.** Consider smoothing function (135). Then
\[
\nabla S(x; \mu) = g(x; \mu) \quad (140)
\]
and
\[
\nabla^2 S(x; \mu) = G(x; \mu) + \frac{1}{\mu} \sum_{k=1}^{m} A_k(x) U_k(x; \mu) A_k^T(x) - \frac{1}{\mu} \sum_{k=1}^{m} A_k(x) u_k(x; \mu) (A_k(x) u_k(x; \mu))^T
\]
\[
= G(x; \mu) + \frac{1}{\mu} A(x) U(x; \mu) A^T(x) - \frac{1}{\mu} C(x; \mu) C(x; \mu)^T
\]
\[
(141)
\]
where \( g(x; \mu) = \sum_{k=1}^{m} A_k(x) u_k(x; \mu) = A(x) u(x) \) and
\[
G(x; \mu) = \sum_{k=1}^{m} G_k(x) u_k(x; \mu), \quad A(x) = [A_1(x), \ldots, A_m(x)],
\]
\[
U(x; \mu) = \text{diag}(U_1(x; \mu), \ldots, U_m(x; \mu)), \quad C(x; \mu) = [A_1(x) u_1(x; \mu), \ldots, A_m(x) u_m(x; \mu)].
\]

**Proof.** Obviously,
\[
\nabla S(x; \mu) = \sum_{k=1}^{m} \nabla S_k(x; \mu), \quad \nabla^2 S(x; \mu) = \sum_{k=1}^{m} \nabla^2 S_k(x; \mu).
\]
Differentiating functions (136) and using (138) we obtain
\[
\nabla S_k(x; \mu) = \frac{\mu}{\sum_{l=1}^{m_k} \exp(f_{kl}(x)/\mu)} \sum_{l=1}^{m_k} \frac{1}{\mu} \exp(f_{kl}(x)/\mu) g_{kl}(x)
\]
\[
= \sum_{l=1}^{m_k} g_{kl}(x) u_{kl}(x; \mu) = A_k(x) u_k(x; \mu). \quad (142)
\]
Adding up these expressions yields (140). Further, it holds
\[
\nabla u_{kl}(x; \mu) = \frac{1}{\mu} \frac{\exp(f_{kl}(x)/\mu) g_{kl}(x)}{\sum_{l=1}^{m_k} \exp(f_{kl}(x)/\mu)} - \frac{\exp(f_{kl}(x)/\mu)}{\left( \sum_{l=1}^{m_k} \exp(f_{kl}(x)/\mu) \right)^2} \sum_{l=1}^{m_k} \frac{1}{\mu} \exp(f_{kl}(x)/\mu) g_{kl}(x)
\]
\[
= \frac{1}{\mu} u_{kl}(x; \mu) g_{kl}(x) - \frac{1}{\mu} u_{kl}(x; \mu) \sum_{l=1}^{m_k} u_{kl}(x; \mu) g_{kl}(x). \quad (143)
\]
Differentiating (142) and using (143) we obtain
\[
\nabla^2 S_k(x; \mu) = \sum_{l=1}^{m_k} G_{kl}(x) u_{kl}(x; \mu) + \sum_{l=1}^{m_k} g_{kl}(x) \nabla u_{kl}(x; \mu)
\]
\[
= G_k(x; \mu) + \frac{1}{\mu} \sum_{l=1}^{m_k} g_{kl}(x) u_{kl}(x; \mu) g_{kl}^T(x) - \frac{1}{\mu} \sum_{l=1}^{m_k} g_{kl}(x) u_{kl}(x; \mu) \left( \sum_{l=1}^{m_k} g_{kl}(x) u_{kl}(x; \mu) \right)^T
\]
\[
= G_k(x; \mu) + \frac{1}{\mu} A_k(x) U_k(x; \mu) A_k^T(x) - \frac{1}{\mu} A_k(x) u_k(x; \mu) (A_k(x) u_k(x; \mu))^T,
\]
where \( G_k(x; \mu) = \sum_{l=1}^{m_k} G_{kl}(x) u_{kl}(x; \mu) \). Adding up these expressions yields (141). \(\square\)
Remark 25. Note that using (141) and the Schwarz inequality we obtain
\[ v^T \nabla^2 S(x; \mu)v = v^T G(x; \mu)v + \frac{1}{\mu} \sum_{k=1}^{m} \left( v^T A_k(x)U_k(x; \mu)A_k^T(x)v - \sum_{k=1}^{m} \frac{(v^T A_k(x)U_k(x; \mu)\bar{e}_k)^2}{\bar{e}_k^2 U_k(x; \mu)\bar{e}_k} \right) \]
\[ \geq v^T G(x; \mu)v \]
because \( \bar{e}_k^2 U_k(x; \mu)\bar{e}_k = \bar{e}_k^2 u_k(x; \mu) = 1 \), so the Hessian matrix \( \nabla^2 S(x; \mu) \) is positive definite if the matrix \( G(x; \mu) \) is positive definite.

Using Theorem 11, a step of the Newton method can be written in the form \( x_+ = x + \alpha \Delta x \) where
\[ \nabla^2 S(x; \mu)\Delta x = -\nabla S(x; \mu), \]
or
\[ \left( W(x; \mu) - \frac{1}{\mu} C(x; \mu)C^T(x; \mu) \right) \Delta x = -g(x; \mu), \quad (144) \]
where
\[ W(x; \mu) = G(x; \mu) + \frac{1}{\mu} A(x)U(x; \mu)A^T(x), \quad g(x; \mu) = A(x)u(x; \mu). \quad (145) \]

A matrix \( W \) in (145) has the same structure as a matrix \( W \) in (93) and, by Theorem 11, smoothing function (135) has similar properties as barrier function (91). Thus, one can use an algorithm that is analogous to Algorithm 2 and considerations stated in Remark 21, where \( S(x; \mu) \) and \( \nabla^2 S(x; \mu) \) are used instead of \( B(x; \mu) \) and \( \nabla^2 B(x; \mu) \). It means that
\[ S(x_{i+1}; \mu_i) - S(x_i; \mu_i) \leq c\|g(x_i; \mu_i)\|^2 \quad \forall i \in N \quad (146) \]
if Assumption X3 is satisfied and
\[ S(x_{i+1}; \mu_i) - S(x_i; \mu_i) \leq 0 \quad \forall i \in N \quad (147) \]
in remaining cases.

Algorithm 3. Smoothing method

Data. A tolerance for the gradient norm of the smoothing function \( \varepsilon > 0 \). Bounds for a smoothing parameter \( 0 < \mu < \bar{\mu} \). Coefficients for decrease of a smoothing parameter \( 0 < \lambda < 1, \sigma > 1 \) (or \( 0 < \vartheta < 1 \)). A tolerance for a uniform descent \( \varepsilon_0 > 0 \). A tolerance for a steplength selection \( \varepsilon_1 > 0 \). A maximum steplenath \( \overline{\Delta} > 0 \).

Input. A sparsity pattern of the matrix \( A(x) = [A_1(x), \ldots, A_m(x)] \). A starting point \( x \in \mathbb{R}^n \).

Step 1 Initiation. Choose \( \mu \leq \bar{\mu} \). Determine a sparse structure of the matrix \( W = W(x; \mu) \) from the sparse structure of the matrix \( A(x) \) and perform a symbolic decomposition of the matrix \( W \) (described in [2, Section 1.7.4]). Compute values \( f_{kl}(x) \), \( 1 \leq k \leq m, 1 \leq l \leq m_k \), values \( F_k(x) = \max_{1 \leq i \leq m_k} f_{kl}(x), 1 \leq k \leq m, \) and the value of objective function (4). Set \( r = 0 \) (restart indicator).

Step 2 Termination. Determine a vector of smoothing multipliers \( u(x; \mu) \) by (138). Determine a matrix \( A = A(x) \) and a vector \( g = g(x; \mu) = A(x)u(x; \mu) \). If \( \mu \leq \bar{\mu} \) and \( \|g\| \leq \varepsilon \), terminate the computation.

Step 3 Hessian matrix approximation. Set \( G = G(x; \mu) \) or compute an approximation \( G \) of the Hessian matrix \( G(x; \mu) \) using gradient differences or using quasi-Newton updates (Remark 22).

Step 4 Direction determination. Determine a matrix \( W \) by (145) and a vector \( \Delta x \) by (144) using the Gill-Murray decomposition of a matrix \( W \).
Step 5 Restart. If \( r = 0 \) and (99) does not hold (where \( s = \Delta x \)), set \( G = 1, r = 1 \) and go to Step 4. If \( r = 1 \) and (99) does not hold, set \( \Delta x = -g \). Set \( r = 0 \).

Step 6 Steplength selection. Determine a steplength \( \alpha > 0 \) satisfying inequalities (100) (for a smoothing function \( S(x; \mu) \)) and \( \alpha = \Xi/\|\Delta x\| \). Set \( x := x + \alpha \Delta x \). Compute values \( f_{kl}(x) \), \( 1 \leq k \leq m \), \( 1 \leq l \leq m_k \), values \( F_k(x) = \max_{1 \leq l \leq m_k} f_{kl}(x), \) \( 1 \leq k \leq m \), and the value of the objective function (4).

Step 7 Smoothing parameter update. Determine a new value of the smoothing parameter \( \mu \geq \mu_0 \) using Procedure A or Procedure B. Go to Step 2.

Algorithm 3 differs from Algorithm 2 in that a nonlinear equation \( \tilde{e}^T u(x; \mu) = 1 \) need not be solved in Step 2 (because (139) follows from (138)), equations (144)–(145) instead of (116)–(117) are used in Step 4, and a barrier function \( B(x; \mu) \) is replaced with a smoothing function \( S(x; \mu) \) in Step 6. Note that the parameter \( \mu \) in (135) has different meaning than the same parameter in (91), so we could use another procedure for its update in Step 7. However, it is becoming apparent that using Procedure A or Procedure B is very efficient. On the other hand, it must be noted that using exponential functions in Algorithm 3 has certain disadvantages. Computation of the values of exponential functions is more time consuming than performing standard arithmetic operations and underflow may also happen (i.e. replacing nonzero values by zero values) if the value of a parameter \( \mu \) is very small.

The values \( \xi = 10^{-6}, \, \mu = 10^{-6}, \, \overline{\mu} = 1, \, \lambda = 0.85, \, \sigma = 100, \, \vartheta = 0.1, \, \varepsilon_0 = 10^{-8}, \, \varepsilon_1 = 10^{-4}, \) and \( \Xi = 1000 \) were used in our numerical experiments.

4.2 Global convergence

Now we prove the global convergence of the smoothing method realized by Algorithm 3.

Lemma 7. Choose a fixed vector \( x \in \mathbb{R}^n \). Then functions \( S_k(x; \mu) : (0, \infty) \to \mathbb{R}, \) \( 1 \leq k \leq m \), are nondecreasing convex functions of \( \mu > 0 \) and

\[
0 \leq \log m_k \leq \frac{\partial S_k(x; \mu)}{\partial \mu} \leq \log m_k, \quad (148)
\]

where \( m_k \) is a number of active functions (for which \( f_{kl}(x) = F_k(x) \)) and

\[
\frac{\partial S_k(x; \mu)}{\partial \mu} = \log \sum_{l=1}^{m_k} \exp \left( \frac{f_{kl}(x) - F_k(x)}{\mu} \right) - \sum_{l=1}^{m_k} \left( \frac{f_{kl}(x) - F_k(x)}{\mu} \right) u_{kl}(x; \mu).
\]

Proof. Denoting \( \varphi_{kl}(x; \mu) = (f_{kl}(x) - F_k(x))/\mu \leq 0, \) \( 1 \leq k \leq m, \) so

\[
\varphi_{kl}'(x; \mu) \geq \frac{\partial \varphi_{kl}(x; \mu)}{\partial \mu} = -\frac{\varphi_{kl}(x; \mu)}{\mu} \geq 0,
\]

we can write by (136) that

\[
S_k(x; \mu) = F_k(x) + \mu \log \sum_{l=1}^{m_k} \exp \varphi_{kl}(x; \mu)
\]

and

\[
\frac{\partial S_k(x; \mu)}{\partial \mu} = \log \sum_{l=1}^{m_k} \exp \varphi_{kl}(x; \mu) + \mu \sum_{l=1}^{m_k} \varphi_{kl}'(x; \mu) \exp \varphi_{kl}(x; \mu) \sum_{l=1}^{m_k} \exp \varphi_{kl}(x; \mu)
\]

\[
= \log \sum_{l=1}^{m_k} \exp \varphi_{kl}(x; \mu) - \sum_{l=1}^{m_k} \varphi_{kl}(x; \mu) u_{kl}(x; \mu) \geq 0 \quad (150)
\]
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because \( \varphi_{kl}(x; \mu) \leq 0 \), \( u_{kl}(x; \mu) \geq 0 \), \( 1 \leq k \leq m \), and \( \varphi_{kl}(x; \mu) = 0 \) holds for at least one index. Thus, functions \( S_k(x; \mu) \), \( 1 \leq k \leq m \), are nondecreasing. Differentiating (138) with respect to \( \mu \) we obtain

\[
\frac{\partial u_{kl}(x; \mu)}{\partial \mu} = -\frac{1}{\mu} \varphi_{kl}(x; \mu) \exp \varphi_{kl}(x; \mu) + \frac{1}{\mu} \sum_{l=1}^{m_{kl}} \exp \varphi_{kl}(x; \mu) \frac{\partial u_{kl}(x; \mu)}{\partial \mu} = -\frac{1}{\mu} \varphi_{kl}(x; \mu) u_{kl}(x; \mu) + \frac{1}{\mu} u_{kl}(x; \mu) \sum_{l=1}^{m_{kl}} \varphi_{kl}(x; \mu) u_{kl}(x; \mu).
\]

Differentiating (150) with respect to \( \mu \) and using equations (139) and (151) we can write

\[
\frac{\partial^2 S_k(x; \mu)}{\partial \mu^2} = -\frac{1}{\mu^2} \sum_{l=1}^{m_{kl}} \varphi_{kl}(x; \mu) u_{kl}(x; \mu) + \frac{1}{\mu} \sum_{l=1}^{m_{kl}} \varphi_{kl}(x; \mu) u_{kl}(x; \mu) - \frac{1}{\mu^2} \sum_{l=1}^{m_{kl}} \varphi_{kl}(x; \mu) \frac{\partial u_{kl}(x; \mu)}{\partial \mu} = -\frac{1}{\mu^2} \sum_{l=1}^{m_{kl}} \varphi_{kl}(x; \mu) u_{kl}(x; \mu) + \frac{1}{\mu^2} \left( \sum_{l=1}^{m_{kl}} \varphi_{kl}(x; \mu) u_{kl}(x; \mu) \right)^2 \geq 0
\]

because

\[
\left( \sum_{l=1}^{m_{kl}} \varphi_{kl}(x; \mu) u_{kl}(x; \mu) \right)^2 = \left( \sum_{l=1}^{m_{kl}} \varphi_{kl}(x; \mu) \sqrt{u_{kl}(x; \mu)} \sqrt{u_{kl}(x; \mu)} \right)^2 \leq \sum_{l=1}^{m_{kl}} \varphi_{kl}^2(x; \mu) u_{kl}(x; \mu) \sum_{l=1}^{m_{kl}} u_{kl}(x; \mu)
\]

holds by the Schwarz inequality. Thus, functions \( S_k(x; \mu) \), \( 1 \leq k \leq m \), are convex, so their derivatives \( \partial S_k(x; \mu)/\partial \mu \) are nondecreasing. Obviously, it holds

\[
\lim_{\mu \to 0} \frac{\partial S_k(x; \mu)}{\partial \mu} = \lim_{\mu \to 0} \log \sum_{l=1}^{m_{kl}} \exp \varphi_{kl}(x; \mu) - \lim_{\mu \to 0} \sum_{l=1}^{m_{kl}} \varphi_{kl}(x; \mu) u_{kl}(x; \mu) = \log m_k - \frac{1}{m_k} \lim_{\mu \to 0} \sum_{l=1}^{m_{kl}} \varphi_{kl}(x; \mu) \exp \varphi_{kl}(x; \mu) = \log m_k
\]

because \( \varphi_{kl}(x; \mu) = 0 \) if \( f_{kl}(x) = F_k(x) \) and \( \lim_{\mu \to 0} \varphi_{kl}(x; \mu) = -\infty \), \( \lim_{\mu \to 0} \varphi_{kl}(x; \mu) \exp \varphi_{kl}(x; \mu) = 0 \) if \( f_{kl}(x) < F_k(x) \). Similarly, it holds

\[
\lim_{\mu \to \infty} \frac{\partial S_k(x; \mu)}{\partial \mu} = \lim_{\mu \to \infty} \log \sum_{l=1}^{m_{kl}} \exp \varphi_{kl}(x; \mu) - \lim_{\mu \to \infty} \sum_{l=1}^{m_{kl}} \varphi_{kl}(x; \mu) u_{kl}(x; \mu) = \log m
\]

because \( \lim_{\mu \to \infty} \varphi_{kl}(x; \mu) = 0 \) and \( \lim_{\mu \to \infty} |u_{kl}(x; \mu)| \leq 1 \) for \( 1 \leq k \leq m \).

\[\square\]

**Lemma 8.** Let Assumptions X1b and X3 be satisfied. Then the values \( \mu_i, i \in N \), generated by Algorithm 3, create a nonincreasing sequence such that \( \mu_i \to 0 \).

**Proof.** Lemma 8 is a direct consequence of Lemma 6 because the same procedures for an update of a parameter \( \mu \) are used and (146) holds.

**Theorem 12.** Let the assumptions of Lemma 8 be satisfied. Consider a sequence \( x_i, i \in N \), generated by Algorithm 3, where \( \varepsilon = \mu = 0 \). Then

\[
\lim_{i \to \infty} \sum_{k=1}^{m} \sum_{l=1}^{m_{kl}} u_{kl}(x_i; \mu_i) g_{kl}(x_i) = 0, \quad \sum_{l=1}^{m_{kl}} u_{kl}(x_i; \mu_i) = 1
\]

and

\[
F_k(x_i) - f_{kl}(x_i) \geq 0, \quad u_{kl}(x_i; \mu_i) \geq 0, \quad \lim_{i \to \infty} u_{kl}(x_i; \mu_i) (F_k(x_i) - f_{kl}(x_i)) = 0
\]

for \( 1 \leq k \leq m \) and \( 1 \leq l \leq m_{kl} \).
Proof.

(a) Equations $\tilde{e}_k^T u_k(x_i; \mu_i) = 1$ for $1 \leq k \leq m$ follow from (139). Inequalities $F_k(x_i) - f_{kl}(x_i) \geq 0$ and $u_{kl}(x_i; \mu_i) \geq 0$ for $1 \leq k \leq m$ and $1 \leq l \leq m_k$ follow from (4) and (138).

(b) Since $S_k(x; \mu)$ are nondecreasing functions of the parameter $\mu$ by Lemma 7 and (146) holds, we can write

$$F \leq \sum_{k=1}^{m} F_k(x_{i+1}) \leq S(x_{i+1}; \mu_{i+1}) \leq S(x_{i+1}; \mu_i) \leq S(x_i; \mu_i) - c\|g(x_i; \mu_i)\|^2$$

where $F = \sum_{k=1}^{m} F_k$ and $F_k$, $1 \leq k \leq m$, are lower bounds from Assumption X1b. Thus, it holds

$$F \leq \lim_{i \to \infty} S(x_{i+1}; \mu_{i+1}) \leq S(x_1; \mu_1) - c \sum_{i=1}^{\infty} \|g(x_i; \mu_i)\|^2,$$

or

$$\sum_{i=1}^{\infty} \|g(x_i; \mu_i)\|^2 \leq \frac{1}{c} (S(x_1; \mu_1) - F),$$

so $\|g(x_i; \mu_i)\| \to 0$, which together with inequalities $0 \leq u_{kl}(x_i; \mu_i) \leq 1$, $1 \leq k \leq m$, $1 \leq l \leq m_k$, gives $\lim_{i \to \infty} u_{kl}(x_i; \mu_i)g_k(x_i) = 0$.

(c) Let indices $1 \leq k \leq m$ and $1 \leq l \leq m_k$ be chosen arbitrarily. Using (138) we get

$$0 \leq u_{kl}(x_i; \mu_i)(F_k(x_i) - f_{kl}(x_i)) = -\mu_i \frac{\varphi_{kl}(x_i; \mu_i) \exp \varphi_{kl}(x_i; \mu_i)}{\sum_{i=1}^{m} \exp \varphi_{kl}(x_i; \mu_i)} \leq \frac{\mu_i}{e},$$

where $\varphi_{kl}(x_i; \mu_i)$, $1 \leq k \leq m$, $1 \leq l \leq m_k$, are functions used in the proof of Lemma 7, because

$$\sum_{i=1}^{m_k} \exp \varphi_{kl}(x_i; \mu_i) \geq 1$$

and the function $t \exp t$ attains its minimal value $-1/e$ at the point $t = -1$. Since $\mu_i \to 0$, we obtain $u_{kl}(x_i; \mu_i)(F_k(x_i) - f_{kl}(x_i)) \to 0$.

\[\square\]

**Corollary 2.** Let the assumptions of Theorem 12 be satisfied. Then every cluster point $x \in \mathbb{R}^n$ of a sequence $x_i$, $i \in N$, satisfies the necessary KKT conditions (5)–(6), where $u_k$ (with elements $u_k$, $1 \leq k \leq m$) is a cluster point of a sequence $u(x_i; \mu_i)$, $i \in N$.

Now we will suppose that the values $\tilde{e}$ and $\mu$ are nonzero and show how a precise solution of the system of KKT equations will be after termination of computation of Algorithm 3.

**Theorem 13.** Let the assumptions of Theorem 8 be satisfied and let $x_i$, $i \in N$, be a sequence generated by Algorithm 3. Then, if the values $\tilde{e} > 0$ and $\mu > 0$ are chosen arbitrarily, there exists an index $i \geq 1$ such that

$$\|g(x_i; \mu_i)\| \leq \tilde{e}, \quad \tilde{e}_k^T u_k(x_i; \mu_i) = 1, \quad 1 \leq k \leq m,$$

and

$$F_k(x_i) - f_{kl}(x_i) \geq 0, \quad u_{kl}(x_i; \mu_i) \geq 0, \quad u_{kl}(x_i; \mu_i)(F_k(x_i) - f_{kl}(x_i)) \leq \frac{\mu}{e}$$

for all $1 \leq k \leq m$ and $1 \leq l \leq m_k$. 
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Proof. Equalities $c_k^T u_k(x_i; \mu_i) = 1$, $1 \leq k \leq m$, follow from (139). Inequalities $F_k(x_i) - f_k(x_i) \geq 0$ and $u_k(x_i; \mu_i) \geq 0$, $1 \leq k \leq m$, $1 \leq i \leq m_k$, follow from (10) and (138). Since $\mu_i \to 0$ holds by Lemma 8 and $\|g(x_i; \mu_i)\| \to 0$ holds by Theorem 12, there exists an index $i \geq 1$ such that $\mu_i \leq \mu$ and $\|g(x_i; \mu_i)\| \leq \varepsilon$. By (138), as in the proof of Theorem 12, one can write

$$u_k(x_i; \mu_i)(F_k(x_i) - f_k(x_i)) \leq -\mu_i \varphi_k(x_i; \mu_i) \exp \varphi_k(x_i; \mu_i) \leq \frac{\mu_i}{e} \leq \frac{\mu}{e}$$

for $1 \leq k \leq m$ and $1 \leq l \leq m_k$. □

4.3 Special cases

Both the simplest and most widely considered generalized minimax problem is the classical minimax problem (10), when $m = 1$ in (4) (in this case we write $m$ and $z$ instead of $m_1$ and $z_1$). For solving a classical minimax problem one can use Algorithm 3, where a major part of computation is very simplified. A step of the Newton method can be written in the form

$$\nabla^2 S(x; \mu) \Delta x = -\nabla S(x; \mu),$$

or

$$\left(W(x; \mu) - \frac{1}{\mu} g(x; \mu) g^T(x; \mu)\right) \Delta x = -g(x; \mu), \quad (152)$$

where

$$W(x; \mu) = G(x; \mu) + \frac{1}{\mu} A(x) U(x; \mu) A^T(x), \quad g(x; \mu) = A(x) u(x; \mu).\quad (153)$$

Since

$$\left(W - \frac{1}{\mu} g g^T\right)^{-1} = W^{-1} + \frac{W^{-1} g g^T W^{-1}}{\mu - g^T W^{-1} g},$$

holds by the Sherman-Morrison formula, the solution of system of equations (152) can be written in the form

$$\Delta x = \frac{\mu}{\mu g^T W^{-1} g - \mu} W^{-1} g. \quad (154)$$

If a matrix $W$ is not positive definite, it may be replaced with a matrix $L L^T = W + E$ obtained by the Gill-Murray decomposition described in [11]. Then, we solve an equation

$$L L^T p = g \quad (155)$$

and set

$$\Delta x = \frac{\mu}{g^T p - \mu} p. \quad (156)$$

Minimization of a sum of absolute values, i.e., minimization of the function

$$F(x) = \sum_{k=1}^{m} |f_k(x)| = \sum_{k=1}^{m} \max(f_k^+(x), f_k^-(x)), \quad f_k^+(x) = f_k(x), \quad f_k^-(x) = -f_k(x),$$

is another important generalized minimax problem. In this case, a smoothing function has the form

$$S(x; \mu) = F(x) + \mu \sum_{k=1}^{m} \log \left( \exp \left( -\frac{|f_k(x)| - f_k^+(x)}{\mu} \right) + \exp \left( -\frac{|f_k(x)| - f_k^-(x)}{\mu} \right) \right)$$

$$= \sum_{k=1}^{m} |f_k(x)| + \mu \sum_{k=1}^{m} \log \left( 1 + \exp \left( -\frac{2|f_k(x)|}{\mu} \right) \right)$$
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because  \( f_k^+(x) = |f_k(x)| \) if \( f_k(x) \geq 0 \) and \( f_k^-(x) = |f_k(x)| \) if \( f_k(x) \leq 0 \), and by Theorem 11 we have

\[
\nabla S(x; \mu) = \sum_{k=1}^{m} (g_k^+ u_k^+ + g_k^- u_k^-) = \sum_{k=1}^{m} g_k(u_k^+ - u_k^-) = \sum_{k=1}^{m} g_k u_k = g(x; \mu),
\]

\[
\nabla^2 S(x; \mu) = \sum_{k=1}^{m} G_k(u_k^+ - u_k^-) + \frac{1}{\mu} \sum_{k=1}^{m} g_k g_k^T (u_k^+ + u_k^-) - \frac{1}{\mu} \sum_{k=1}^{m} g_k g_k^T (u_k^+ - u_k^-)^2 = G(x; \mu) + \frac{1}{\mu} \sum_{k=1}^{m} g_k g_k^T (1 - u_k^2)
\]

(because \( u_k^+ + u_k^- = 1 \), where \( g_k = g_k(x) \) and

\[
u_k = u_k^+ - u_k^- = \frac{\exp \left( -\frac{|f_k(x) - f_k^-(x)|}{\mu} \right) - \exp \left( -\frac{|f_k(x) - f_k^+(x)|}{\mu} \right)}{\exp \left( -\frac{|f_k(x) - f_k^+(x)|}{\mu} \right) + \exp \left( -\frac{|f_k(x) - f_k^-(x)|}{\mu} \right)} = 1 - \exp \left( -\frac{2|f_k(x)|}{\mu} \right) \frac{\text{sign}(f_k(x))}{1 + \exp \left( -\frac{2|f_k(x)|}{\mu} \right)}
\]

\[1 - u_k^2 = \frac{4 \exp \left( -\frac{2|f_k(x)|}{\mu} \right)}{\left(1 + \exp \left( -\frac{2|f_k(x)|}{\mu} \right)\right)^2},\]

and where \( \text{sign}(f_k(x)) \) is a sign of a function \( f_k(x) \).

5 Primal-dual interior point methods

5.1 Basic properties

Primal interior point methods for solving nonlinear programming problems profit from the simplicity of obtaining and keeping a point in the interior of the feasible set (for generalized minimax problems, it suffices to set \( z_k > f_k(x) \), \( 1 \leq k \leq m \)). Minimization of a barrier function without constraints and a direct computation of multipliers \( u_k \), \( 1 \leq k \leq m \), \( 1 \leq l \leq m_k \), are basic features of these methods. Primal-dual interior point methods are intended for solving general nonlinear programming problems, where it is usually impossible to assure validity of constraints. These methods guarantee feasibility of points by adding slack variables, which appear in a barrier term added to the objective function. Positivity of the slack variables is assured algorithmically (by a steplength selection). Minimization of a barrier function with equality constraints and an iterative computation of the Lagrange multipliers (dual variables) are the main features of primal-dual interior point methods.

Consider function (4). As is mentioned in the introduction, minimization of this function is equivalent to the nonlinear programming problem

\[
\text{minimize} \quad \sum_{k=1}^{m} z_k \quad \text{subject to} \quad f_{kl}(x) \leq z_k, \quad 1 \leq k \leq m, \quad 1 \leq l \leq m_k.
\]

Using slack variables \( s_{kl} > 0, 1 \leq k \leq m, 1 \leq l \leq m_k, \) and a barrier function

\[
B_\mu(x, z, s) = \sum_{k=1}^{m} z_k - \mu \sum_{k=1}^{m} \sum_{l=1}^{m_k} \log(s_{kl}),
\]

a solving of problem (157) can be transformed to a successive solving of problems

\[
\text{minimize} \quad B_\mu(x, z, s) \quad \text{subject to} \quad f_{kl}(x) + s_{kl} - z_k = 0, \quad 1 \leq k \leq m, \quad 1 \leq l \leq m_k,
\]

where \( \mu \to 0 \). Necessary conditions for an extremum of problem (159) have the form

\[
g(x, u) = \sum_{k=1}^{m} \sum_{l=1}^{m_k} g_{kl}(x) u_{kl} = 0,
\]

38
The system, which can be solved by efficient iterative methods \[1, 29\]. Therefore, it is advantageous to split system (163) has a dimension \(n\), so its matrix does not depend on the barrier parameter \(\mu\), so it is not necessary to use a lower bound \(\mu\). On the other hand, system (163) has a dimension \(n + m + m\), while systems (94) and (144) have dimension \(n\). It would be possible to eliminate the vector \(\Delta u\), so the resulting system

\[
(G(x, u) + \bar{A}(\bar{x})M^{-1}A^T(\bar{x}))\Delta \bar{x} = -(\tilde{g}(\bar{x}, u) + \bar{A}(\bar{x})(M^{-1}c(\bar{x}) + \mu S^{-1}\tilde{\epsilon})),
\]

which is \(n + m + 2m\) equations for \(n + m + 2m\) unknowns (vectors \(x, z = [z_k]\), \(s = [s_{kl}], u = [u_{kl}], 1 \leq k \leq m, 1 \leq l \leq m_k\), \(1 \leq l \leq m_k\), where \(m = m_1 + \cdots + m_m\). Denote \(A(x) = [A_1(x), \ldots, A_m(x)], f = [f_{kl}], S = \text{diag}(s_{kl}), U = \text{diag}(u_{kl}), 1 \leq k \leq m, 1 \leq l \leq m_k, and

\[
E = \begin{bmatrix}
\tilde{e}_1 & 0 & \cdots & 0 \\
0 & \tilde{e}_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \tilde{e}_m
\end{bmatrix}, \quad \tilde{e} = \begin{bmatrix}
\tilde{e}_1 \\
\tilde{e}_2 \\
\vdots \\
\tilde{e}_m
\end{bmatrix}, \quad z = \begin{bmatrix}
z_1 \\
z_2 \\
\vdots \\
z_m
\end{bmatrix}
\]

matrices \(A_k(x)\), vectors \(\tilde{e}_k\), and numbers \(z_k, 1 \leq k \leq m\), are defined in Section 3.2). Applying the Newton method to this system of nonlinear equations, we obtain a system of linear equations for increments (direction vectors) \(\Delta x, \Delta z, \Delta s, \Delta u\). After arrangement and elimination

\[
\Delta s = -U^{-1}S(u + \Delta u) + \mu S^{-1}\tilde{\epsilon},
\]

this system has the form

\[
\begin{bmatrix}
G(x, u) & 0 & A(x) \\
0 & 0 & -E^T \\
A^T(x) & -E & -U^{-1}S
\end{bmatrix}
\begin{bmatrix}
\Delta x \\
\Delta z \\
\Delta u
\end{bmatrix} = -\begin{bmatrix}
g(x, u) \\
\tilde{e} - E^Tu \\
f(x) - Ez + \mu U^{-1}\tilde{\epsilon}
\end{bmatrix},
\]

where \(G(x, u) = \sum_{k=1}^{m} \sum_{l=1}^{m_k} G_{kl}(x)u_{kl}\). Vector \(\tilde{e}\) in equation \(\tilde{e} - E^Tu = 0\) has unit elements, but its dimension is different from the dimension of a vector \(\tilde{\epsilon}\) in (160).

For solving this linear system, we cannot advantageously use the structure of a generalized minimax problem (substituting \(z = F_k(x) = \max_{1 \leq l \leq m_k} f_{kl}(x)\) we would obtain a nonsmooth problem whose solution is much more difficult). Therefore, we need to deal with a general nonlinear programming problem. To simplify subsequent considerations, we use the notation

\[
\bar{x} = \begin{bmatrix} x \\ z \end{bmatrix}, \quad \tilde{g}(\bar{x}, u) = \begin{bmatrix} g(x, u) \\ \tilde{e} - E^Tu \end{bmatrix}, \quad \bar{G}(\bar{x}, u) = \begin{bmatrix} G(x, u) & 0 \\ 0 & 0 \end{bmatrix}, \quad \bar{A}(\bar{x}) = \begin{bmatrix} A(x) \\ -E^T \end{bmatrix}
\]

and write (161) in the form

\[
\begin{bmatrix}
\bar{G}(\bar{x}, u) & \bar{A}(\bar{x}) \\
\bar{A}^T(\bar{x}) & -U^{-1}S
\end{bmatrix}
\begin{bmatrix}
\Delta \bar{x} \\
\Delta u
\end{bmatrix} = -\begin{bmatrix}
\tilde{g}(\bar{x}, u) \\
c(\bar{x}) + \mu U^{-1}\tilde{\epsilon}
\end{bmatrix},
\]

where \(c(\bar{x}) = f(x) - Ez\). This system of equations is more advantageous against systems (94) and (144) in that its matrix does not depend on the barrier parameter \(\mu\), so it is not necessary to use a lower bound \(\mu\). On the other hand, system (163) has a dimension \(n + m + m\), while systems (94) and (144) have dimension \(n\). It would be possible to eliminate the vector \(\Delta u\), so the resulting system

\[
(G(x, u) + \bar{A}(\bar{x})M^{-1}A^T(\bar{x}))\Delta \bar{x} = -(\tilde{g}(\bar{x}, u) + \bar{A}(\bar{x})(M^{-1}c(\bar{x}) + \mu S^{-1}\tilde{\epsilon})),
\]

where \(M = U^{-1}S\), would have dimension \(n + m\) (i.e., \(n + 1\) for classical minimax problems). Nevertheless, as follows from the equation \(u_{kl}s_{kl} = \mu\), either \(u_{kl} \to 0\) or \(s_{kl} \to 0\) if \(\mu \to 0\), so some elements of a matrix \(M^{-1}\) may tend to infinity, which increases the condition number of system (164). Conversely, the solution of equation (163) is easier if the elements of a matrix \(M\) are small (if \(M = 0\), we obtain the saddle point system, which can be solved by efficient iterative methods \[1, 29\]). Therefore, it is advantageous to split the constraints to active with \(s_{kl} \leq \tilde{\epsilon}u_{kl}\) (we denote active quantities by \(\tilde{c}(\bar{x}), \bar{A}(\bar{x}), \tilde{s}, \tilde{S}, \tilde{u}, \tilde{\Delta u}, \tilde{U}\),
\( \mathbf{M} = \mathbf{U}^{-1} \mathbf{S} \) and inactive with \( s_{kl} > \varepsilon u_{kl} \) (we denote inactive quantities by \( \hat{c}(\tilde{x}), \tilde{A}(\tilde{x}), \tilde{s}, \Delta \tilde{s}, \tilde{u}, \Delta \tilde{u}, \mathbf{U}, \mathbf{M} = \mathbf{U}^{-1} \mathbf{S} \). Eliminating inactive from (163) we obtain

\[
\Delta \tilde{u} = \mathbf{M}^{-1}(\hat{c}(\tilde{x}) + \tilde{A}(\tilde{x})^T \Delta \tilde{x}) + \mu \mathbf{S}^{-1} e
\]  
(165)

and

\[
\begin{bmatrix}
\tilde{G}(\tilde{x}, u) & \tilde{A}(\tilde{x}) \\
\tilde{A}^T(\tilde{x}) & -\mathbf{M}
\end{bmatrix}
\begin{bmatrix}
\Delta \tilde{x} \\
\Delta \tilde{u}
\end{bmatrix}
= \begin{bmatrix}
\tilde{g}(\tilde{x}, u) \\
\tilde{c}(\tilde{x}) + \mu \mathbf{U}^{-1} \hat{e}
\end{bmatrix},
\]  
(166)

where

\[
\tilde{G}(\tilde{x}, u) = G(\tilde{x}, u) + \tilde{A}(\tilde{x}) \mathbf{M}^{-1} \tilde{A}^T(\tilde{x}),
\]

\[
\tilde{g}(\tilde{x}, u) = g(\tilde{x}, u) + \tilde{A}(\tilde{x})(\mathbf{M}^{-1} \hat{c}(\tilde{x}) + \mu \mathbf{S}^{-1} \hat{e}),
\]

and \( \mathbf{M} = \mathbf{U}^{-1} \mathbf{S} \) is a diagonal matrix of order \( \hat{m} \), where \( 0 \leq \hat{m} \leq \hat{m} \) is the number of active constraints. Substituting (165) into (160) we can write

\[
\Delta \hat{s} = -\mathbf{M}(\hat{u} + \Delta \tilde{u}) + \mu \mathbf{U}^{-1} \hat{e}, \quad \Delta s = -(\hat{c} + \mathbf{A}^T \Delta \tilde{x} + \hat{s}).
\]  
(167)

The matrix of the linear system (166) is symmetric, but indefinite, so its Choleski decomposition cannot be determined. In this case, we use either dense [3] or sparse [7] Bunch-Parlett decomposition for solving this system. System (166) (especially if it is large and sparse) can be efficiently solved by iterative conjugate gradient method with indefinite preconditioner [20]. If the vectors \( \Delta \tilde{x} \) and \( \Delta \tilde{u} \) are solutions of system (166), we determine vector \( \Delta \tilde{u} \) by (165) and vectors \( \Delta \hat{s}, \Delta s \) by (167).

Having vectors \( \Delta \tilde{x}, \Delta s, \Delta u \), we need to determine a steplength \( \alpha > 0 \) and set

\[
\tilde{x}_+ = \tilde{x} + \alpha \Delta \tilde{x}, \quad s_+ = s(\alpha), \quad u_+ = u(\alpha),
\]  
(168)

where \( s(\alpha) \) and \( u(\alpha) \) are vector functions such that \( s(\alpha) > 0, s'(0) = \Delta s \) and \( u(\alpha) > 0, u'(0) = \Delta u \). This step is not trivial, because we need to decrease both the value of the barrier function \( \tilde{B}_\mu(\tilde{x}, s) = B_\mu(x, z, s) \) and the norm of constraints \( ||c(\tilde{x})|| \), and also to assure positivity of vectors \( s \) and \( u \). We can do this in several different ways: using either the augmented Lagrange function [20], [21] or a bi-critical filter [10], [37] or a special algorithm [12], [18]. In this section, we confine our attention to the augmented Lagrange function which has (for problem (157) the form

\[
P(\alpha) = \tilde{B}_{\mu}(\tilde{x} + \alpha \Delta \tilde{x}, s(\alpha)) + (\Delta \tilde{u})^T (c(\tilde{x} + \alpha \Delta \tilde{x}) + s(\alpha)) + \frac{\sigma}{2} ||c(\tilde{x} + \alpha \Delta \tilde{x}) + s(\alpha)||^2,
\]  
(169)

where \( \sigma \geq 0 \) is a penalty parameter. The following theorem, whose proof is given in [20], holds.

**Theorem 14.** Let \( s > 0, u > 0 \) and let vectors \( \Delta \tilde{x}, \Delta \tilde{u} \) be solutions of the linear system

\[
\begin{bmatrix}
\tilde{G}(\tilde{x}, u) & \tilde{A}(\tilde{x}) \\
\tilde{A}^T(\tilde{x}) & -\mathbf{M}
\end{bmatrix}
\begin{bmatrix}
\Delta \tilde{x} \\
\Delta \tilde{u}
\end{bmatrix}
= \begin{bmatrix}
\tilde{g}(\tilde{x}, u) \\
\tilde{c}(\tilde{x}) + \mu \mathbf{U}^{-1} \hat{e}
\end{bmatrix},
\]  
(170)

where \( r \) and \( \hat{r} \) are residual vectors, and let vectors \( \Delta \tilde{u} \) and \( \Delta s \) be determined by (165) and (167). Then

\[
P'(0) = - (\Delta \tilde{x})^T \tilde{G}(\tilde{x}, u) \Delta \tilde{x} - (\Delta s)^T M^{-1} \Delta s - \sigma ||c(\tilde{x}) + s||^2 + (\Delta \tilde{x})^T r + \sigma (\hat{c}(\tilde{x}) + \hat{s})^T \hat{r}.
\]  
(171)

If

\[
\sigma > \frac{(\Delta \tilde{x})^T \tilde{G}(\tilde{x}, u) \Delta \tilde{x} + (\Delta s)^T M^{-1} \Delta s}{||c(\tilde{x}) + s||^2}
\]  
(172)

and if system (166) is solved in such a way that

\[
(\Delta \tilde{x})^T r + \sigma (\hat{c}(\tilde{x}) + \hat{s})^T \hat{r} < (\Delta \tilde{x})^T \tilde{G}(\tilde{x}, u) \Delta \tilde{x} + (\Delta s)^T M^{-1} \Delta s + \sigma ||c(\tilde{x}) + s||^2,
\]  
(173)

then \( P'(0) < 0 \).

Inequality (173) is significant only if linear system (166) is solved iteratively and residual vectors \( r \) and \( \hat{r} \) are nonzero. If these vectors are zero, then (173) follows immediately from (172). Inequality (172) serves for determination of a penalty parameter, which should be as small as possible. If the matrix \( \tilde{G}(\tilde{x}, u) \) is positive semidefinite, then the right-hand side of (172) is negative and we can choose \( \sigma = 0 \).
5.2 Implementation

The algorithm of the primal-dual interior point method consists of four basic parts: determination of the matrix $G(x, u)$ or its approximation, solving linear system (166), a steplength selection, and an update of the barrier parameter $\mu$. The matrix $G(x, u)$ has form (74), so its approximation can be determined in the one of the ways introduced in Remark 22.

The linear system (166), obtained by determination and subsequent elimination of inactive constraints in the way described in the previous subsection, is solved either directly using the Bunch-Parlett decomposition or iteratively by the conjugate gradient method with the indefinite preconditioner

$$
C = \begin{bmatrix}
\hat{D} & \hat{A}(\tilde{x}) \\
A^T(\tilde{x}) & -\hat{M}
\end{bmatrix},
$$

where $\hat{D}$ is a positive definite diagonal matrix that approximates matrix $\hat{G}(\tilde{x}, u)$. An iterative process is terminated if residual vectors satisfy conditions (173) and

$$
\|r\| \leq \omega \|\bar{g}(\tilde{x}, u)\|, \quad \|\hat{r}\| \leq \omega \min(\|\bar{c}(\tilde{x}) + \mu \bar{U} - 1 \bar{e}\|, \|\hat{c}(\tilde{x}) + s\|),
$$

where $0 < \omega < 1$ is a prescribed precision. The directional derivative $P'(0)$ given by (169) should be negative. There are two possibilities how this requirement can be achieved. We either determine the value $\sigma \geq 0$ satisfying inequality (172), which implies $P'(0) < 0$ if (173) holds (Theorem 14), or set $\sigma = 0$ and ignore inequality (173). If $P'(0) \geq 0$, we determine a diagonal matrix $\tilde{D}$ with elements

$$
\tilde{D}_{jj} = \begin{cases}
\Gamma & \text{if } \|\bar{g}\|_{10} \|\hat{G}_{jj}\| < \Gamma, \\
\|\bar{g}\|_{10} \|\hat{G}_{jj}\| & \text{if } \Gamma \leq \|\bar{g}\|_{10} \|\hat{G}_{jj}\| \leq \Gamma, \\
\Gamma & \text{if } \Gamma < \|\bar{g}\|_{10} \|\hat{G}_{jj}\|,
\end{cases}
$$

for $1 \leq j \leq n + m$, where $\bar{g} = \bar{g}(\tilde{x}, u)$ and $0 < \Gamma < \Gamma$, set $\hat{G}(\tilde{x}, u) = \tilde{D}$ and restart the iterative process by solving new linear system (166).

We use functions $s(\alpha) = [s_{kl}(\alpha)]$, $u(\alpha) = [u_{kl}(\alpha)]$, where $s_{kl}(\alpha) = s_{kl} + \alpha s_{kl} \Delta s_{kl}$, $u_{kl}(\alpha) = u_{kl} + \alpha u_{kl} \Delta u_{kl}$ and

$$
\begin{align*}
\alpha_{s_{kl}} &= \alpha, & \Delta s_{kl} &\geq 0, \\
\alpha_{s_{kl}} &= \alpha, & \Delta s_{kl} &< 0, \\
\alpha_{u_{kl}} &= \alpha, & \Delta u_{kl} &\geq 0, \\
\alpha_{u_{kl}} &= \alpha, & \Delta u_{kl} &< 0,
\end{align*}
$$

when choosing a steplength using the augmented Lagrange function. A parameter $0 < \gamma < 1$ (usually $\gamma = 0.99$) assures the positivity of vectors $s_+$ and $u_+$ in (168). A parameter $\alpha > 0$ is chosen to satisfy the inequality $P'(\alpha) - P(0) \leq \varepsilon_1 \alpha P''(0)$, which is possible because $P'(0) < 0$ and a function $P(\alpha)$ is continuous.

After finishing the iterative step, a barrier parameter $\mu$ should be updated. There exist several heuristic procedures for this purpose. The following procedure proposed in [36] seems to be very efficient.

**Procedure C**

Compute the centrality measure

$$
\varrho = \frac{\tilde{m} \min_{kl}(s_{kl} u_{kl})}{s^T u},
$$
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where \( \bar{m} = m_1 + \cdots + m_m \) and \( 1 \leq k \leq m, 1 \leq l \leq m_k \). Compute the value
\[
\lambda = 0.1 \min \left( 0.05 \frac{1 - \rho}{\rho}, 2 \right)^3
\]
and set \( \mu = \lambda \bar{s}^T \bar{u}/\bar{m} \).

**Algorithm 4.** Primal-dual interior point method

**Data.** A tolerance for the barrier function gradient norm \( \varepsilon > 0 \). A parameter for determination of active constraints \( \bar{\varepsilon} > 0 \). A parameter for initiation of the slack variables and the Lagrange multipliers \( \delta > 0 \). An initial value of the barrier parameter \( \bar{\mu} > 0 \). Precision for the direction vectors determination \( 0 \leq \omega < 1 \). A parameter for the steplength selection \( \gamma < 1 \). A tolerance for the steplength selection \( \varepsilon_l > 0 \). A maximum steplength \( \bar{\Delta} > 0 \).

**Input.** A sparsity pattern of the matrix \( A(x) = [A_1(x), \ldots, A_m(x)] \). A starting point \( x \in \mathbb{R}^n \).

**Step 1 Initiation.** Compute values \( f_{kl}(x) \), \( 1 \leq k \leq m, 1 \leq l \leq m_k \), and set \( F_k(x) = \max_{1 \leq l \leq m_k} f_{kl}. \)
\( z_k = F_k(x) + \delta, 1 \leq k \leq m \). Compute values \( c_{kl}(\bar{x}) = f_{kl}(\bar{x}) - z_k, 1 \leq k \leq m, 1 \leq l \leq m_k \), and set \( s_{kl} = -c_{kl}(\bar{x}), u_{kl} = \delta. \) Set \( \mu = \bar{\mu} \) and compute the value of the barrier function \( B_\mu(\bar{x}, s) \).

**Step 2 Termination.** Determine a matrix \( \bar{A}(\bar{x}) \) and a vector \( \bar{g}(\bar{x}, u) = \bar{A}(\bar{x})u \) by (162). If the KKT conditions \( ||\bar{g}(\bar{x}, u)|| \leq \varepsilon, ||c(\bar{x}) + s|| \leq \varepsilon, \) and \( s^T u \leq \bar{\varepsilon} \) are satisfied, terminate the computation.

**Step 3 Hessian matrix approximation.** Set \( G = G(x, u) \) or compute an approximation \( \bar{G} \) of the Hessian matrix \( G(x, u) \) using gradient differences or utilizing quasi-Newton updates (Remark 22). Determine a parameter \( \sigma \geq 0 \) by (172) or set \( \sigma = 0 \). Split the constraints into active if \( \bar{s}_{kl} \leq \bar{\varepsilon}_{u_{kl}} \) and inactive if \( \bar{s}_{kl} > \bar{\varepsilon}_{u_{kl}} \).

**Step 4 Direction determination.** Determine the matrix \( \bar{G} = \bar{G}(\bar{x}, u) \) by (162) (where the Hessian matrix \( G(x, u) \) is replaced with its approximation \( \bar{G} \)). Determine vectors \( \Delta \bar{x} \) and \( \Delta u \) by solving linear system (166), a vector \( \Delta \bar{u} \) by (165), and a vector \( \Delta s \) by (167). Linear system (166) is solved either directly using the Bunch-Parlett decomposition (we carry out both the symbolic and the numeric decompositions in this step) or iteratively by the conjugate gradient method with indefinite preconditioner (174). Compute the derivative of the augmented Lagrange function by formula (171).

**Step 5 Restart.** If \( \tilde{P}'(0) \geq 0 \), determine a diagonal matrix \( \tilde{D} \) by (175), set \( \bar{G} = \tilde{D}, \sigma = 0, \) and go to Step 4.

**Step 6 Steplength selection.** Determine a steplength parameter \( \alpha > 0 \) satisfying inequalities \( P(\alpha) - P(0) \leq \varepsilon_0 \alpha P'(0) \) and \( \alpha \leq \Delta/||\Delta x||. \) Determine new vectors \( \Delta \bar{x} = \bar{x} + \alpha \Delta \bar{x}, \Delta u = u(\alpha), \) and set \( \bar{s}(\alpha) = u(\alpha) \) by (168). Compute values \( f_{kl}(x) \), \( 1 \leq k \leq m, 1 \leq l \leq m_k \), and set \( c_{kl}(\bar{x}) = f_{kl}(\bar{x}) - z_k, 1 \leq k \leq m, 1 \leq l \leq m_k \). Compute the value of the barrier function \( B_\mu(\bar{x}, s) \).

**Step 7 Barrier parameter update.** Determine a new value of the barrier parameter \( \mu \geq \bar{\mu} \) using Procedure C. Go to Step 2.

The values \( \varepsilon = 10^{-6}, \bar{\varepsilon} = 0.1, \delta = 0.1, \omega = 0.9, \gamma = 0.99, \bar{\mu} = 1, \varepsilon_1 = 10^{-4} \), and \( \bar{\Delta} = 1000 \) were used in our numerical experiments.

**6 Numerical experiments**

The methods studied in this contribution were tested by using two collections of test problems TEST14 and TEST15 described in [30], which are the parts of the UFO system [28] and can be downloaded from the web page [www.cs.cas.cz/luksan/test.html](http://www.cs.cas.cz/luksan/test.html). Both these collections contain 22 problems with functions.
$f_k(x)$, $1 \leq k \leq m$, $x \in \mathbb{R}^n$, where $n$ is an input parameter and $m \geq n$ depends on $n$ (we have used the values $n = 100$ and $n = 1000$ for numerical experiments). Functions $f_k(x)$, $1 \leq k \leq m$, have a sparse structure (the Jacobian matrix of a mapping $f(x)$ is sparse), so sparse matrix decompositions can be used for solving linear equation systems. Since the method described in Section 2.2 does not use sparsity of a quadratic programming problem, it is not comparable with other methods for test problems used. Therefore, it is not presented in the test results.

The tested methods, whose results are reported in Tables 1-5, are denoted by seven letters. The first pair of letters distinguishes the line search methods LS from the trust region methods TR (trust region methods are used only for minimization of the $l_1$ norm). The second pair of letters gives the problem type: either a classical minimax MX (when a function $F(x)$ has form (10) or $F(x) = \|f(x)\|_\infty$ holds) or a sum of absolute values SA (when $F(x) = \|f(x)\|_1$ holds). Further two letters specify the method used:

- **PI** - the primal interior point method (Section 3),
- **SM** - the smoothing method (Section 4),
- **DI** - the primal-dual interior point method (Section 5).

The last letter denotes the procedure for updating a barrier parameter $\mu$ (procedures A and B are described in Section 3.4 and procedure C is described in Section 5.2).


The tables contain total numbers of iterations $NIT$, function evaluations $NFV$, gradient evaluations $NFG$, and also the total computational time, the number of problems with the value $\Delta$ decreased and the number of failures (the number of unsolved problems). The decrease of the maximum steplength $\Delta$ is used for three reasons. First, too large steps may lead to overflows if arguments of functions (roots, logarithms, exponentials) lie outside of their definition domain. Second, the change of $\Delta$ can affect the finding of a suitable (usually global) minimum. Finally, it can prevent from achieving a domain in which the objective function has bad behavior leading to a loss of convergence. The number of times the steplength has decreased is in some sense a symptom of robustness (a lower number corresponds to higher robustness).

Several conclusions can be done from the results stated in these tables.

- **For $l_1$ approximation, it is usually more advantageous to use the trust region methods TR than the line search methods LS.**
- **The smoothing methods are less efficient than the primal interior point methods.** For testing the smoothing methods, we had to use the value $\mu = 10^{-6}$, while the primal interior methods work well with the smaller value $\mu = 10^{-8}$, which gives more precise results.
- **The primal-dual interior point methods are slower than the primal interior point methods, especially for the reason that system of equations (166) is indefinite, so we cannot use the Choleski (or the Gill-Murray [11]) decomposition.** If the matrix of linear system (166) is large and sparse, we can use the Bunch-Parlett decomposition [7]. In this case, a large fill-in of new nonzero elements (and thus to overflow of the operational memory or large extension of the computational time) may appear. In this case, we can also use the iterative conjugate gradient method with an indefinite preconditioner [29], however, the ill-conditioned systems can require a large number of iterations and thus a large computational time.
- **It cannot be uniquely decided whether Procedure A is better than Procedure B.** The Newton methods usually work better with Procedure A while the variable metric methods are more efficient with Procedure B.
The variable metric methods are usually faster because it is not necessary to determine the elements of the Hessian matrix of the Lagrange function by gradient differences. The Newton methods seem to be more robust (especially in case of $l_1$ approximation).

References


<table>
<thead>
<tr>
<th>Method</th>
<th>NIT</th>
<th>NFV</th>
<th>NFG</th>
<th>Time</th>
<th>∆</th>
<th>Fail</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSNXPI-A</td>
<td>2232</td>
<td>7265</td>
<td>11575</td>
<td>0.74</td>
<td>4</td>
<td>-</td>
</tr>
<tr>
<td>LSNXPI-B</td>
<td>2184</td>
<td>5262</td>
<td>9570</td>
<td>0.60</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>LSNXSM-A</td>
<td>3454</td>
<td>11682</td>
<td>21398</td>
<td>1.29</td>
<td>5</td>
<td>-</td>
</tr>
<tr>
<td>LSNXSM-B</td>
<td>10241</td>
<td>36891</td>
<td>56399</td>
<td>4.15</td>
<td>3</td>
<td>-</td>
</tr>
<tr>
<td>LSNXDI-C</td>
<td>1386</td>
<td>2847</td>
<td>14578</td>
<td>0.90</td>
<td>2</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>NIT</th>
<th>NFV</th>
<th>NFG</th>
<th>Time</th>
<th>∆</th>
<th>Fail</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSNXPI-A</td>
<td>2194</td>
<td>5789</td>
<td>10553</td>
<td>0.67</td>
<td>3</td>
<td>-</td>
</tr>
<tr>
<td>LSNXPI-B</td>
<td>6767</td>
<td>17901</td>
<td>39544</td>
<td>3.79</td>
<td>4</td>
<td>-</td>
</tr>
<tr>
<td>LSNXSM-A</td>
<td>3500</td>
<td>9926</td>
<td>23568</td>
<td>1.79</td>
<td>7</td>
<td>-</td>
</tr>
<tr>
<td>LSNXSM-B</td>
<td>15858</td>
<td>48313</td>
<td>142767</td>
<td>9.03</td>
<td>4</td>
<td>-</td>
</tr>
<tr>
<td>LSNXDI-C</td>
<td>3796</td>
<td>6677</td>
<td>48204</td>
<td>4.95</td>
<td>6</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 1: TEST14 (minimization of maxima) – 22 problems

<table>
<thead>
<tr>
<th>Method</th>
<th>NIT</th>
<th>NFV</th>
<th>NFG</th>
<th>Time</th>
<th>∆</th>
<th>Fail</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSNXPI-A</td>
<td>2194</td>
<td>5789</td>
<td>10553</td>
<td>0.67</td>
<td>3</td>
<td>-</td>
</tr>
<tr>
<td>LSNXPI-B</td>
<td>6767</td>
<td>17901</td>
<td>39544</td>
<td>3.79</td>
<td>4</td>
<td>-</td>
</tr>
<tr>
<td>LSNXSM-A</td>
<td>3500</td>
<td>9926</td>
<td>23568</td>
<td>1.79</td>
<td>7</td>
<td>-</td>
</tr>
<tr>
<td>LSNXSM-B</td>
<td>15858</td>
<td>48313</td>
<td>142767</td>
<td>9.03</td>
<td>4</td>
<td>-</td>
</tr>
<tr>
<td>LSNXDI-C</td>
<td>3796</td>
<td>6677</td>
<td>48204</td>
<td>4.95</td>
<td>6</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 2: TEST14 ($l_\infty$ approximation) – 22 problems

<table>
<thead>
<tr>
<th>Method</th>
<th>NIT</th>
<th>NFV</th>
<th>NFG</th>
<th>Time</th>
<th>∆</th>
<th>Fail</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSNXPI-A</td>
<td>2194</td>
<td>5789</td>
<td>10553</td>
<td>0.67</td>
<td>3</td>
<td>-</td>
</tr>
<tr>
<td>LSNXPI-B</td>
<td>6767</td>
<td>17901</td>
<td>39544</td>
<td>3.79</td>
<td>4</td>
<td>-</td>
</tr>
<tr>
<td>LSNXSM-A</td>
<td>3500</td>
<td>9926</td>
<td>23568</td>
<td>1.79</td>
<td>7</td>
<td>-</td>
</tr>
<tr>
<td>LSNXSM-B</td>
<td>15858</td>
<td>48313</td>
<td>142767</td>
<td>9.03</td>
<td>4</td>
<td>-</td>
</tr>
<tr>
<td>LSNXDI-C</td>
<td>3796</td>
<td>6677</td>
<td>48204</td>
<td>4.95</td>
<td>6</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 3: TEST15 ($l_\infty$ approximation) – 22 problems
<table>
<thead>
<tr>
<th>Method</th>
<th>NIT</th>
<th>NVF</th>
<th>NFG</th>
<th>Time</th>
<th>∆</th>
<th>Fail</th>
</tr>
</thead>
<tbody>
<tr>
<td>TRSAPI-A</td>
<td>2098</td>
<td>2469</td>
<td>10852</td>
<td>0.57</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TRSAPI-B</td>
<td>2286</td>
<td>2771</td>
<td>11353</td>
<td>0.56</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSSAPI-A</td>
<td>1647</td>
<td>5545</td>
<td>8795</td>
<td>0.63</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>LSSAPI-B</td>
<td>1957</td>
<td>7779</td>
<td>10121</td>
<td>0.67</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TRSASM-A</td>
<td>2373</td>
<td>2868</td>
<td>19688</td>
<td>0.73</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TRSASM-B</td>
<td>3487</td>
<td>4382</td>
<td>28467</td>
<td>1.12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSSASM-A</td>
<td>1907</td>
<td>5346</td>
<td>8795</td>
<td>0.63</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSSASM-B</td>
<td>2399</td>
<td>8085</td>
<td>23366</td>
<td>1.18</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSSADI-C</td>
<td>4704</td>
<td>3012</td>
<td>33937</td>
<td>4.16</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>NIT</th>
<th>NVF</th>
<th>NFG</th>
<th>Time</th>
<th>∆</th>
<th>Fail</th>
</tr>
</thead>
<tbody>
<tr>
<td>TRSAPI-A</td>
<td>7570</td>
<td>8955</td>
<td>30013</td>
<td>12.54</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>TRSAPI-B</td>
<td>8555</td>
<td>9913</td>
<td>36282</td>
<td>18.11</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>LSSAPI-A</td>
<td>7592</td>
<td>19621</td>
<td>46100</td>
<td>15.39</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>LSSAPI-B</td>
<td>9067</td>
<td>35463</td>
<td>56292</td>
<td>19.14</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>TRSASM-A</td>
<td>7922</td>
<td>9453</td>
<td>49104</td>
<td>12.66</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>TRSASM-B</td>
<td>9559</td>
<td>11358</td>
<td>58418</td>
<td>16.39</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>LSSASM-A</td>
<td>8517</td>
<td>30736</td>
<td>57878</td>
<td>23.60</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>LSSASM-B</td>
<td>5696</td>
<td>13534</td>
<td>41347</td>
<td>15.28</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>LSSADI-C</td>
<td>6758</td>
<td>11011</td>
<td>47960</td>
<td>94.78</td>
<td>11</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>NIT</th>
<th>NVF</th>
<th>NFG</th>
<th>Time</th>
<th>∆</th>
<th>Fail</th>
</tr>
</thead>
<tbody>
<tr>
<td>TRSAPI-A</td>
<td>15882</td>
<td>16327</td>
<td>54025</td>
<td>3.79</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TRSAPI-B</td>
<td>3977</td>
<td>4646</td>
<td>14592</td>
<td>1.15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSSAPI-A</td>
<td>15760</td>
<td>21846</td>
<td>58082</td>
<td>4.24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSSAPI-B</td>
<td>4592</td>
<td>17050</td>
<td>17778</td>
<td>1.46</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TRSASM-A</td>
<td>6310</td>
<td>7210</td>
<td>38094</td>
<td>2.16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TRSASM-B</td>
<td>4452</td>
<td>5340</td>
<td>26841</td>
<td>1.22</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSSASM-A</td>
<td>12405</td>
<td>14477</td>
<td>29037</td>
<td>2.94</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSSASM-B</td>
<td>10098</td>
<td>14801</td>
<td>61051</td>
<td>3.54</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSSADI-C</td>
<td>877</td>
<td>1373</td>
<td>6026</td>
<td>0.84</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4: TEST14 (l₁ approximation) – 22 problems