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It is a crucial problem how to heat oil and save running cost for crude oil transport. This paper strictly formulates such a heated oil pipeline problem as a mixed integer nonlinear programming model. Nonconvex and convex continuous relaxations of the model are proposed, which are proved to be equivalent under some suitable conditions. Meanwhile, we provide a preprocessing procedure to guarantee these conditions. Therefore we are able to design a branch-and-bound algorithm for solving the mixed integer nonlinear programming model to global optimality. To make the branch-and-bound algorithm more efficient, an outer approximation method is proposed as well as the technique of warm start is used. The numerical experiments with a real heated oil pipeline problem show that our algorithm achieves a better scheme and can save 6.83% running cost compared with the practical scheme.
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1. Introduction

Crude oil, as the raw material of petroleum products, is critical to the industry and daily life. Before refining, crude oil needs to be transported from oil fields to refineries. According to incomplete statistics, 51% of the oil around the world is transported via pipelines. During the transport, it is often necessary to pressurize the oil to keep it run through the whole pipeline safely. Meanwhile, the oil requires to be heated up in case of congelation and high viscosity. For example, the condensation
point of the oil produced in Daqing oilfield of China reaches 32°C. In this case, there are not only pumps but also heating furnaces equipped in heated oil pipeline stations (see Fig. 1). The energy consumed by heating furnaces is approximately equivalent to 1% of the oil transported in the pipeline. Therefore even for the long distance heated oil pipeline (HOP), it is crucial to optimize the operation scheme so as to save the transport cost.

**Figure 1**  Pipeline, Station, Heating Furnace, Regulator and Pumps, Including Constant Speed Pumps (Yellow) and Shifted Speed Pumps (Green and with A Speed Controller).

An operation scheme of the HOP mainly consists of pump combination and furnace operation in each station. To meet the safe transport requirements, such a scheme has to satisfy some constraints, such as inlet and outlet pressure and temperature bounds and transition points constraints. In practice, feasible schemes always exist as long as sufficient and proper pressure and heat is provided for the oil flow. However, the costs of different operation schemes may vary tremendously. Higher temperature of the oil consumes more heating cost which, at the same time, usually allows pumps to produce lower pressure for the oil to arrive the destination safely. Thus the optimal total cost is closely related to the combinatorial relation of the two kinds of facilities. The HOP problem is just to figure out a combination of pumps and heating furnaces which satisfies the feasibility requirement and, meanwhile, minimizes the total cost of the power consumption, including both electricity and fuel consumed by the two kinds of facilities.

There are quite a few researches on the oil pipeline problem in the past forty years. To our knowledge, Gopal (1980) gave the first model for the isothermal oil pipeline problem and analyzed
the optimal selection of pump combination and discharge pressure via some dynamic and integer programming techniques. In 2001, Jokic and Zavargo proposed another isothermal oil pipeline model via nonlinear programming and tried to optimize the diameters of pipeline for saving running cost. For the HOP problem, Wu and Yan (1989, 1992) designed a two-level hierarchical model based on decomposition and built a software called HOPOPT. Meng and Chen (2002) implemented a nonlinear programming and station-by-station method to optimize HOP problems. Other studies based on meta-heuristic approaches can be found in Zhou et al. (2015) and Liu et al. (2015). See Wang et al. (2012) for a survey on oil/gas pipeline optimization.

Notice that in pumping and heating stations, there are constant speed pumps (CSPs) and shifted speed pumps (SSPs), which increase fixed amounts of pressure and continually variable pressure, respectively. By modeling the on-off status of CSPs and SSPs as integer variables and modeling the head provided by SSPs and the temperature rise of furnaces as continuous variables, this paper shall strictly formulate the HOP problem as a mixed integer nonlinear programming (MINLP) model and consider the algorithmic designing within the branch-and-bound framework (Grossmann and Kra vanja 1997) to find the global optimum. For solving convex MINLP, Quesada and Grossmann (1992) developed an LP/NLP based branch-and-bound algorithm and Fletcher and Leyffer (1994) proposed an outer approximation based method. See Bonmin (https://www.coin-or.org/Bonmin/) and FilMINT (Abhishek et al. 2010) for some more convex MINLP solvers. However, there is an intrinsic difficulty in solving our MINLP model due to the nonconvexity of the head loss constraints. The hydraulic friction of oil flows, as an important component of head loss constraints, is usually highly complicated to evaluate. Based on the Darcy-Weisbach formula (Darcy 1857), the hydraulic friction HF can be calculated by

$$\text{HF}(T, Q, D, L) = \beta(T)\frac{Q^{2-m(T)}}{D^{5-m(T)}} \left[\nu(T)\right]^{m(T)} L,$$  

where $T$ is the temperature of oil, $Q$ is the volume flow of oil, $D$ is the inner diameter of pipe, $L$ is the length of pipe, $\nu(\cdot)$ represents the kinematic viscosity of oil, and $\beta(\cdot)$ and $m(\cdot)$ are piecewise constant functions. There are some techniques and softwares for handling general nonconvex MINLP, such
as piecewise linear approximation, spatial branch-and-bound (Horst and Tuy 2013) and Couenne (https://www.coin-or.org/Couenne/). One can refer to the surveys by Burer and Letchford (2012) and Belotti et al. (2013) for more details. In general, it is hard to achieve the global optimum since the region is nonconvex even if all integer variables are relaxed to continuous ones.

The contribution of this work lies in four folds. Firstly, we establish an MINLP model for HOP problems. Secondly, after analyzing a nonconvex relaxation and a convex relaxation of the original MINLP model, we prove the equivalence of the two relaxations under some conditions and meanwhile, a preprocessing procedure is proposed to guarantee these conditions. This enables us to design a branch-and-bound algorithm to obtain the global optimum in a finite number of iterations. Thirdly, to improve the efficiency, an outer approximation method is implemented for solving the subproblems as well as some warm start strategy is utilized. Finally, numerical experiments with a real heated oil pipeline problem are conducted, which show that our algorithm achieves a better scheme and can save 6.83% running cost compared with the practical scheme.

The rest of this paper is organized as follows. In section 2, we formulate the HOP problem by an MINLP model after giving some notations. Section 3 addresses the nonconvex and convex relaxations of the MINLP model and establishes their equivalence under some conditions. Section 4 provides a preprocessing procedure which guarantees these conditions. Furthermore, combining an outer approximation method and a warm start strategy for solving subproblems, we provide the branch-and-bound algorithm for solving the HOP problem in this section. Numerical experiments are presented in section 5 and some concluding remarks are given in section 6.

2. The MINLP Model with A Complexity Analysis

In this section, we first give a brief description of the HOP problem and some basic assumptions and notations. Then we present an MINLP model for the HOP problem.

2.1. Problem Descriptions, Assumptions and Notations

During the transport of heated oil, heat dissipation and friction cause the drop of the oil temperature. Meanwhile, hydraulic friction and elevation difference result in the drop of the oil pressure. To
meet the requirements including safe inlet and outlet temperature and pressure of each station and safe pressure at each transition point, it is crucial to maintain proper temperature and pressure of the oil flow via pumps and furnaces in each station. Hence, main decisions to be made in HOP is whether each pump should be powered up, which defines discrete variables, and what temperature should the oil be heated to, which defines continuous variables. The target of the HOP problem is to figure out the most economical scheme among all the feasible decisions. To focus on the main character of HOP problems and illustrate our idea conveniently, necessary assumptions are made for the rest of this paper.

**Assumption 1.** Suppose the oil flow is in steady state and the influence of friction heat to the temperature of oil is a constant value. Moreover, the following assumptions are made on pumps and furnaces in the pipeline.

(i) The powered up CSPs (if exist) in the same station have the same head value and efficiency;

(ii) The SSPs (if exist) in the same station have the same lower, upper head bounds and efficiency;

(iii) The heating furnaces in the same station have the same efficiency;

(iv) All furnaces consume natural gas;

(v) The thermal load of furnaces is unlimited;

(vi) The inlet head and temperature in the first station are given;

(vii) There is no pump or furnace in the last station.

If not specified, Assumption 1 is used in our analysis throughout this paper. It is common that the steady state of oil flow is assumed (see Wu and Yan (1989), Li et al. (2011) and Liu et al. (2015)), in which the volume flow of oil is invariant. For convenience, we specify some settings on pumps and furnaces in the above assumption. Some of them are based on practical situations, such as the assumptions (i), (ii), (iii), (iv), (vi) and (vii). The assumption (vi) shows that the heating furnaces will not consume the oil transported in the pipeline. For the assumption (v), in most cases, the thermal load of furnaces can be limited by the upper bound of outlet temperature in each station. The discussion on friction heat in Assumption 1 will take place in the last section of this
paper. The head and efficiency assumptions on pumps and furnaces enable us easily to evaluate the operation cost in HOP problems and simplify the solution procedure partly, which is not the point. For convenience, we describe the constants and variables used for the model description in Tables 1 and 2, respectively.

### Table 1 Constants Used for Modelling.

<table>
<thead>
<tr>
<th>Term</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N^S )</td>
<td>number of station(s)</td>
<td></td>
</tr>
<tr>
<td>( N^{CP} )</td>
<td>number of CSP(s) in station ( j )</td>
<td></td>
</tr>
<tr>
<td>( N^{SP} )</td>
<td>number of SSP(s) in station ( j )</td>
<td></td>
</tr>
<tr>
<td>( N^P_j )</td>
<td>number of pipe segment(s) between stations ( j ) and ( j+1 )</td>
<td></td>
</tr>
<tr>
<td>( \rho )</td>
<td>density of oil ([\text{kg/m}^3])</td>
<td></td>
</tr>
<tr>
<td>( \pi )</td>
<td>circumference ratio</td>
<td></td>
</tr>
<tr>
<td>( c )</td>
<td>specific heat of oil ([\text{J/(kg \cdot ^\circ C)}])</td>
<td></td>
</tr>
<tr>
<td>( g )</td>
<td>acceleration of gravity ([\text{m/s}^2])</td>
<td></td>
</tr>
<tr>
<td>( C_p )</td>
<td>unit-price of electricity consumed by pump(s) ([\text{yuan/(W \cdot s)}])</td>
<td></td>
</tr>
<tr>
<td>( C_f )</td>
<td>unit-price of fuel (gas) consumed by heating furnace(s) ([\text{yuan/m}^3])</td>
<td></td>
</tr>
<tr>
<td>( V_c )</td>
<td>heat value of fuel (gas) consumed by heating furnace(s) ([\text{J/m}^3])</td>
<td></td>
</tr>
<tr>
<td>( \xi^{CP} )</td>
<td>efficiency of CSP(s) in station ( j )</td>
<td></td>
</tr>
<tr>
<td>( \xi^{SP} )</td>
<td>efficiency of SSP(s) in station ( j )</td>
<td></td>
</tr>
<tr>
<td>( \eta_j )</td>
<td>efficiency of heating furnace(s) in station ( j )</td>
<td></td>
</tr>
<tr>
<td>( K_{jr} )</td>
<td>heat transfer coefficient at the ( r )-th pipe segment between stations ( j ) and ( j+1 ) ([\text{W/(m}^2 \cdot ^\circ C)])</td>
<td></td>
</tr>
<tr>
<td>( Q_{jr} )</td>
<td>volume flow at the ( r )-th pipe part between stations ( j ) and ( j+1 ) ([\text{m}^3/\text{h}}])</td>
<td></td>
</tr>
<tr>
<td>( L_{jr} )</td>
<td>pipe length of the ( r )-th pipe segment between stations ( j ) and ( j+1 ) ([\text{m}}])</td>
<td></td>
</tr>
<tr>
<td>( D_{jr} )</td>
<td>inner diameter of the ( r )-th pipe segment between stations ( j ) and ( j+1 ) ([\text{m}}])</td>
<td></td>
</tr>
<tr>
<td>( d_{jr} )</td>
<td>outer diameter of the ( r )-th pipe segment between stations ( j ) and ( j+1 ) ([\text{m}}])</td>
<td></td>
</tr>
<tr>
<td>( \Delta Z_{jr} )</td>
<td>elevation difference of the ( r )-th pipe segment between stations ( j ) and ( j+1 ) ([\text{m}}])</td>
<td></td>
</tr>
<tr>
<td>( H^{CP}_j )</td>
<td>minimal (maximal) head of CSP(s) in station ( j ) ([\text{m}}])</td>
<td></td>
</tr>
<tr>
<td>( \overline{H}^{SP}_j (\underline{H}^{SP}_j) )</td>
<td>minimal (maximal) head of SSP(s) in station ( j ) ([\text{m}}])</td>
<td></td>
</tr>
<tr>
<td>( T_{9,r} )</td>
<td>ground temperature at the ( r )-th pipe segment between stations ( j ) and ( j+1 ) ([\text{^\circ C}}])</td>
<td></td>
</tr>
<tr>
<td>( T_{p,r} )</td>
<td>temperature changes caused by friction heat at the ( r )-th pipe segment between stations ( j ) and ( j+1 ) ([\text{^\circ C}}])</td>
<td></td>
</tr>
<tr>
<td>( \underline{x}_j (\overline{x}_j) )</td>
<td>minimal (maximal) number of the powered up CSP(s) in station ( j )</td>
<td></td>
</tr>
<tr>
<td>( \underline{y}_j (\overline{y}_j) )</td>
<td>minimal (maximal) number of the powered up SSP(s) in station ( j )</td>
<td></td>
</tr>
<tr>
<td>( H^S_{in} (H^S_{out}) )</td>
<td>lower bound of the inlet (outlet) head in station ( j ) ([\text{m}}])</td>
<td></td>
</tr>
<tr>
<td>( \overline{H}^S_{in} (\overline{H}^S_{out}) )</td>
<td>upper bound of the inlet (outlet) head in station ( j ) ([\text{m}}])</td>
<td></td>
</tr>
<tr>
<td>( T_{9,in} (T_{9,out}) )</td>
<td>lower bound of the inlet (outlet) temperature in station ( j ) ([\text{^\circ C}}])</td>
<td></td>
</tr>
<tr>
<td>( \overline{T}^S_{in} (\overline{T}^S_{out}) )</td>
<td>upper bound of the inlet (outlet) temperature in station ( j ) ([\text{^\circ C}}])</td>
<td></td>
</tr>
<tr>
<td>( H^P_{out} (\overline{H}^P_{out}) )</td>
<td>lower (upper) bound of the head at the end of the ( r )-th pipe segment between stations ( j ) and ( j+1 ) ([\text{m}}])</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 2 shows these notations in detail with a pipeline. Note that based on practice, all constants and parameters related to price, efficiency, volume flow, pipe length, pipe diameter, oil head, oil temperature and friction are nonnegative.
Table 2  Variables Used for Modelling.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_j$</td>
<td>number of powered up CSP(s) in station $j$</td>
</tr>
<tr>
<td>$y_j$</td>
<td>number of powered up SSP(s) in station $j$</td>
</tr>
<tr>
<td>$\Delta H^{SP}_j$</td>
<td>head of shifted speed pump in station $j$ [m]</td>
</tr>
<tr>
<td>$\Delta T_j$</td>
<td>temperature rise in station $j$ [°C]</td>
</tr>
<tr>
<td>$H_{in}^S_j$</td>
<td>inlet (outlet) head in station $j$ [m]</td>
</tr>
<tr>
<td>$T_{in}^S_j$</td>
<td>inlet (outlet) temperature in station $j$ [°C]</td>
</tr>
<tr>
<td>$H_{out}^{SP}_j$</td>
<td>head at the end of the $r$-th pipe segment between stations $j$ and $j+1$ [m]</td>
</tr>
<tr>
<td>$T_{out}^{SP}_j$</td>
<td>temperature at the end of the $r$-th pipe segment between stations $j$ and $j+1$ [°C]</td>
</tr>
<tr>
<td>$T_{ave}^{SP}_j$</td>
<td>average temperature at the $r$-th pipe segment between stations $j$ and $j+1$ [°C]</td>
</tr>
<tr>
<td>$F_{jr}$</td>
<td>hydraulic friction at the $r$-th pipe part between stations $j$ and $j+1$ [m]</td>
</tr>
</tbody>
</table>

2.2. The MINLP Model with A Complexity Analysis

Suppose there are $N^S$ stations in the pipeline in our model. In the HOP problem, tracking the head loss and the temperature drop is important and complicated. For the purpose of calculating the variation of head and temperature in the pipeline accurately and limiting heads at transition points properly, the pipe between stations $j$ and $j+1$ is divided into $N^P_j$ segments, $j = 1, ..., N^S - 1$.

Then the heads at the two sides of each pipe segment have the following relation,

$$H_{out}^{P_j} = H_{out}^{P_j,r-1} - F_{jr} - \Delta Z_{jr}, \quad j = 1, ..., N^S - 1, \quad r = 1, ..., N^P_j,$$  (2)

where $H_{out}^{P_j,r-1}$ and $H_{out}^{P_j}$ represent the heads at the start and the end of the $r$-th pipe segment, respectively. We can see that the head loss in the pipeline consists of two components: the friction
\( F_{jr} \) and the elevation difference \( \Delta Z_{jr} \). Rather than formulating \( F_{jr} \) in a specific way shown in the formula (1), a general nonlinear function \( f \) is used in this model as follows

\[
F_{jr} = f\left(T_{ave}^{P_{jr}}, Q_{jr}, D_{jr}\right) L_{jr}, \quad j = 1, \ldots, N^{S} - 1, \quad r = 1, \ldots, N_j^P. \tag{3}
\]

Here \( T_{ave}^{P_{jr}} \) is the average temperature in the \( r \)-th pipe segment. To figure out \( T_{ave}^{P_{jr}} \), we first evaluate \( T_{out}^{P_{jr}} \), the temperature at the end of the pipe segment, via the axial temperature drop formula as follows

\[
T_{out}^{P_{jr}} = T_g^{P_{jr}} + T_f^{P_{jr}} + \left[T_{out}^{P_{jr} - 1} - \left(T_g^{P_{jr}} + T_f^{P_{jr}}\right)\right] e^{-\alpha_{jr} L_{jr}}, \quad j = 1, \ldots, N^{S} - 1, \quad r = 1, \ldots, N_j^P, \tag{4}
\]

where \( T_g^{P_{jr}} \) is the ground temperature, \( T_f^{P_{jr}} \) is the temperature change caused by friction heat, \( \alpha_{jr} \) is a parameter defined as

\[
\alpha_{jr} = \frac{K_{jr} \pi d_{jr}}{\rho Q_{jr} c}, \quad j = 1, \ldots, N^{S} - 1, \quad r = 1, \ldots, N_j^P.
\]

In the definition of \( \alpha_{jr} \), \( K_{jr} \) refers to the heat transfer coefficient, \( \rho \) is the density of oil, \( c \) denotes the specific heat of oil. The average temperature in the pipe \( T_{ave}^{P_{jr}} \) is usually obtained based on production experience. That is,

\[
T_{ave}^{P_{jr}} = \frac{1}{3} T_{out}^{P_{jr} - 1} + \frac{2}{3} T_{out}^{P_{jr}}, \quad j = 1, \ldots, N^{S} - 1, \quad r = 1, \ldots, N_j^P. \tag{5}
\]

To keep the head and pressure on an appropriate level, supplements of pressure and heat are essential. A CSP can only provide a fixed amount of head, while a continually variable pressure can be produced by an SSP. For the pumps in the \( j \)-th station \((j = 1, \ldots, N^{S} - 1)\), integer variables \( x_j \) and \( y_j \) are introduced to represent the number of powered up CSPs and SSPs, respectively. A continuous variable \( \Delta H_{SP}^{S_j} \) is used to represent the total head produced by SSPs. The upper bound of the outlet head of each station is decided by the inlet head and the total head change in the station. That is,

\[
H_{in}^{S_j} + x_j H_{CP}^{S_j} + \Delta H_{SP}^{S_j} \geq H_{out}^{S_j}, \quad j = 1, \ldots, N^{S} - 1. \tag{6}
\]
Note that there is a pressure regulator in each station. In case of dangerous outlet pressure, the regulator will be switched on to lower the head of the oil before it flows out the station. Therefore, the constraints in (6) are all inequalities. As a matter of fact, these inequalities reflect the special structure of HOP problems. The head of a single SSP is not only upper but also lower bounded in practice. This limitation can be formulated as

$$y_j \frac{H_j^{SP}}{H_j^{SP}} \leq \Delta H_j^{SP} \leq y_j \frac{H_j^{SP}}{H_j^{SP}}, \quad j = 1, \ldots, N^S - 1.$$  \hfill (7)

For heating furnaces, we denote a continuous variable $\Delta T_j$ as the temperature rise in the $j$-th station $(j = 1, \ldots, N^S - 1)$. Then the outlet temperature can be obtained by

$$T_{in}^{S_j} + \Delta T_j = T_{out}^{S_j}, \quad j = 1, \ldots, N^S - 1.$$  \hfill (8)

To establish the connection between stations and pipes, $T_{out}^{P_j^0}$ and $H_{out}^{P_j^0}$ are defined as the outlet temperature and head of the $j$-th station, respectively. Meanwhile, when $r = N^P_j$, let $T_{out}^{P_j^r}$ and $H_{out}^{P_j^r}$ be the inlet temperature and head in station $j + 1$, respectively. Then we have

$$T_{out}^{P_j^0} = T_{out}^{S_j}, \quad T_{out}^{P_j^N^P_j} = T_{in}^{S_{j+1}}, \quad j = 1, \ldots, N^S - 1,$$

$$H_{out}^{P_j^0} = H_{out}^{S_j}, \quad H_{out}^{P_j^N^P_j} = H_{in}^{S_{j+1}}, \quad j = 1, \ldots, N^S - 1.$$  \hfill (9)

Moreover, there are also some bound constraints in this model. In each station, the number of powered up CSPs and SSPs are bounded (see (11), (12)). Only nonnegative temperature rise is allowed (see (13)). The inlet and outlet heads and temperatures are also upper and lower bounded by constraints (see (14)-(17)). Furthermore, the head restriction is implemented in each pipe segment (see (18)). These bound constraints cover the transition point requirement. We summarize all the bound constraints as follows:

$$x_j \in \{x_j, x_j + 1, \ldots, \bar{x}_j\}, \quad j = 1, \ldots, N^S - 1,$$  \hfill (11)

$$y_j \in \{y_j, y_j + 1, \ldots, \bar{y}_j\}, \quad j = 1, \ldots, N^S - 1,$$  \hfill (12)

$$\Delta T_j \geq 0, \quad j = 1, \ldots, N^S - 1.$$  \hfill (13)
\[
\begin{align*}
H_{in}^{S_j} & \leq H_{in}^{S_j} \leq T_{in}^{S_j}, & j = 1, \ldots, N^S, \quad (14) \\
H_{out}^{S_j} & \leq H_{out}^{S_j} \leq T_{out}^{S_j}, & j = 1, \ldots, N^S - 1, \quad (15) \\
T_{in}^{S_j} & \leq T_{in}^{S_j} \leq T_{in}^{S_j}, & j = 1, \ldots, N^S, \quad (16) \\
T_{out}^{S_j} & \leq T_{out}^{S_j} \leq T_{out}^{S_j}, & j = 1, \ldots, N^S - 1, \quad (17) \\
H_{out}^{P_{jr}} & \leq H_{out}^{P_{jr}} \leq T_{out}^{P_{jr}}, & j = 1, \ldots, N^S - 1, \quad r = 1, \ldots, N^P - 1. \quad (18)
\end{align*}
\]

Note that based on (vi) in Assumption 1, it is true that

\[
H_{in}^{S_1} = H_{in}^{S_1}, \quad T_{in}^{S_1} = T_{in}^{S_1}.
\]

Finally, the goal of the HOP problem is to minimize the total cost of pumps and heating furnaces, namely, electricity cost per hour coming from powered up pumps and fuel or gas cost per hour coming from switched on furnaces. More exactly, the total cost function is

\[
C(x, \Delta H^{SP}, \Delta T) = \sum_{j=1}^{N^S-1} \left[ C_p \rho Q_{j0} g \left( \frac{x_j H_{\xi CP}^{j}}{\xi_{CP}^j} + \frac{\Delta H_{\xi SP}^{j}}{\xi_{SP}^j} \right) + C_f \rho Q_{j0} \frac{\Delta T_j}{\eta_j V_c} \right],
\]

where \( C_p \) and \( C_f \) are the unit prices of electricity and fuel, respectively, \( \xi_{CP} \) and \( \xi_{SP} \) are the efficiencies of CSPs and SSPs, respectively, \( \eta \) is the efficiency of furnaces, \( V_c \) is the heating value of the fuel.

Define \( z := (x, y) \) to be the vector representing the numbers of powered up CSPs and SSPs. Meanwhile, let \( \Psi \) denote the scheme accumulating all necessary quantities in HOP problems

\[
\Psi := (z, \Delta H^{SP}, \Delta T, H_{in}^{S}, H_{out}^{S}, T_{in}, T_{out}, H_{out}^{P}, T_{out}^{P}, T_{ave}, F).
\]

Then in a simple way, we can formulate the HOP problem into the following MINLP model

\[
\begin{align*}
\min_{\Psi} \quad & C(x, \Delta H^{SP}, \Delta T) \\
\text{s.t.} \quad & (2) - (18),
\end{align*}
\]

where \( z := (x, y) \) and \( \bar{z} := (\bar{x}, \bar{y}) \). In the original HOP problem, we have that

\[
\bar{z} = (0, 0), \quad \bar{z} = (N^{CP}, N^{SP}).
\]

If the bounds of \( x \) and \( y \) are not specified, we just denote the above model by (HOP).
Remark 1. Each choice of \( s := (z, \Delta H^{SP}, \Delta T, H_{out}^S) \) defines a unique scheme \( \Psi \) of (HOP) satisfying all equality constraints. Specifically, \( s \) defines a unique feasible scheme \( \Psi \) of (HOP) if the scheme \( \Psi \) satisfies all inequality constraints.

Based on Remark 1, \( s \) is regarded as a feasible solution of (HOP) if \( s \) defines a feasible scheme \( \Psi \) of (HOP). In general, MINLP problems are \( \mathcal{NP} \)-hard. The following proposition verifies the \( \mathcal{NP} \)-hardness of the problem (HOP) via the cutting stock problem (all proofs can be seen in the Appendix).

**Proposition 1.** The problem (HOP) is \( \mathcal{NP} \)-hard.

Although the objective function and the remaining constraints are linear, the constraints (3) are usually nonconvex and hence (HOP) is a nonconvex MINLP model. For a general nonconvex MINLP problem, it is difficult to find even the local optimum of its continuous relaxation problem. On the other hand, it is highly expected in practice if we could obtain the global optimum of (HOP). In the next sections, we shall show that it is possible to seek the global optimum of (HOP) via a branch-and-bound method after some careful analysis.

3. Nonconvex and Convex Relaxations and Their Equivalence

To treat the difficulties introduced by integer variables and nonconvex constraints, we propose both a nonconvex nonlinear relaxation and a convex nonlinear relaxation of the problem (HOP). The properties of the two relaxations will be discussed. Specifically, we prove that the two relaxations are equivalent under some conditions.

3.1. A Nonconvex Nonlinear Relaxation of (HOP)

In general, the continuous problem is more trackable than the discrete problem. By relaxing integer variables \( x \) and \( y \) in (HOP) to continuous ones, namely,

\[
x_j \in [\underline{x}_j, \bar{x}_j], \quad j = 1, \ldots, N^S - 1,
\]

\[
y_j \in [\underline{y}_j, \bar{y}_j], \quad j = 1, \ldots, N^S - 1,
\]
we get the following nonconvex relaxation of (HOP),

$$\min_{\Psi} C(x, \Delta H_{SP}, \Delta T)$$

s.t. $(2) - (10), (13) - (20)$.

This is a continuous nonlinear programming (NLP) problem.

**Remark 2.** Each choice of $s := (z, \Delta H_{SP}, \Delta T, H_{out}^S)$ defines a unique scheme $\Psi$ of $(HOPnr1)$ satisfying all equality constraints. Specifically, $s$ defines a unique feasible scheme $\Psi$ of $(HOPnr1)$ if $\Psi$ satisfies all inequality constraints.

Similar to $(HOP)$, we regard $s$ as the solution vector and denote $(HOPnr1)$ as the above model in short. Comparing with the original problem $(HOP)$, $(HOPnr1)$ has no integer variables any more and hence various methods for solving NLP can be applied (Bertsekas 1997). For example, some kind of interior point method (IPM) can be implemented in solving $(HOPnr1)$ directly if it is a smooth problem. However, it is difficult to achieve the global optimum of $(HOPnr1)$ due to the nonconvexity of the constraints (3), which is a bad news for obtaining lower bounds of $(HOP)$.

Fortunately, although we can not get the lower bound of $(HOP)$ by solving $(HOPnr1)$, each feasible solution of the relaxation will produce a feasible solution of the original problem $(HOP)$, as shown in the following proposition.

**Proposition 2.** $(HOP(\bar{z}, \bar{z}))$ is feasible if and only if $(HOPnr1(\bar{z}, \bar{z}))$ is feasible. Particularly, assuming that $\bar{s} := (\bar{z}, \Delta \bar{H}_{SP}, \Delta \bar{T}, \bar{H}_{out}^S)$ is feasible to $(HOPnr1(\bar{z}, \bar{z}))$, there exists a vector $\hat{s} := (\hat{z}, \Delta \hat{H}_{SP}, \Delta \hat{T}, \hat{H}_{out}^S)$, where

$$\hat{x} = \lceil \bar{x} \rceil, \quad \hat{y} = \lceil \bar{y} \rceil, \quad \Delta \hat{T} = \Delta \bar{T}, \quad \hat{H}_{out}^S = \bar{H}_{out}^S,$$

$$\Delta \hat{H}_{j}^{SP} = \begin{cases} \Delta \bar{H}_{j}^{SP}, & \text{if } \hat{y}_j H_{j}^{SP} \leq \Delta \bar{H}_{j}^{SP} \leq \hat{y}_j \bar{H}_{j}^{SP}; \\ \hat{y}_j H_{j}^{SP}, & \text{otherwise}, \end{cases} \quad j = 1, \ldots, N^S - 1,$$

such that $\hat{s}$ is feasible to $(HOP(\bar{z}, \bar{z}))$.

Proposition 2 tells us, as long as we have a feasible solution of $(HOPnr1)$, we can obtain an upper bound for $(HOP)$ with little computational efforts. Therefore, the nodes in the branch-and-bound
tree can be pruned with upper bounds obtained at the early stage. Such property is likely to reduce the amount of calculations.

Nevertheless, we have to face the fact that the global optimum of (HOPnr1) is hardly achievable due to nonconvexity. In the next subsection, we derive another relaxation by relaxing the nonlinear nonconvex constraints.

### 3.2. A Convex Nonlinear Relaxation of (HOP)

To proceed, we make the following assumption on the function $f$ in (HOP).

**Assumption 2.** Given $Q_{jr} > 0$ and $D_{jr} > 0$, the function $f$ is convex and monotonically decreasing about $T_{ave}^{P_{jr}} > 0$.

Usually, the kinematic viscosity $\nu$ is convex and monotonically decreasing about the oil temperature. In addition, the oil flow is usually hydraulic smooth in practice. Recalling the friction formula (1), it means that in the hydraulic smooth case, the parameters $\beta$ and $m$ are in certain constant pieces ($\beta \equiv 0.0246$, $m \equiv 0.25$) and therefore the friction $F$ has the same convexity and monotonicity with viscosity $\nu$. Thus Assumption 2 on the oil friction sounds reasonable from practical experiences.

Even if the function $f$ is convex, the constraints (3) are still nonconvex since they are equality constraints. By relaxing these equalities to inequalities,

$$F_{jr} \geq f \left( T_{ave}^{P_{jr}}, Q_{jr}, D_{jr} \right) L_{jr}, \quad j = 1, ..., N^S - 1, \quad r = 1, ..., N^P_j,$$

we obtain the following convex relaxation of (HOP).

$$(\text{HOPnr2}(\underline{z}, \overline{z})) \quad \min_{\Psi} \quad C(x, \Delta H^S, \Delta T)$$

s.t. \quad (2), (4) - (10), (13) - (21).

The above problem is simply called as (HOPnr2) as before if the bounds of $z$ are not specified. Since the nonlinear equality constraints become inequality constraints after the convex relaxation, the following remark is slightly different from the ones for (HOP) and (HOPnr1).
Remark 3. Each choice of \( s := (z, \Delta H_{SP}, \Delta T, \hat{H}_{out}^{S}, F) \) defines a unique scheme \( \Psi \) of (HOPnr2) satisfying all equality constraints. Specifically, \( s \) defines a unique feasible scheme \( \Psi \) of (HOPnr2) if \( \Psi \) satisfies all inequality constraints.

Since (HOPnr2) is a convex NLP problem, its any local minimizer is also globally optimal. Thus the corresponding objective function value can be used as a lower bound of (HOP). This indicates that (HOPnr2) is suitable for the relaxations of subproblems in the branch-and-bound tree.

However, since (HOPnr2) relaxes constraints (3), it is unfortunate that not only a property similar to Proposition 2 does not hold for the new relaxation, but also a feasible \( s \) of (HOPnr2) satisfying the constraints (11) and (12) may not be feasible to (HOP). That is, upper bounds of (HOP) are usually unachievable via the solution of (HOPnr2). Surprisingly, the convex relaxation (HOPnr2) is equivalent to the nonconvex one (HOPnr1) under some conditions, as shown in the next subsection.

3.3. The Equivalence of Two Relaxations

To establish the equivalence between the nonconvex relaxation (HOPnr1) and the convex relaxation (HOPnr2), we first give the following lemmas. They illustrate the order preservation of the temperature and the conditions, which lay foundation for the equivalence theorem.

Lemma 1. Suppose \( \hat{s} \) and \( \hat{s} \) are feasible to (HOPnr2). For any \( j = 1, \ldots, N^S - 1 \), if \( T_{out}^{\hat{s}_j} \geq T_{out}^{s_j} \), we have that

\[
T_{ave}^{P_{jr}} \geq \hat{T}_{ave}^{P_{jr}}, \quad r = 0, \ldots, N^P.
\]

Lemma 2. Suppose Assumption 2 holds. For each \( j = 1, \ldots, N^S - 1 \), if there exists a feasible solution \( \hat{s} = (\hat{z}, \Delta \hat{H}_{SP}, \Delta \hat{T}, \hat{H}_{out}^{S}) \) of (HOPnr1) such that the \( \hat{T}_{out}^{S_j} \) defined by \( \hat{s} \) satisfies

\[
\hat{T}_{out}^{S_j} = T_{out}^{S_j},
\]

then (HOPnr2) is feasible. Moreover, for each feasible solution \( \hat{s} = (\hat{z}, \Delta \hat{H}_{SP}, \Delta \hat{T}, \hat{H}_{out}^{S}) \) of (HOPnr2), there exists a feasible solution \( \hat{s} = (\hat{z}, \Delta \hat{H}_{SP}, \Delta \hat{T}, \hat{H}_{out}^{S}) \) of (HOPnr1) such that

\[
C(\hat{x}, \Delta \hat{H}_{SP}, \Delta \hat{T}) \geq C(x, \Delta \hat{H}_{SP}, \Delta \hat{T}).
\]
Theorem 1. Under the conditions of Lemma 2, (HOPnr1) and (HOPnr2) have the same optimal objective value.

Noting that since (HOPnr1) is a relaxation of (HOP), if (HOPnr1) does not satisfy the conditions in Lemma 2, neither does the original problem (HOP). It means that the upper bounds of $T_{out}^{S_j}$, $j = 1, ..., N^S - 1$ are loose. In this case, the upper bounds can be tightened without reducing the feasible region of (HOP). Once the conditions in Lemma 2 are satisfied, due to Theorem 1, we achieve the global optimal solution of (HOPnr1) by solving (HOPnr2) locally. Such a solution leads to an upper bound of (HOP) according to Proposition 2. Meanwhile, since (HOPnr2) is a relaxation of (HOP), a lower bound of (HOP) can be obtained by the global optimal solution of (HOPnr2). Therefore solving (HOPnr2) of each subproblem in the branch-and-bound tree enables us to get lower and upper bounds simultaneously.

In fact, the conditions in Lemma 2 can be achieved by a preprocessing procedure on (HOPnr1). For each $j = 1, ..., N^S - 1$, if a feasible solution $\tilde{s}$ of (HOPnr1) is obtained such that

$$\{s \mid T_{out}^{S_j} > \tilde{T}_{out}^{S_j}, s \text{ is feasible to (HOPnr1)} \} = \emptyset,$$

then the upper bound of variable $T_{out}^{S_j}$ can be tightened to $\tilde{T}_{out}^{S_j}$, that is

$$\tilde{T}_{out}^{S_j} := \min\{T_{out}^{S_j}, \tilde{T}_{out}^{S_j}\}.$$

The following example of two stations illustrates the basic idea to find such $\tilde{s}$.

Example 1. Suppose there are two stations $A$ and $B$. The heads of the oil between $A$ and $B$ must be restricted in $[H_{lb}, H_{ub}]$. The outlet temperature at station $A$, denoted as $T_A$, is required to be not higher than 60. However, the inlet temperature at station $B$ is not limited. Our target is to figure out a scheme $(H_A, T_A)$, where $H_A$ is the outlet head at station $A$, so as to satisfy the restriction on heads and maximize $T_A$. To achieve the goal, we can adopt the following procedure.

(a) Initialize $(H_A, T_A) := (H_{lb}, 60)$, calculate the heads at each point between stations $A$ and $B$;

(b) Find out the maximal violation point to $H_{lb}$, increase $H_A$ until the head at this point satisfies the lower bound constraint;
(c) Find out the maximal violation point to $H_{ub}$, decrease $T_A$ to some appropriate value, reset $H_A := H_{lb}$ and update heads in the whole pipeline;

(d) Repeat steps (b) and (c) until there exists no violation point, return $(H_A, T_A)$.

**Figure 3**  The Heads of Oil Flow Between the Stations $A$ and $B$

Fig. 3 shows the above procedure. As we can see, the final head curve we obtain is such that there are two points reaching the lower bound and upper bound of head, respectively. In fact, any schemes with $T_A > 40$ are infeasible. Either of these two points will violate the bound constraints of heads since the difference of them will be larger than $H_{ub} - H_{lb}$ in that case.

The above example only treats two stations. A detailed preprocessing procedure will be presented in the next section to deal with the case of three or more stations and the infeasibility detected during the tightening.
4. The Branch-and-Bound Algorithm and Solution Techniques

The analysis in the former sections enables us to design a branch-and-bound algorithm for solving the problem (HOP) (see subsection 4.1). A detailed preprocessing procedure is described in subsection 4.2. An outer approximation algorithm is proposed in subsection 4.3 for solving (HOPnr2). A warm start strategy is provided in subsection 4.4.

4.1. The Branch-and-Bound Algorithm

In our algorithm, the branch-and-bound tree is generated by branching on integer variables \(x_j\) and \(y_j\), \(j = 1, ..., N^S - 1\). For each subproblem in the tree, we solve the corresponding (HOPnr2) to obtain a lower bound of the subproblem. Besides, the solution of (HOPnr2) also leads to a feasible solution of (HOPnr1) through Lemma 2, which can further be lifted to a feasible solution of the original problem (HOP) according to Proposition 2. If the values of \(x\) and \(y\) are vectors consisting of integers, we have found the global optimal solution of the subproblem so that it can be pruned. Otherwise, we need to branch on one of the fractional variables \(x_j\) or \(y_j\) to divide the feasible region. After adding two new subproblems, we continue with an unprocessed node in the branch-and-bound tree. The detailed algorithm is introduced by Algorithm 1.

The following theorems show the finite termination and global property of Algorithm 1.

\textbf{Theorem 2.} For any inputs of the problem (HOP), Algorithm 1 terminates finitely.

\textbf{Theorem 3.} Suppose the problem (HOP) is feasible. Then Algorithm 1 returns the global optimal solution of the problem (HOP) when it terminates.

4.2. A Preprocessing Algorithm

To complete the step in line 4 of Algorithm 1, we need to design a preprocessing procedure for strengthening the bound constraint (17) and checking the feasibility of (HOPnr1(\(z, \bar{z}\))). In this subsection, we present this preprocessing procedure. Note that based on the constraints (8) and (13), the feasible upper bound of the outlet temperature in each station will not be affected by
Algorithm 1: The Branch-and-Bound Algorithm for Solving (HOP)

1: Initialize \( \bar{z} := 0, z := (N^{CP}, N^{SP}), LB := -\infty, GLB := -\infty, GUB := +\infty, Q := \{(\bar{z}, z, LB)\}; \)
2: \textbf{while} \( Q \neq \emptyset \) and \( GLB < GUB \) \textbf{do}
3: \hspace{1em} Choose \( q \in Q, Q := Q \setminus q, \) update \( GLB, \bar{z}, z, LB \) by \( q \);
4: \hspace{1em} Preprocess (HOPnr1(\( z, z \))) to check its feasibility and meet the conditions in Lemma 2;
5: \hspace{1em} \textbf{if} \( LB < GUB \) and (HOPnr1(\( z, z \))) is feasible \textbf{then}
6: \hspace{2em} Solve (HOPnr2(\( z, z \))) and get the local minimizer \( \hat{s} := (\hat{z}, \Delta \hat{H}^{SP}, \Delta \hat{T}, \hat{H}^{S}_{in}, \hat{F}) \), update \( LB := C(\hat{x}, \Delta \hat{H}^{SP}, \Delta \hat{T}) \), get the (HOPnr1(\( z, z \))) feasible solution \( \hat{s} \) based on Lemma 2;
7: \hspace{2em} Obtain \( \tilde{s} := (\tilde{z}, \Delta \tilde{H}^{SP}, \Delta \tilde{T}, \tilde{H}^{S}_{in}) \) with \( \hat{s} \) based on Proposition 2;
8: \hspace{1em} \textbf{if} \( C(\tilde{x}, \Delta \tilde{H}^{SP}, \Delta \tilde{T}) < GUB \) \textbf{then}
9: \hspace{2em} \( GUB := C(\tilde{x}, \Delta \tilde{H}^{SP}, \Delta \tilde{T}) \), \( s^* := \tilde{s} \);
10: \hspace{1em} \textbf{end if}
11: \hspace{1em} \textbf{if} there exists \( j_0 \in \{1, ..., N^{S} - 1\} \) such that \( \hat{x}_{j_0} \notin \mathbb{Z}, (\hat{y}_{j_0} \notin \mathbb{Z}) \) \textbf{then}
12: \hspace{1.5em} Let \( L_z := \{z \in \mathbb{Z}^{2N^{S}-2} \mid x_j = z_j, y_j = \bar{y}_j, \text{ for all } j \neq j_0, x_{j_0} = [\hat{x}_{j_0}], y_{j_0} = [\hat{y}_{j_0}]\}, \)
13: \hspace{1.5em} \( R_z := \{z \in \mathbb{Z}^{2N^{S}-2} \mid x_j = \bar{z}_j, y_j = \bar{y}_j, \text{ for all } j \neq j_0, x_{j_0} = [\hat{x}_{j_0}], y_{j_0} = [\hat{y}_{j_0}]\}, \)
14: \hspace{1.5em} \text{ and update } Q := Q \cup \{(\bar{z}, L_z, LB), (R_z, z, LB)\}; \)
15: \hspace{1.5em} \textbf{end if}
16: \hspace{1em} \textbf{end if}
17: \hspace{1em} Update \( GLB \) by \( GLB := \min_{q \in Q} \{LB \mid LB \text{ is the lower bound of } q\} \)
18: \hspace{1em} \textbf{end while}
19: \hspace{1em} \textbf{if} \( GUB = +\infty \) \textbf{then}
20: \hspace{1.5em} \textbf{return} the (HOP) problem is infeasible;
21: \hspace{1.5em} \textbf{else}
22: \hspace{1.5em} \textbf{return} current incumbent solution \( s^* \) and \( GUB \);
23: \hspace{1.5em} \textbf{end if}

the inlet temperature which is decided by the former stations. A similar situation can be found in the feasible lower bound of the outlet head in each station. So the idea is to individually deal with each station from the one before the last one to the first one. For each of them, like the procedure shown in Example 1, we manage to obtain a running scheme of pumps and furnaces which can satisfy all the constraints about the station and the pipe right behind it. Such a scheme will reach the outlet head as low as possible and the outlet temperature as high as possible. Since we need to guarantee the uniqueness of the solution of the nonlinear equation, the following assumption is essential.

Assumption 3. Given \( Q_{jr} > 0 \) and \( D_{jr} > 0 \), the function \( f \) is convex and strictly monotonically decreasing about \( T^{P}_{ave} > 0 \).
To illustrate the algorithm conveniently, we denote
\[
H_{\text{out}}^{P_{j_0}} := H_{\text{out}}^{S_j}, \quad H_{\text{out}}^{P_{j_0}} := \bar{H}_{\text{out}}^{S_j}, \quad H_{\text{out}}^{P_{j_0}P_{j+1}} := H_{\text{in}}^{S_j+1}, \quad \bar{H}_{\text{out}}^{P_{j_0}P_{j+1}} := \bar{H}_{\text{in}}^{S_j+1}, \quad j = 1, \ldots, N^S - 1.
\]

The preprocessing procedure of (HOPnr1) is introduced in Algorithm 2 in detail.

**Algorithm 2** The Preprocessing Algorithm for (HOPnr1(\(\bar{z}, \bar{x}\)))

1: for \(j = N^S - 1, N^S - 2, \ldots, 1\) do
2: \hspace{1em} Execute domain propagation on (4), (9), (10), (17) with \(j\) fixed and (14), (16) with \(j + 1\) fixed;
3: \hspace{1em} Let \(T_{\text{out}}^{S_j} := T_{\text{out}}^{S_j}\), calculate \(T_{\text{out}}^{P_j}, T_{\text{ad}}^{P_j}, F_{jr}, r = 1, \ldots, N^P_P\) and \(T_{\text{in}}^{S_j+1}\) by (3),(4),(5) and (9);
4: \hspace{1em} Let \(H_{\text{out}}^{P_j} := H_{\text{out}}^{S_j}, H_{\text{out}}^{P_j} = 0, \ldots, N^P_P\) by (2) and (10);
5: \hspace{1em} Let \(r_0 := \arg \max_{r_0, \ldots, N^P_P} \{H_{\text{out}}^{P_j} - H_{\text{out}}^{P_{j_0}}\}\), \(\bar{H} := H_{\text{out}}^{P_{j_0}} - H_{\text{out}}^{P_{j_0}}, \) update \(H_{\text{out}}^{P_{j_0}} := H_{\text{out}}^{P_{j_0}} + \Delta H_{\text{out}}^{P_{j_0}}\);
6: if there exists \(r_1 \in \{0, \ldots, N^P_P\}\) such that \(H_{\text{out}}^{P_{j_0}} > H_{\text{out}}^{P_{j_0}}\) then
7: \hspace{1em} if \(r_1 < r_0\) then
8: \hspace{2em} return (HOPnr1(\(\bar{z}, \bar{x}\))) is infeasible;
9: \hspace{1em} end if
10: \hspace{1em} Solve the following nonlinear equation
\[
H_{\text{out}}^{P_{j_0}} = H_{\text{out}}^{P_{j_0}} - \sum_{t=1}^{r_1-r_0} \left( f(\phi_{j_0}^u u + \phi_{j_0}^t, Q_{j_0}, r_0 + t, D_{j_0, r_0 + t}) + \Delta Z_{j_0, r_0 + t} \right),
\]
where \(u \in \mathbb{R}\) is a variable, \(\phi_{j_0}^u\) and \(\phi_{j_0}^t\) are parameters.
11: if the nonlinear equation (22) is infeasible then
12: \hspace{1em} return (HOPnr1(\(\bar{z}, \bar{x}\))) is infeasible;
13: end if
14: \hspace{1em} Let \(T_{\text{out}}^{S_j} := \sum_{t=1}^{r_0} \left( T_{\text{out}}^{P_j} + T_{\text{out}}^{P_{j_0}} \right) \left[ 1 - \exp(\alpha_j L_{j_0}) \right] \prod_{k=1}^{t-1} \exp(\alpha_j L_{j_0}) + \prod_{t=1}^{r_0} \exp(\alpha_j L_{j_0}) u.
\]
Here \(u\) is the solution of (22), go to line 3;
15: end if
16: Strengthen \(H_{\text{out}}^{S_j}, T_{\text{out}}^{S_j}\) and \(H_{\text{in}}^{S_j}\) via
\[
H_{\text{out}}^{S_j} := H_{\text{out}}^{S_j}, H_{\text{in}}^{S_j} := \max \{H_{\text{out}}^{S_j}, \bar{H}_{\text{out}}^{S_j} - \bar{x}_j H_{\text{out}}^{S_j} - \bar{y}_j \bar{H}_{\text{out}}^{S_j}\}, \quad T_{\text{in}}^{S_j} := \min \{T_{\text{in}}^{S_j}, T_{\text{out}}^{S_j}\};
\]
17: if bound constraints (14)-(18) are unreasonable then
18: \hspace{1em} return (HOPnr1(\(\bar{z}, \bar{x}\))) is infeasible;
19: end if
20: end for
21: return (HOPnr1(\(\bar{z}, \bar{x}\))) is feasible;

Domain propagation in step 2 is the process that shrinks the bounds of variables \(H_{\text{out}}^{S_j}, H_{\text{in}}^{S_j+1},\)
\(T_{\text{out}}^{S_j}\) and \(T_{\text{in}}^{S_j+1}\) without affecting the feasible region. In the nonlinear equation (22), for all \(r = 1, \ldots, r_1 - r_0\), the parameters \(\phi_{j_0}^u\) and \(\phi_{j_0}^t\) are defined as
\[
\phi_{j_0}^u = \frac{1}{3} \left[ 1 + 2 \exp(-\alpha_j r_0 + t) \right] \exp \left( -\sum_{t=1}^{r_1-r_0} \alpha_j r_0 + t \right),
\]
\[
\psi_{jr}^{r_0} = \frac{1}{3} \left[ 1 + 2 \exp ( - \alpha_{jr_0+r} L_{jr_0+r} ) \right] \sum_{t=1}^{r_0-1} \left( T_g^p L_{jr_0+t} + T_f^p L_{jr_0+t} \right) \left[ 1 - \exp ( - \alpha_{jr_0+r} L_{jr_0+t} ) \right] + \\
\frac{2}{3} \left( T_g^p L_{jr_0+r} + T_f^p L_{jr_0+r} \right) \left[ 1 - \exp ( - \alpha_{jr_0+r} L_{jr_0+r} ) \right].
\]

“Unreasonable” in step 17 means that the lower bound of some variable is strictly larger than its upper bound. We give the following lemmas to illustrate the meaning of the nonlinear equation (22) and the infeasibility certificate in step 8.

**Lemma 3.** Suppose Assumption 2 holds and the nonlinear equation (22) has a feasible solution \( \hat{u} \). Then \( \hat{u} \) is an upper bound of variable \( T_{out}^P_{jr} \). Moreover, the variable \( T_{out}^S_j \) has an upper bound

\[
\sum_{t=1}^{r_0} \left( T_g^L t + T_f^L t \right) \left[ 1 - \exp ( - \alpha_{jt} L_{jt} ) \right] \prod_{k=1}^{r_0} \exp ( - \alpha_{jk} L_{jk} ) + \prod_{t=1}^{r_0} \exp ( - \alpha_{jt} L_{jt} ) \hat{u}.
\]

**Lemma 4.** Suppose Assumption 3 holds and (HOPnr1(\( z, \bar{z} \))) is feasible. For all \( 0 \leq r_0 < r_1 \leq N_P^j \), if there exists \( \hat{u} \) such that

\[
H_{out}^{P_{jr_1}^L} < H_{out}^{P_{jr_0}^L} - \sum_{t=1}^{r_1-1} \left[ f(\phi_{jt}^L \hat{u} + \psi_{jt}^L, Q_{jt}, D_{jt}^L, Z_{jt}) L_{jt} + \Delta Z_{jt} \right],
\]

then the nonlinear equation (22) has a unique solution. Furthermore, if \( \hat{u} \) is feasible to (22), then the following property holds

\[
T_{out}^{S_j} > \sum_{t=1}^{r_0} \left( T_g^L t + T_f^L t \right) \left[ 1 - \exp ( - \alpha_{jt} L_{jt} ) \right] \prod_{k=1}^{r_0} \exp ( - \alpha_{jk} L_{jk} ) + \prod_{t=1}^{r_0} \exp ( - \alpha_{jt} L_{jt} ) \hat{u}.
\]

**Lemma 5.** Suppose Assumption 2 holds. For all \( 0 \leq r_1 < r_0 \leq N_P^j \), if there exists some \( \hat{u} \) such that

\[
H_{out}^{P_{jr_0}^L} > H_{out}^{P_{jr_1}^L} - \sum_{t=1}^{r_0-1} \left[ f(\phi_{jt}^L \hat{u} + \psi_{jt}^L, Q_{jt}, D_{jt}^L, Z_{jt}) L_{jt} + \Delta Z_{jt} \right],
\]

\[
T_{out}^{S_j} = \sum_{t=1}^{r_1} \left( T_g^L t + T_f^L t \right) \left[ 1 - \exp ( - \alpha_{jt} L_{jt} ) \right] \prod_{k=1}^{r_0} \exp ( - \alpha_{jk} L_{jk} ) + \prod_{t=1}^{r_1} \exp ( - \alpha_{jt} L_{jt} ) \hat{u},
\]

then (HOPnr1(\( z, \bar{z} \))) is infeasible.

With all the above lemmas, we conclude that Algorithm 2 either gives the infeasibility of (HOPnr1) or tightens the bounds of variables to meet the conditions in Lemma 2.
Theorem 4. Algorithm 2 does not affect the feasible region of the problem \((\text{HOPnr1}(\zeta, \bar{z}))\). When Algorithm 2 terminates, either there exists a solution \(\tilde{s}\) such that
\[
\tilde{T}_{\text{out}}^{S_j} = T_{\text{out}}^{S_j}, \quad j = 1, \ldots, N^S - 1,
\]
or it returns that \((\text{HOPnr1}(\zeta, \bar{z}))\) is infeasible.

4.3. An Outer Approximation Algorithm

Noting that \((\text{HOPnr2}(\zeta, \bar{z}))\) is a convex programming problem, the outer approximation method (Kelley 1960) can be introduced to solve it in step 6 of Algorithm 1. This method solves \((\text{HOPnr2}(\zeta, \bar{z}))\) implicitly by approximating the nonlinear constraints with linear ones, which are defined as:
\[
F_{jr} = \left[ \zeta_{j,r,\omega} T_{\text{ave}}^{p_{jr}} + f(\omega, Q_{jr}, D_{jr}) - \zeta_{j,r,\omega} \right] L_{jr}, \quad \zeta_{j,r,\omega} \in \partial f(\omega, Q_{jr}, D_{jr}), \quad (j, r, \omega) \in \Omega,
\]
where \(\omega\) is a parameter and \(\partial f\) is the set of subgradients of the function \(f\). Since these linear constraints are all valid for (21), the approximation will not affect any feasible solutions. The linear approximation problem can be defined as the following linear programming (LP) problem
\[
(\text{HOPlr}(\zeta, \bar{z}, \Omega)) \quad \min_{\Psi} \ C(x, \Delta H^{SP}, \Delta T) \\
\text{s.t.} \quad (2), (4) - (10), (13) - (21), (23).
\]

Remark 4. Each choice of \(s := (\zeta, \Delta H^{SP}, \Delta T, H_{\text{out}}^{S})\) defines a unique scheme \(\Psi\) of \((\text{HOPlr})\) satisfying all equality constraints. Specifically, \(s\) defines a unique feasible scheme \(\Psi\) of \((\text{HOPlr})\) if \(\Psi\) satisfies all inequality constraints.

The basic idea of our outer approximation algorithm is as follows. At first, we solve \((\text{HOPlr}(\zeta, \bar{z}, \Omega))\) with some initial index set \(\Omega_0\) and obtain its optimal solution. If this solution satisfies the constraints (21), it is also feasible to \((\text{HOPnr2}(\zeta, \bar{z}))\). Otherwise, we add a linear outer approximation constraint to \((\text{HOPlr}(\zeta, \bar{z}, \Omega))\) at the maximal violation point so that the updated problem will not violate (21) with the same solution. Then we update the index set \(\Omega\) iteratively until the optimal solution of \((\text{HOPlr}(\zeta, \bar{z}, \Omega))\) slightly violates the constraints of \((\text{HOPnr2}(\zeta, \bar{z}))\) under
Algorithm 3: The Outer Approximation Algorithm for (HOPnr2(\(z, \bar{z}\)))

1: Initialize \(\Omega := \Omega_0\), violation tolerance \(\epsilon > 0\);
2: Solve (HOPlr(\(z, \bar{z}, \Omega\))) and get the optimal solution \(\hat{s}\), calculate \(\hat{F}\) by \(\hat{T}_{ave}^{P}\) and (3);
3: Find the maximal violation \(\text{vio}_{\text{max}}\) and the corresponding index \(j_0, r_0\) with
\[
(j_0, r_0) := \text{arg max}_{j=1,\ldots,NS-1,\ r=1,\ldots,NP} \left\{ \hat{F}_{jr} - \hat{F}_{jr} \right\},
\]
\[
\text{vio}_{\text{max}} := \hat{F}_{j_0r_0} - \hat{F}_{j_0r_0};
\]
4: if \(\text{vio}_{\text{max}} > \epsilon\) then
5: \hspace{1em} Update \(\Omega := \Omega \cup \{(j_0, r_0, \hat{T}_{ave}^{P})\}\), go to line 2;
6: else
7: \hspace{1em} return \(\hat{s}\) is the approximate optimal solution of (HOPnr2(\(z, \bar{z}\)))
8: end if

some tolerance. Due that (HOPlr(\(z, \bar{z}, \Omega\))) is a relaxation of (HOPnr2(\(z, \bar{z}\))), such a solution is approximately optimal for the latter problem. More details are presented in Algorithm 3.

For Algorithm 3, the initial index set \(\Omega_0\) can be set to the empty set. Furthermore, when embedding Algorithm 3 into the branch-and-bound algorithm, Algorithm 1, we may develop some warm start strategy in choosing \(\Omega_0\). See the next subsection for more details.

4.4. A Warm Start Strategy

To further speed up Algorithm 1, we consider a warm start strategy for Algorithm 3. For each subproblem (HOP(\(z, \bar{z}\))), we call Algorithm 3 in step 6 of Algorithm 1 to solve the nonlinear relaxation (HOPnr2(\(z, \bar{z}\))). Note that the constraints (23) do not contain the branching variables \(x\) and \(y\). When Algorithm 3 stops, the constraints (23) defined by the final value of \(\Omega\) are actually valid not only for the (HOPnr2(\(z, \bar{z}\))), but also for the (HOPnr2) relaxed from any other subproblems. This indicates that the initial value \(\Omega_0\) can inherit the final value of \(\Omega\) in the last call of Algorithm 3. Such inheritances can be viewed as a warm start strategy of the outer approximation solving procedure of (HOPnr2(\(z, \bar{z}\))).

On one hand, more constraints in (HOPlr(\(z, \bar{z}, \Omega\))) lead to higher computational cost at each iteration. On the other hand, the warm start strategy provides sufficiently good initial sets \(\Omega_0\) for each call (except for the first call) of Algorithm 3, which may probably reduce the iteration of this algorithm. Our numerical results show that the performance of Algorithm 1 with the warm start strategy is much better.
5. Numerical Results

In this section, we illustrate the practical validity of Algorithm 1 through numerical tests with a real world HOP problem. All tests in this section were done on a MacBook Pro laptop with Core i7 CPU and 16 GB RAM. Codes were run on the MATLAB R2018a platform.

Our test object is the Q-T heated oil pipeline located in China. It is 548.54 kilometers long in total. There are nine stations in the whole pipeline. The elevation map is given in Fig. 4. The grey solid line shows the original elevation map of the Q-T pipeline. Stations are marked through red stars. For the convenience of computation, the blue line in Fig. 4 is implemented as the elevation data in our tests. Further, we divide the pipeline into 131 segments. Each of them is no longer than five kilometers. The split points of the pipeline are marked with blue circles.

For the oil transported in the Q-T pipeline, its density and specific heat are 859 kg/m³ and 2,400 J/(kg·°C), respectively. It has a relatively high freezing point, which is 32°C, and high viscosity. Data of the dynamic viscosity of the oil are shown in Table 3.

By curve fitting on the above viscosity data, the kinematic viscosity $\nu$ is obtained

$$\nu(T) = \left[8.166 \times 10^6 \exp(-0.3302T) + 77.04 \exp(-0.02882T)\right]/1000/\rho.$$ 

Fig. 5 shows the curve fitting result. It is easy to verify that $\nu$ is smooth when $T > 0$ and satisfies Assumption 3.
Table 3  Dynamic Viscosity of the Oil Transported in Q-T Pipeline.

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>Dynamic viscosity (mPa-s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>35</td>
<td>107.4</td>
</tr>
<tr>
<td>36</td>
<td>82.6</td>
</tr>
<tr>
<td>37</td>
<td>64.1</td>
</tr>
<tr>
<td>38</td>
<td>55.7</td>
</tr>
<tr>
<td>39</td>
<td>48.3</td>
</tr>
<tr>
<td>40</td>
<td>41.9</td>
</tr>
<tr>
<td>42</td>
<td>27.6</td>
</tr>
<tr>
<td>46</td>
<td>21.9</td>
</tr>
<tr>
<td>50</td>
<td>19.2</td>
</tr>
<tr>
<td>54</td>
<td>16.9</td>
</tr>
<tr>
<td>60</td>
<td>13.7</td>
</tr>
<tr>
<td>68</td>
<td>10.7</td>
</tr>
</tbody>
</table>

Figure 5  Viscosity-Temperature Curve of the Oil.

For the station and pipe configurations, the inlet head and temperature of the first station are 57.0 meters and 40.7°C, respectively. For each station \( j \), the bounds of inlet and outlet values are set as follows.

\[
H_{\text{in}}^{S_j} = H_{\text{out}}^{S_j} = 35.6, \quad \overline{H}_{\text{in}}^S = \overline{H}_{\text{out}}^S = 748.4, \quad \underline{T}_{\text{in}}^{S_j} = \underline{T}_{\text{out}}^{S_j} = 35, \quad \overline{T}_{\text{in}}^{S_j} = \overline{T}_{\text{out}}^{S_j} = 48.
\]

The bounds of \( H_{\text{out}}^{P_j} \), \( r = 1, \ldots, N_j^P - 1 \), are given as the same as \( H_{\text{out}}^{S_j} \). Other parameters are presented in Table 4. Note that the inner diameters given in Table 4 are the equivalent pipe diameters. With the data of volume flow and inner diameter of the pipe, function \( f \) in (HOP) is obtained by formula (1).
Table 4  Station and Pump Deployments in Q-T Pipeline.

<table>
<thead>
<tr>
<th>Station</th>
<th>$Q_j$ (m³/h)</th>
<th>$D_j$ (mm)</th>
<th>$H_{CP}^j$ (m)</th>
<th>$N_{CP}^j$</th>
<th>$\xi_{CP}^j$</th>
<th>$H_{SP}^j$ (m)</th>
<th>$\Xi_{SP}^j$ (m)</th>
<th>$N_{SP}^j$</th>
<th>$\xi_{SP}^j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2,212</td>
<td>740</td>
<td>235.76</td>
<td>4</td>
<td>78.7%</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>2,810</td>
<td>740</td>
<td>-</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>2,215</td>
<td>772</td>
<td>245.70</td>
<td>3</td>
<td>78.0%</td>
<td>94.01</td>
<td>244.24</td>
<td>1</td>
<td>80.3%</td>
</tr>
<tr>
<td>4</td>
<td>2,941</td>
<td>622</td>
<td>222.36</td>
<td>4</td>
<td>83.5%</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>2,751</td>
<td>685</td>
<td>229.96</td>
<td>3</td>
<td>83.3%</td>
<td>102.84</td>
<td>231.35</td>
<td>1</td>
<td>83.8%</td>
</tr>
<tr>
<td>6</td>
<td>2,022</td>
<td>695</td>
<td>239.56</td>
<td>3</td>
<td>75.7%</td>
<td>95.34</td>
<td>239.56</td>
<td>1</td>
<td>79.5%</td>
</tr>
<tr>
<td>7</td>
<td>2,102</td>
<td>715</td>
<td>237.96</td>
<td>3</td>
<td>77.0%</td>
<td>92.94</td>
<td>237.96</td>
<td>1</td>
<td>79.6%</td>
</tr>
<tr>
<td>8</td>
<td>2,047</td>
<td>705</td>
<td>-</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>-</td>
</tr>
</tbody>
</table>

With the above data, we set up the corresponding (HOP) problem and manage to get the global optimal solution through the algorithms proposed in section 4. The operation scheme (optimal scheme) based on this solution is compared with a practical scheme. Table 5 and Fig. 6 show the comparison results. In Table 5, $C_{power}$ and $C_{fuel}$ are the total costs of pumps and furnaces in each station, respectively. Since we have no head data between each station for the practical scheme, the first pressure curve in Fig. 6 only consists of the inlet and outlet values of each station. We can see that there are considerable differences between the two schemes. The total costs of the whole Q-T pipeline are 542,751.95 yuan per day for the practical scheme, and 505,676.76 yuan per day for the scheme coming from the optimal solution of (HOP). This indicates that the optimal scheme gains a 6.83% improvement, which proves that the proposed model and the corresponding algorithms can bring significant economic benefits.

Table 5  Practical and Optimal Operation Scheme Comparison (Cost Unit: yuan/d).

<table>
<thead>
<tr>
<th>Station</th>
<th>Practical scheme</th>
<th>Optimal scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Delta H^{SP}$</td>
<td>$C_{power}$</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>72,510.05</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>20,818.94</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>47,578.26</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>85,751.64</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>67,879.53</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>170.27</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>203.94</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>-</td>
</tr>
</tbody>
</table>
Except for the comparison of solution qualities, different solution procedures were also tested for (HOPnr2). We solved the problem (HOP) of Q-T pipeline with Algorithm 1 using three different routines for (HOPnr2). These methods are listed in Table 6. The IPM based method solves (HOPnr2) directly, while the outer approximation based methods solve LP at each inner iteration. Table 7 shows the comparison results among them. From Table 7, we can conclude that although the outer approximation based methods lose the quality of optimal solution, the optimal objective values of the three routines are almost the same. Moreover, oap+ws is much faster than the other two methods, which makes the algorithms proposed in this paper become more practical for HOP problems. Notice that although oap+ws is much faster than nlp, oap is less efficient than nlp. This shows the advantage of implementing outer approximation in successive NLP algorithms.

<table>
<thead>
<tr>
<th>Method</th>
<th>Algorithm</th>
<th>Solver</th>
</tr>
</thead>
<tbody>
<tr>
<td>nlp</td>
<td>IPM</td>
<td>IPOPT</td>
</tr>
<tr>
<td>oap</td>
<td>Algorithm 3 with $\Omega_0 = \emptyset$</td>
<td>LINPROG</td>
</tr>
<tr>
<td>oap+ws</td>
<td>Algorithm 3 with $\Omega_0$ inheriting from former subproblems</td>
<td>LINPROG</td>
</tr>
</tbody>
</table>
6. Some Concluding Remarks

In this paper, we proposed an MINLP model for HOP problems and designed an efficient algorithm based on the branch-and-bound framework. As long as the problem (HOP) is feasible, the proposed algorithm is theoretically guaranteed for obtaining the global optimal solution. Furthermore, the algorithm can be accelerated by some outer approximation and warm start approaches. The numerical results with a real world HOP problem showed that the proposed model and algorithm can achieve a more economic scheme compared with the used practical scheme. The high efficiency of the outer approximation based method also guarantees the practicability.

Nevertheless, there may exist more general cases against Assumption 1. If we regard that the friction heat of oil is variable with the friction, then $T_{jr}^{P_j}$ in the constraints (4) has to be defined as

$$T_{jr}^{P_j} = \frac{gF_{jr}pQ_{jr}}{K_{jr}\pi d_{jr}}, \quad j = 1, ..., N^{S} - 1, \quad r = 1, ..., N_{j}^{P}.$$ 

Such an extension may bring the infeasibility of both the heads $H_{out}^{P_j}$ and the temperatures $T_{out}^{P_j}$ in some pipe segments after the constraints (3) are relaxed to inequalities. Therefore, the equivalence between the extended (HOPnr1) and (HOPnr2) can hardly be guaranteed. We feel that more investigation is required for this general case. The model for HOP problems can also be generalized to for example the situation where the function $f$ in the constraints (3) is replaced with a nonlinear function without Assumption 2 or 3, or the situation where there exist nonlinear pumps and furnaces efficiency formulation in the objective function of (HOP). In future, we may consider the extensions of the theories and algorithms of this paper to more general models.
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Appendix. Proofs of Propositions, Lemmas and Theorems

Proof of Proposition 1 We show that \((HOP(\tilde{z}, \bar{z}))\) can be reduced to the cutting stock problem (Gilmore and Gomory 1961) (Gilmore and Gomory 1963), which is \(\mathcal{NP}\)-hard. Under the following parameter settings:

- \(\tilde{z} = (0, 0), \bar{z} = (N^{CP}, 0), N_j^{CP} \in \mathbb{Z}_+, H_j^{CP} \in \mathbb{Z}_+, j = 1, ..., N^S - 1;\)
- \(L_{jr} = 0, j = 1, ..., N^S - 1, r = 1, ..., N_j^P;\)
- \(\Delta Z_{jr} = 0, j = 1, ..., N^S - 1, r = 1, ..., N_j^P;\)
- \(H_{in}^{S_1} = H_{in}^{S_N}, H_{in}^{N^S} = H_{in}^{S_N}, H_{in}^{S_1} - H_{in}^{N^S} \in \left(0, \sum_{j=1}^{N^S-1} N_j^{CP} H_j^{CP}\right) \cap \mathbb{Z}_+;\)
- \(H_{in}^{S_j} = 0, H_{in}^{S_j} = +\infty, j = 2, ..., N^S - 1, H_{out}^{S_j} = 0, H_{out}^{S_j} = +\infty, j = 1, ..., N^S - 1;\)
- \(H_{out}^{S_j} = 0, H_{out}^{S_j} = +\infty, j = 1, ..., N^S - 1, r = 1, ..., N_j^P;\)
- \(T_{in}^{S_j} = T_{in}^{S_j}, j = 1, ..., N^S, T_{out}^{S_j} = T_{out}^{S_j}, j = 1, ..., N^S - 1,\)

the original \((HOP(\tilde{z}, \bar{z}))\) reduces to

\[
\min_{x} \sum_{j=1}^{N^S-1} C_p Q_{j0} g \frac{H_j^{CP}}{\xi_j} x_j \\
\text{s.t.} \quad \sum_{j=1}^{N^S-1} x_j H_j^{CP} \geq H_{in}^{S_1} - H_{in}^{N^S}, \quad x_j \in \{0, ..., N_j^{CP}\}, \quad j = 1, ..., N^S - 1. \tag{24}
\]

Then let \(V := H_{in}^{S_1} - H_{in}^{N^S}\) be the number of rolls of length \(l\) demanded, \(x_j\) is the number of times the \(j\)-th cutting pattern is used, \(U_j := H_j^{CP}\) is the number of rolls of length \(l\) produced each time the \(j\)-th way of cutting up a roll is used, \(W_j := C_p Q_{j0} g H_j^{CP} / \xi_j\) is the cost of the parent roll from which the \(j\)-th cutting pattern is cut. Then according to Gilmore and Gomory (1963), the problem (24) can be viewed as a cutting stock problem, which is \(\mathcal{NP}\)-hard. This completes the proof. \(\square\)

Proof of Proposition 2 \((HOPnr1)\) is a relaxation of \((HOP)\). Therefore the “only if” direction is obvious. We only need to prove that \(\check{s}\) defines a feasible solution of \((HOP(\tilde{z}, \bar{z}))\). Suppose \(\check{s}\) defines

\[
\check{\Psi} := (\tilde{z}, \Delta \tilde{T}, \bar{\tilde{T}}_{in}, \bar{\tilde{T}}_{out}, \bar{\tilde{T}}_{ave}, \bar{\tilde{F}}).
\]
that is feasible to \((\text{HOPnr1}(\mathbf{z}, \mathbf{F}))\). Note that the differences between \((\text{HOP})\) and \((\text{HOPnr1})\) are the bounds of variables \(x\) and \(y\). With
\[
\begin{align*}
\hat{x}_j &= [\bar{x}_j] = \{x_j, \ldots, \bar{x}_{j}\}, \quad j = 1, \ldots, N^S - 1, \\
\hat{y}_j &= [\bar{y}_j] = \{y_j, \ldots, \bar{y}_j\}, \quad j = 1, \ldots, N^S - 1, \\
\hat{H}^S_{\text{in}} + \hat{x}_j \hat{H}^C_P + \Delta \hat{H}^S_P &\geq \hat{H}^S_{\text{in}} + \hat{x}_j \hat{H}^C_P + \Delta \hat{H}^S_P \geq \hat{H}^S_{\text{out}}, \quad j = 1, \ldots, N^S - 1,
\end{align*}
\]
it is easy to verify that
\[
\hat{\Psi} := \left(\hat{z}, \Delta \hat{H}^S_P, \Delta \hat{T}, \hat{H}^S_{\text{in}}, \hat{H}^S_{\text{out}}, \hat{T}^S_{\text{in}}, \hat{T}^S_{\text{out}}, \hat{H}^P_{\text{out}}, \hat{T}^P_{\text{out}}, \hat{T}^P_{\text{ave}}, \hat{F}\right)
\]
is feasible to \((\text{HOP})\) and \(\hat{\Psi}\) is defined by \(\hat{s}\). Therefore the proof is completed.

**Proof of Lemma 1**  
We first prove \(\hat{T}^P_{\text{out}} \geq T^P_{\text{out}}\), \(r = 0, \ldots, N^P_J\), by induction. When \(r = 0\), the conclusion holds according to (10). Suppose that \(\hat{T}^P_{\text{out}} \geq T^P_{\text{out}}\). Then we show the inequality still holds for \(r_0 + 1\). From (4), we have
\[
\begin{align*}
\hat{T}^P_{\text{out}} &= T^P_{g, r_0 + 1} + T^P_{f, r_0 + 1} + \left[T^{P}_{g, r_0} - \left(T^P_{g, r_0 + 1} + T^P_{f, r_0 + 1}\right)\right] e^{-\alpha_{r_0 + 1} L_{j, r_0 + 1}} \\
&\geq T^P_{g, r_0 + 1} + T^P_{f, r_0 + 1} + \left[T^{P}_{g, r_0} - \left(T^P_{g, r_0 + 1} + T^P_{f, r_0 + 1}\right)\right] e^{-\alpha_{r_0 + 1} L_{j, r_0 + 1}} \\
&= \hat{T}^P_{\text{out}}.
\end{align*}
\]

This together with constraint (5) shows that the conclusion of this lemma is true. The proof is completed.

**Proof of Lemma 2**  
Since \((\text{HOPnr2})\) is a relaxation of \((\text{HOPnr1})\), which is feasible due to the given condition, the feasibility of \((\text{HOPnr2})\) is obvious. Next, we prove that the \(\hat{s}\) defined by
\[
\begin{align*}
\hat{z} &= \bar{z}, \\
\Delta \hat{H}^S_P &= \Delta \hat{H}^S_P, \\
\Delta \hat{T} &= \Delta \hat{T}, \\
\hat{H}^S_{\text{out}} &= \begin{cases} \\
\hat{H}^S_{\text{out}}, & \text{if for all } r = 1, \ldots, N^P_J, \\
\hat{F}_{jr} \text{ and } \hat{T}^P_{jr} \text{ satisfy constraints (3)}; \\
\hat{H}^S_{\text{out}} - M_j, & \text{if there exists } r_0 \in \{1, \ldots, N^P_J\}, \\
\hat{F}_{jr} \text{ and } \hat{T}^P_{jr} \text{ do not satisfy constraints (3)};
\end{cases} \\
j = 1, \ldots, N^S - 1
\end{align*}
\]
is feasible to \((\text{HOPnr1})\). Here for \(j = 1, \ldots, N^S - 1, M_j\) is defined to be
\[
M_j = \hat{H}^S_{\text{out}} - \sum_{t=1}^{r_1} \left[f\left(\hat{T}^P_{\text{ave}}, Q_{jt}, D_{jt}\right) L_{jt} + \Delta Z_{jt}\right] - \max\{\hat{H}^P_{\text{out}}, \hat{H}^P_{\text{out}}\}
\]
if $\hat{H}_{out}^{S_j} - \sum_{t=1}^{r_1} \left[ f \left( \hat{T}_{ave}^{P_{jr}}, Q_{jt}, D_{jt} \right) L_{jt} + \Delta Z_{jt} \right] - U_{jr_1} > 0$, and 0 otherwise. $r_1$ and $U_{jr}$ are defined by

$$r_1 = \text{arg max}_{r = 1, \ldots, N_j^P} \left\{ \hat{H}_{out}^{S_j} - \sum_{t=1}^{r} \left[ f \left( \hat{T}_{ave}^{P_{jr}}, Q_{jt}, D_{jt} \right) L_{jt} + \Delta Z_{jt} \right] - U_{jr} \right\}.$$ $$U_{jr} = \begin{cases} \hat{H}_{out}^{P_{jr}}, & r = 1, \ldots, N_j^P - 1; \\ \hat{H}_{in}^{S_j+1}, & r = N_j^P. \end{cases}$$

$\hat{H}_{out}^{P_{jr_1}}$ is defined by $\tilde{s}$ which gives $\hat{T}_{out}^{S_j} = \mathbf{T}_{out}^{S_j}$.

Now, to show the above $\tilde{s}$ is feasible to (HOPnr1), suppose $\tilde{s}$ defines a solution $\hat{Ψ}$ of (HOPnr1). Note that the only difference between (HOPnr1) and (HOPnr2) are nonlinear constraints on the friction. For $j = 1, \ldots, N^S - 1$, if for all $r = 1, \ldots, N_j^P$, $F_{jr}$ and $\hat{T}_{ave}^{P_{jr}}$ satisfy the constraints (3), then we have $F_{jr} = \hat{F}_{jr}$, $r = 1, \ldots, N_j^P$. Therefore the feasibility of $\hat{Ψ}$ with this $\tilde{s}$ is obvious due to the feasibility of $\tilde{s}$. For the case that there exists some $r_0$ such that $F_{jr}$ and $\hat{T}_{ave}^{P_{jr}}$ do not satisfy the constraints (3), we only need to prove that $\hat{H}_{out}^{S_j}$, $\hat{H}_{in}^{S_j+1}$ and $\hat{H}_{out}^{P_{jr}}$ satisfy the inequalities (6), (14), (15) and (18), $r = 1, \ldots, N_j^P - 1$.

If $M_j = 0$, then we have $\hat{H}_{out}^{S_j} = \hat{H}_{out}^{S_j}$. Thus the constraints (15) are satisfied. According to the constraints (21), we also conclude that for each $r = 1, \ldots, N_j^P$,

$$\hat{H}_{out}^{P_{jr}} = \hat{H}_{out}^{S_j} - \sum_{t=1}^{r} \left[ f \left( \hat{T}_{ave}^{P_{jr}}, Q_{jt}, D_{jt} \right) L_{jt} + \Delta Z_{jt} \right]$$

$$\geq \hat{H}_{out}^{S_j} - \sum_{t=1}^{r} \left[ \hat{F}_{jr} + \Delta Z_{jt} \right] = \hat{H}_{out}^{P_{jr}},$$

$$\hat{H}_{out}^{P_{jr}} = \hat{H}_{out}^{S_j} - \sum_{t=1}^{r} \left[ f \left( \hat{T}_{ave}^{P_{jr}}, Q_{jt}, D_{jt} \right) L_{jt} + \Delta Z_{jt} \right]$$

$$\leq \hat{H}_{out}^{S_j} - \sum_{t=1}^{r_1} \left[ f \left( \hat{T}_{ave}^{P_{jr}}, Q_{jt}, D_{jt} \right) L_{jt} + \Delta Z_{jt} \right] - U_{jr_1} + U_{jr} \leq U_{jr}.$$
\[
\hat{H}_{out}^{P_{jr}} = \sum_{t=r+1}^{r_1} \left[ f \left( \tilde{T}_{ave}^{P_{jr}}, Q_{jt}, D_{jt} \right) L_{jt} + \Delta Z_{jt} \right] + \max \{ \hat{H}_{out}^{P_{jr1}}, \tilde{H}_{out}^{P_{jr1}} \} \\
\geq \hat{H}_{out}^{S_j} - \sum_{t=1}^{r} \left[ f \left( \tilde{T}_{ave}^{P_{jr}}, Q_{jt}, D_{jt} \right) L_{jt} + \Delta Z_{jt} \right] = \tilde{H}_{out}^{P_{jr}}, \quad r = 0, \ldots, r_1 - 1,
\]
\[
\hat{H}_{out}^{P_{jr}} = - \sum_{t=r_1+1}^{r} \left[ f \left( \tilde{T}_{ave}^{P_{jr}}, Q_{jt}, D_{jt} \right) L_{jt} + \Delta Z_{jt} \right] + \max \{ \hat{H}_{out}^{P_{jr1}}, \tilde{H}_{out}^{P_{jr1}} \} \\
\geq \hat{H}_{out}^{S_j} - \sum_{t=1}^{r} \left[ \tilde{F}_{jt} + \Delta Z_{jt} \right] = \tilde{H}_{out}^{P_{jr}}, \quad r = r_1 + 1, \ldots, N_P.
\]

With the feasibility of \( \hat{s} \) and \( \tilde{s} \), the constraints (14), (15) and (18) are satisfied. Finally, for all the cases analyzed in this proof, we have

\[
\hat{H}_{in}^{S_{j+1}} \geq \hat{H}_{in}^{S_j}, \quad \hat{H}_{out}^{S_j} \leq \hat{H}_{out}^{S_j}.
\]

The constraints (6) are satisfied for all \( j = 1, \ldots, N^S - 1 \) since

\[
\hat{H}_{in}^{S_j} + \tilde{x}_j H_{CP}^{j} + \Delta H_{SP}^{j} \geq \hat{H}_{in}^{S_j} + \tilde{x}_j H_{CP}^{j} + \Delta H_{SP}^{j} \geq \hat{H}_{out}^{S_j} \geq \hat{H}_{out}^{S_j}.
\]

Therefore \( \hat{s} \) is feasible to (HOPnr1) and

\[
C(\tilde{x}, \Delta \hat{H}^{SP}, \Delta \hat{T}) = C(\tilde{x}, \Delta \hat{H}^{SP}, \Delta \hat{T}).
\]

This completes the proof. \( \square \)

**Proof of Theorem 1** Suppose \( \tilde{s}^* \) is an optimal solution of (HOPnr2). Denote \( C^* \) as the optimal value of (HOPnr1). One one hand, we have

\[
C(\tilde{x}^*, \Delta \hat{H}^{SP*}, \Delta \hat{T}^*) \leq C^,*
\]

since (HOPnr2) is a relaxation of (HOPnr1). On the other hand, based on Lemma 2, we can obtain a feasible solution \( \hat{s}^* \) of (HOPnr1) from \( \tilde{s}^* \) such that

\[
C(\hat{x}^*, \Delta \hat{H}^{SP*}, \Delta \hat{T}^*) \geq C(\tilde{x}^*, \Delta \hat{H}^{SP*}, \Delta \hat{T}^*).
\]

Thus we obtain

\[
C^* \leq C(\tilde{x}^*, \Delta \hat{H}^{SP*}, \Delta \hat{T}^*) \leq C(\hat{x}^*, \Delta \hat{H}^{SP*}, \Delta \hat{T}^*) \leq C^*,
\]

which proves the statement. \( \square \)

**Proof of Theorem 2** The feasibility of the subproblem at each iteration is guaranteed by the preprocessing procedure. Branching on fractional solutions is implemented to generate two subproblems with disjoint feasible regions. So no two nodes in the branch-and-bound tree of Algorithm 1 have the same bounds. The following set

\[
\left\{ (\tilde{x}, \bar{x}) \left| 0 \leq \bar{x}_j \leq \bar{x}_j \leq N_{j}^{CP}, \quad 0 \leq \bar{y}_j \leq \bar{y}_j \leq N_{j}^{SP}, \quad j = 1, \ldots, N^S - 1 \right. \right\}
\]
contains finite elements. It means that the branch-and-bound tree has a finite number of nodes. Thus the iteration for searching the tree is also finite, which completes the proof. □

Proof of Theorem 3 We prove it by contradiction. It is obvious that Algorithm 1 always returns an incumbent solution $\tilde{s}$ and GUB of the problem (HOP) if it is feasible. Suppose $s^*$ is the global optimal solution of the problem (HOP) and $C(x^*, \Delta H^{SP*}, \Delta T^*) < C(\tilde{x}, \Delta \tilde{H}^{SP}, \Delta \tilde{T})$ holds. Since branching will not affect the feasible region of the problem (HOP), we have that there is a node $(\tilde{z}, \bar{z}, LB)$ where $x \leq x^* \leq \bar{x}$ pruned by Algorithm 1. Note that the node whose feasible region contains $s^*$ can not be pruned by bounding or infeasibility. So we obtain that the $\tilde{x}$ in the global minimizer $\tilde{s}$ of (HOPnr1(z, x)) satisfies the integer constraint. Let $\hat{s}$ be the feasible solution of the problem (HOP) achieved from $\tilde{s}$ by Proposition 2. Since $\hat{s}$ satisfies that $\hat{z} = \lceil \tilde{z} \rceil = \tilde{z}, \quad \Delta \hat{H}^{SP} = \Delta \tilde{H}^{SP}, \quad \Delta \hat{T} = \Delta \tilde{T},$

it follows from the global optimality of $\tilde{s}$ that

$$C(\tilde{x}, \Delta \tilde{H}^{SP}, \Delta \tilde{T}) = GUB \leq C(\tilde{x}, \Delta \tilde{H}^{SP}, \Delta \tilde{T}) = C(\tilde{x}, \Delta \tilde{H}^{SP}, \Delta \tilde{T}) \leq C(x^*, \Delta H^{SP*}, \Delta T^*),$$

which contradicts our assumption. So we complete the proof. □

Proof of Lemma 3 Let

$$h(u) = -\sum_{t=1}^{r_1-r_0} [f(\phi_{jt}^{r_0}u + \psi_{jt}^{r_0}, Q_{j,t}^{r_0}, D_{j,t}^{r_0} + \Delta Z_{j,t}^{r_0}] .$$

Note that $f$ is monotonically decreasing and $L_{j,r_0+t} \geq 0, r = 1, ..., r_1 - r_0$, we can easily verify that $h$ is monotonically increasing. Based on the constraints (2),(3),(4),(5) and the feasibility of $\tilde{u}$, we have that

$$h(T_{out}^{Pr_0}) = H_{out}^{Pr_1} - H_{out}^{Pr_0} \leq \Pi_{out}^{Pr_1} - \Pi_{out}^{Pr_0} = h(\tilde{u}).$$

Therefore we obtain $T_{out}^{Pr_0} \leq \tilde{u}$. According to the constraint (4), we can prove the statement of the upper bound of $T_{out}^{S_{ij}}$. This completes the proof. □

Proof of Lemma 4 Under Assumption 3, function $h$ defined in the proof of Lemma 3 is strictly monotonically increasing. Let $\tilde{s}$ be a feasible solution to (HOPnr1(z, x)). Then we have that

$$h(T_{out}^{Pr_0}) = \bar{H}_{out}^{Pr_1} - H_{out}^{Pr_0} \leq \Pi_{out}^{Pr_1} - \Pi_{out}^{Pr_0} < h(\tilde{u}) \Rightarrow T_{out}^{Pr_0} < \tilde{u}. $$

Besides, $h$ is continuous in $[T_{out}^{Pr_0}, \tilde{u}]$ since $f$ is convex. So there exists a unique $\tilde{u}$ such that

$$T_{out}^{Pr_0} < \tilde{u} < \hat{u}, \quad h(\tilde{u}) = \Pi_{out}^{Pr_1} - \Pi_{out}^{Pr_0}. $$

It follows that $\tilde{u}$ is the unique solution of (22). The last inequality in the lemma is further proved by $\tilde{u} < \hat{u}$, which completes the proof. □
Proof of Lemma 5. We prove the statement by contradiction. Suppose \( \tilde{s} \) is feasible to (HOPnr1(\( z, \tau \))). Let
\[
h'(u) = -\sum_{t=1}^{r_s-r_1} \left[ f(\phi_{jt}^0 u + \psi_{j1}^0, Q_{j, r_1+t}, D_{j, r_1+t})L_{j, r_1+t} + \Delta Z_{j, r_1+t} \right].
\]
Similar to the proof of Lemma 3, we know that \( h' \) is monotone. Moreover, we know that \( \tilde{u} \) is an upper bound of the variable \( T_{out}^{P_{jr1}} \). Then we have that
\[
h'(\tilde{u}) < H_{out}^{P_{jr0}} - P_{out}^{P_{jr1}} \leq \tilde{H}_{out}^{P_{jr0}} - \tilde{H}_{out}^{P_{jr1}} = h'(T_{out}^{P_{jr1}}) \Rightarrow \tilde{u} < T_{out}^{P_{jr1}},
\]
which contradicts the feasibility of \( \tilde{s} \). This completes the proof. \( \square \)

Proof of Theorem 4. We first prove that the strengthening step 16 is correct. Then we verify the correctness of steps 8, 12 and 18. We finally give the feasible solution \( \tilde{s} \) satisfies the condition in the statement.

From Lemmas 3 and 4 and the constraints (4), we have that the upper bound strengthening on variable \( T_{out}^{S_j} \) in step 14 of Algorithm 2 is correct and \( T_{out}^{S_j} \) is monotonically decreasing during the preprocessing procedure. We show the correctness of tightening variable \( H_{out}^{S_j} \) by contradiction. Suppose there exists a feasible solution \( \tilde{s} \) of (HOPnr1(\( z, \tau \))) before preprocessing and \( \tilde{H}_{out}^{S_j} < H_{out}^{S_j} \) holds, where \( H_{out}^{S_j} \) is obtained after step 16. According to steps 4 and 5, it is true that
\[
\tilde{H}_{out}^{S_j} < H_{out}^{S_j} = \max_{r_0, ..., N_j^P} \left\{ H_{out}^{P_{jr}} + \sum_{t=1}^{r} \left[ f(\phi_{jt}^0 T_{out}^{S_j} + \psi_{j1}^0, Q_{jt}, D_{jt})L_{jt} + \Delta Z_{jt} \right] \right\}.
\]
Then there exists some \( r_2 \) such that
\[
\tilde{H}_{out}^{S_j} = H_{out}^{P_{jr2}} + \sum_{t=1}^{r_2} \left[ f(\phi_{jt}^0 T_{out}^{S_j} + \psi_{j1}^0, Q_{jt}, D_{jt})L_{jt} + \Delta Z_{jt} \right] < H_{out}^{P_{jr2}} + \sum_{t=1}^{r_2} \left[ f(\phi_{jt}^0 T_{out}^{S_j} + \psi_{j1}^0, Q_{jt}, D_{jt})L_{jt} + \Delta Z_{jt} \right].
\]
From the monotonicity of \( f \), it follows that \( H_{out}^{P_{jr2}} < H_{out}^{P_{jr2}} \) or \( T_{out}^{S_j} > T_{out}^{S_j} \) either of them contradicts the feasibility of \( \tilde{s} \). The correctness of the tightening of \( H_{out}^{S_j} \) and \( T_{out}^{S_j} \) in step 16 is guaranteed by the constraints (6), (8) and (13).

The infeasibility judgements in steps 8 and 12 are true due to Lemmas 5 and 4. It is obvious that step 18 is also correct.

When Algorithm 2 terminates, we show that \( \tilde{s} \) with
\[
\tilde{z} = z, \quad \Delta \tilde{H}_{out}^{S_j} = \tilde{g}_j H_{out}^{S_j}, \quad \tilde{H}_{out}^{S_j} = H_{out}^{S_j}, \quad j = 1, ..., N_j^S - 1,
\]
and \( \Delta T_j \) is determined by \( T_{out}^{S_j} = T_{out}^{S_j} \) and the equality constraints (4) and (5). Therefore \( \tilde{s} \) satisfies the condition in the theorem. Note that after each iteration \( j \), we obtain a partial solution with \( H_{out}^{S_j} = H_{out}^{S_j}, T_{out}^{S_j} = T_{out}^{S_j} \). The partial solution is equal to the corresponding components of \( \tilde{\Psi} \) defined by \( \tilde{s} \). Therefore the feasibility of \( \tilde{s} \) can be guaranteed by the procedure of Algorithm 2.

This completes the proof. \( \square \)