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SUMMARY This paper addresses the problem of selecting a significant subset of candidate features to use for multiple linear regression. Bertsimas et al. [5] recently proposed the discrete first-order (DFO) algorithm to efficiently find near-optimal solutions to this problem. However, this algorithm is unable to escape from locally optimal solutions. To resolve this, we propose a stochastic discrete first-order (SDFO) algorithm for feature subset selection. In this algorithm, random perturbations are added to a sequence of candidate solutions as a means to escape from locally optimal solutions, which broadens the range of discoverable solutions. Moreover, we derive the optimal step size in the gradient-descent direction to accelerate convergence of the algorithm. We also make effective use of the $L_2$-regularization term to improve the predictive performance of a resultant subset regression model. The simulation results demonstrate that our algorithm substantially outperforms the original DFO algorithm. Our algorithm was superior in predictive performance to lasso and forward stepwise selection as well.
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1. Introduction

Feature subset selection for multiple linear regression involves selecting a significant subset of candidate features available for constructing a linear regression model. Subset selection allows data collection and storage costs to be reduced and the process of estimating regression coefficients to be more efficient. It also aids in elucidating causality between selected features and the response inferred by regression models. More importantly, the predictive performance can be improved by elimination of redundant features, which are known to cause regression models to overfit noisy datasets.

The exhaustive method of finding the best subset of features is to evaluate the quality of all possible subsets of features [13]. One method of best subset selection, the mixed-integer optimization approach, was first proposed in the 1970s [2] and has recently received renewed attention [5], [6], [20], [22], [23], [30]. However, this approach is infeasible due to the heavy computational burden unless the number of candidate features is small.

A number of prior studies have focused on heuristic optimization algorithms to handle large-scale subset selection problems. The best-known algorithm of this type is stepwise selection [10], which repeats addition and elimination of one feature at a time. Various regularization techniques have been studied intensively for sparse estimation in recent years [3], [8], [11], [16], [31], [33]–[35]. Lasso [31] is the most commonly used of these methods. In lasso, the $L_1$-regularization term is employed to shrink unnecessary regression coefficients toward zero. Several efficient algorithms have been developed for lasso; these include least angle regression [9], coordinate descent methods [12], and alternating direction methods of multipliers [7].

Bertsimas et al. [5] recently proposed the discrete first-order (DFO) algorithm to efficiently find near-optimal solutions to the feature subset selection problem. This algorithm is a discrete extension of gradient-descent methods used in convex optimization, and its convergence properties have been established. However, once the DFO algorithm becomes trapped at locally optimal solutions, it cannot escape from them. For this reason, Bertsimas et al. [5] executed the DFO algorithm repeatedly with random initializations, and the best solution obtained from these was further refined by using optimization software.

In the current paper, a stochastic discrete first-order (SDFO) algorithm is proposed. It is an improved version of the DFO algorithm for feature subset selection. Specifically, to escape from locally optimal solutions and search for a broad range of solutions, we add random perturbations to a sequence of solutions provided by the algorithm. Similar techniques have been used effectively in gradient-descent bit-flipping algorithms for error correction [1], [29], [32]. To accelerate convergence of the algorithm, we adopt a strategy of computing the optimal step size in the gradient-descent direction. We also incorporate an $L_2$-regularization term [17] into our algorithm to enhance the predictive performance of the resultant subset regression model.

The efficacy of our method is assessed through simulation experiments, following the method of previous studies [5], [15]. The simulation results obtained in that way show that our algorithm decreases the out-of-sample prediction error much faster than does repeated execution of the DFO algorithm with random initializations. Moreover, our algorithm achieved better predictive performance than both the lasso and the forward stepwise selection methods.

2. Problem Formulation

Suppose that we are given $n$ samples $(y_i; x_{i1}, x_{i2}, \ldots, x_{ip})$ for $i = 1, 2, \ldots, n$. Here, $y_i$ is the value to be predicted, and $x_{ij}$
is the \( j \)th feature of the \( i \)th sample. We assume, without loss of
generality, that they are standardized as
\[
\sum_{i=1}^{n} x_{ij} = \sum_{i=1}^{n} y_{i} = 0, \quad \frac{1}{n} \sum_{i=1}^{n} (x_{ij})^{2} = \frac{1}{n} \sum_{i=1}^{n} (y_{i})^{2} = 1
\]
for all \( j = 1, 2, \ldots, p \).

The multiple linear regression model is formulated as
\[
y = X \beta + e,
\]
where
\[
y := (y_{1}, y_{2}, \ldots, y_{n})^{T} \in \mathbb{R}^{n \times 1},
\]
\[
X := \begin{pmatrix} x_{11} & x_{12} & \cdots & x_{1p} \\
    x_{21} & x_{22} & \cdots & x_{2p} \\
    \vdots & \vdots & \ddots & \vdots \\
    x_{n1} & x_{n2} & \cdots & x_{np} \end{pmatrix} \in \mathbb{R}^{n \times p},
\]
\[
\beta := (\beta_{1}, \beta_{2}, \ldots, \beta_{p})^{T} \in \mathbb{R}^{p \times 1},
\]
\[
e := (e_{1}, e_{2}, \ldots, e_{n})^{T} \in \mathbb{R}^{n \times 1}.
\]

Here, \( \beta \) is a vector of regression coefficients to be estimated,
and \( e \) is a vector containing the prediction errors.

We consider selecting the subset of features with a speci-

fied size that has the minimum sum of squared errors (SSE;
\emph{i.e.}, \( \|e\|_{2}^{2} = \sum_{i=1}^{n} (e_{i})^{2} \)). This optimization problem is posed
as
\[
\begin{align*}
\text{minimize} & \quad f(\beta) := \frac{1}{2} \|y - X \beta\|_{2}^{2} & \quad (1) \\
\text{subject to} & \quad \|\beta\|_{0} \leq k, & \quad (2)
\end{align*}
\]
where \( \|\beta\|_{0} \) denotes the number of nonzero entries of \( \beta \),
and \( k \) is a user-defined parameter representing the subset
size, which satisfies \( k < \min(n, p) \). This problem is of
supreme importance in statistics [21] and machine
learning [14]; however, obtaining an exact solution is also known
to be NP-hard [25].

### 3. Discrete First-order Algorithm

This section contains a brief review of the DFO algorithm for feature subset selection; see Bertsimas \emph{et al.} [5] for the full
details.

Suppose that \( L \) is a Lipschitz constant for the gradient of
function \( f \), which means that
\[
\|\nabla f(\eta) - \nabla f(\beta)\|_{2} \leq L \|\eta - \beta\|_{2}
\]
for all \( \eta, \beta \in \mathbb{R}^{p \times 1} \). From the definition (1), we have
\[
\nabla f(\beta) = X^{T} X \beta - X^{T} y.
\]

Therefore, we have \( L = \lambda_{\text{max}}(X^{T} X) \), where \( \lambda_{\text{max}}(\cdot) \)
indicates the maximum eigenvalue of the matrix.

As shown in Figure 1, it follows that
\[
f(\eta) \leq Q_{L}(\eta | \beta) \quad (3)
\]
\[
:= f(\beta) + \nabla f(\beta)^{T}(\eta - \beta) + \frac{L}{2} \|\eta - \beta\|_{2}^{2} \quad (4)
\]
for all \( \eta, \beta \in \mathbb{R}^{p \times 1} \). This guarantees that \( Q_{L}(\eta | \beta) \) is an
upper bound of the value \( f(\eta) \) to be minimized.

Now we define the operator \( \mathcal{H}_{k} \):
\[
\eta := (\eta_{1}, \eta_{2}, \ldots, \eta_{p})^{T} \in \mathcal{H}_{k}(\beta)
\]
by the following steps.

1. Sort the entries of \( \beta \) such that
\[
|\beta_{\pi(1)}| \geq |\beta_{\pi(2)}| \geq \cdots \geq |\beta_{\pi(p)}|,
\]
where \( \pi \) is a permutation of \( \{1, 2, \ldots, p\} \).

2. Assign the \( k \) entries of \( \beta \) to \( \eta \) as
\[
\eta_{j} := \begin{cases} 
    \beta_{j} & \text{if } j \in \{\pi(1), \pi(2), \ldots, \pi(k)\}, \\
    0 & \text{otherwise}. 
\end{cases}
\]

For example, when \( \beta = (-3, 1, 4, -2)^{T} \), we obtain \( \eta = (-3, 0, 4, 0)^{T} \in \mathcal{H}_{k}(\beta) \) for \( k = 2 \).

To update the solution \( \beta^{(m)} \in \mathbb{R}^{p \times 1} \) at the \( m \)th iteration,
the DFO algorithm finds \( \eta \) such that \( Q_{L}(\eta | \beta^{(m)}) \) is
minimized (Figure 1). This computation can be performed by
using the operator \( \mathcal{H}_{k} \) as
\[
\beta^{(m+1)} \in \operatorname{argmin}_{\eta} \left\{ Q_{L}(\eta | \beta^{(m)}) \mid \|\eta\|_{0} \leq k \right\} \quad (6)
\]
\[
= \operatorname{argmin}_{\eta} \left\{ \left\| \eta - (\beta^{(m)} - \frac{1}{L} \nabla f(\beta^{(m)})) \right\|_{2}^{2} \mid \|\eta\|_{0} \leq k \right\}
\]
\[
= \mathcal{H}_{k}(\beta^{(m)} - \frac{1}{L} \nabla f(\beta^{(m)})). \quad (7)
\]

The operation (7) moves \( \beta^{(m)} \) in the gradient-descent direc-
tion and then extracts the \( k \) most significant entries. This
update is guaranteed to improve the quality of solutions in
the following sense:
\[
f(\beta^{(m+1)}) \leq Q_{L}(\beta^{(m+1)} | \beta^{(m)}) \quad \vdash \text{Eq. (3)}
\]
\[
\leq Q_{L}(\beta^{(m)} | \beta^{(m)}) \quad \vdash \text{Eq. (6)}
\]
\[
= f(\beta^{(m)}). \quad \vdash \text{Eq. (4)}
\]
The DFO algorithm for feature subset selection is summarized as follows.

**Algorithm 1** (Discrete First-order Algorithm):

**Step 0:** Let $\delta > 0$ be a threshold for convergence. Set $\beta^{(1)} \in \mathbb{R}^{p \times 1}$ such that $\|\beta^{(1)}\|_0 \leq k$, and $m \leftarrow 1$.

**Step 1:** Compute

$$
\beta^{(m+1)} \in \mathcal{H}_k\left(\beta^{(m)} - \frac{1}{L} \nabla f(\beta^{(m)})\right).
$$

**Step 2:** If $|f(\beta^{(m)}) - f(\beta^{(m+1)})| \leq \delta$, then terminate the algorithm and output the solution $\beta^{(m+1)}$.

**Step 3:** Set $m \leftarrow m + 1$ and return to Step 1.

**4. Stochastic Discrete First-order Algorithm**

This section presents our SDFO algorithm for feature subset selection.

**4.1 Random Perturbations**

We begin by sampling a vector $\xi := (\xi_1, \xi_2, \ldots, \xi_p)^\top$ of random perturbations, where each entry follows an independent normal distribution $\mathcal{N}(0, \sigma^2)$ with standard deviation $\sigma$. We next define a new operator $\mathcal{G}_k$:

$$
\eta \in \mathcal{G}_k(\beta \mid \xi)
$$

by the following steps.

1. Sort the entries of $\beta + \xi$ such that

$$
|\beta_{\pi(1)} + \xi_{\pi(1)}| \geq |\beta_{\pi(2)} + \xi_{\pi(2)}| \\
\vdots \\
|\beta_{\pi(p)} + \xi_{\pi(p)}|.
$$

2. Assign the $k$ entries of $\beta$ to $\eta$ as

$$
\eta_j := \begin{cases} 
\beta_j & \text{if } j \in \{\pi(1), \pi(2), \ldots, \pi(k)\}, \\
0 & \text{otherwise}.
\end{cases}
$$

This operation partially randomizes a subset of features and makes it possible to escape from locally optimal solutions.

Our SDFO algorithm for feature subset selection is summarized as follows. Note that since random perturbations may deteriorate the quality of solutions, we retain $\hat{\beta} \in \mathbb{R}^{p \times 1}$ as a known solution.

**Algorithm 2** (Stochastic Discrete First-order Algorithm):

**Step 0:** Let $T$ be an upper limit on the number of iterations. Set $\beta^{(1)} = \hat{\beta} \in \mathbb{R}^{p \times 1}$ such that $\|\beta^{(1)}\|_0 \leq k$, and $m \leftarrow 1$.

**Step 1:** Set $\sigma_m$ and sample a vector $\xi^{(m)} \sim \mathcal{N}(0, \sigma_m^2 I)$.

**Step 2:** Compute

$$
\beta^{(m+1)} \in \mathcal{G}_k\left(\beta^{(m)} - \frac{1}{L} \nabla f(\beta^{(m)}) \mid \xi^{(m)}\right).
$$

**Step 3:** If $f(\beta^{(m+1)}) < f(\hat{\beta})$, then $\hat{\beta} \leftarrow \beta^{(m+1)}$.

**Step 4:** If $m \geq T$, then terminate the algorithm and output the solution $\hat{\beta}$.

**Step 5:** Set $m \leftarrow m + 1$ and return to Step 1.

**4.2 Analysis of Random Perturbations**

We conducted a simple analysis to determine an appropriate value of $\sigma_m$ to be used in Step 1 (Algorithm 2). For analytical simplicity, it is assumed here that $\nabla f(\beta) \approx \mathbf{0}$ when $\beta$ is close to a locally optimal solution; this will occur when only a few features are related to the response.

Suppose that $c := \beta_{\pi(k)}$ according to Eq. (5). Then, if $|\xi_1| > |c + \xi_2|$ holds with $\xi_1, \xi_2 \sim \mathcal{N}(0, \sigma^2)$, the $\pi(k)$th feature will be replaced by a feature not already included. Accordingly, the probability of the $\pi(k)$th feature being replaced by some unincluded feature is given by

$$
P(c, p, k) := 1 - \left(1 - P(|\xi_1| > |c + \xi_2|)^{p-k}\right),
$$

$$
Pr(|\xi_1| > |c + \xi_2|) = 2 \int_{-c}^{\infty} \int_{-c}^{\xi_1} \phi(\xi_1)\phi(\xi_2)\,d\xi_2\,d\xi_1,
$$

where $\phi(\cdot)$ is the probability density function of the normal distribution $\mathcal{N}(0, \sigma^2)$.

As shown in Table 1, we calculated this replacement probability numerically with $\sigma = \gamma c$, where $\gamma$ is a user-defined parameter. In this case, the value of $P(c, p, k)$ does not depend on $c$. When $\gamma = 0.15$, selected features are rarely replaced, when $\gamma = 0.25$, the $\pi(k)$th feature is frequently replaced, so the sequence of solutions will not converge to a locally optimal solution. For this reason, we set

$$
\sigma_m = 0.2 \cdot \beta_{\pi(k)}^{(m)}
$$

as a compromise value in Step 1 (Algorithm 2) in our simulation experiments.

<table>
<thead>
<tr>
<th>$p$</th>
<th>$k$</th>
<th>$\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>10</td>
<td>0.0002</td>
</tr>
<tr>
<td>500</td>
<td>10</td>
<td>0.0012</td>
</tr>
</tbody>
</table>

**4.3 Optimal Step Size**

To accelerate convergence of the algorithm, we adopt a strategy of computing the optimal step size in the gradient-descent direction.

Specifically, we use the following step size, which minimizes the SSE (1) at the $m$th iteration:

$$
\alpha_m = \arg\min_{\alpha} f(\beta^{(m)} - \alpha \nabla f(\beta^{(m)})).
$$

A closed-form solution can be obtained for this step size. **Theorem 1:** The optimal step size (9) is given by
Follows.

\[ \alpha_m = \frac{\nabla f(\beta(m))^\top \nabla f(\beta(m))}{\nabla f(\beta(m))^\top X^\top X \nabla f(\beta(m))}. \quad (10) \]

(Proof) The first-order optimality condition for Eq. (9) is written as
\[
\frac{d}{d\alpha} f(\beta(m)) - \alpha \nabla f(\beta(m)) = - \nabla f(\beta(m))^\top \nabla f(\beta(m)) + \nabla f(\beta(m))^\top X^\top X \nabla f(\beta(m)) \alpha = 0,
\]
which provides the solution (10). □

Consequently, we can rewrite Step 2 (Algorithm 2) as follows.

**Step 2** Compute
\[
\beta^{(m+1)} \in G_k(\beta(m) - \alpha_m \nabla f(\beta(m))) \vert \xi^{(m)}).
\]

where \( \alpha_m \) is given by Eq. (10).

4.4 \( L_2 \)-Regularization

To enhance the predictive performance of the subset regression model, we use an \( L_2 \)-regularization term [17] in our algorithm. This amounts to solving the following optimization problem:
\[
\begin{align*}
& \text{minimize} \quad f_2(\beta) := \frac{1}{2} \| y - X \beta \|_2^2 + \frac{1}{2} \| \beta \|_2^2 \quad (11) \\
& \text{subject to} \quad \| \beta \|_0 \leq k, \quad (12)
\end{align*}
\]
where \( \lambda \geq 0 \) is a regularization parameter.

Our algorithm can be readily applied to this problem because the objective function (11) is differentiable:
\[
\nabla f_2(\beta) = (X^\top X + \lambda I)\beta - X^\top y.
\]

Note also that the Lipschitz constant is revised to \( L = \lambda_{\max}(X^\top X) + \lambda \).

5. Simulation Experiments

This section describes the effectiveness of our method as evaluated by simulation experiments.

5.1 Synthetic Datasets

We considered a low-dimensional setting (\( n = 500 \) and \( p = 100 \)) and a high-dimensional setting (\( n = 100 \) and \( p = 500 \)), where \( n \) and \( p \) are the numbers of samples and candidate features, respectively.

Following previous studies [5], [15], we generated synthetic datasets according to the following steps.

1. First, we defined a vector of true coefficients having \( s \) nonzero entries, equally spaced, as
\[
\beta^* := (1, 0^\top, 1, 0^\top, \ldots, 1, 0^\top, 1)^\top \in \{0, 1\}^{p \times 1},
\]
\[
s := \| \beta^* \|_0.
\]

2. Next, we obtained each row vector \( x^\top \in \mathbb{R}^{1 \times p} \) in the matrix \( X \) from a normal distribution \( x \sim N(0, \Sigma) \), where \( \Sigma \in \mathbb{R}^{p \times p} \) is the covariance matrix having \( \rho^{(i-j)} \) as the \((i, j)\)th entry.

3. Finally, we generated each entry of the response vector \( y \) as
\[
y := (\beta^*)^\top x + \varepsilon,
\]
with the error term obtained from a normal distribution \( \varepsilon \sim N(0, \tau^2) \).

Here, \( s \) is the true subset size, \( \rho \) is the strength of correlations between features, and \( \tau \) is the standard deviation of the error term. We tested \( s = 10 \) and \( \rho \in \{0.35, 0.70\} \), following Hastie et al. [15].

The signal-to-noise ratio (SNR) is defined as the signal variance divided by the noise variance:
\[
\nu := \frac{\text{Var}(\beta^*)^\top x}{\text{Var}(\varepsilon)} = \frac{(\beta^*)^\top \Sigma \beta^*}{\tau^2}. \quad (13)
\]

Note that when the SNR (i.e., \( \nu \)) is large, the error variance (i.e., \( \tau^2 \)) should be small, making it easy to accurately estimate \( \beta^* \).

5.2 Evaluation Metrics

Suppose that \( \hat{\beta} \) was provided by our algorithm. From this, we compute the relative test error [15], which characterizes the expected (out-of-sample) prediction error.

\[
\text{Relative Test Error} := \frac{\mathbb{E}[(y - \hat{\beta}^\top x)^2]}{\text{Var}(\varepsilon)} = \frac{(\beta^* - \hat{\beta})^\top \Sigma (\beta^* - \hat{\beta}) + \tau^2}{\tau^2}.
\]

Here, a perfect score is 1 (occurring when \( \hat{\beta} = \beta^* \)), and the null score is \( \nu + 1 \) (occurring when \( \hat{\beta} = 0 \)).

Note that \( \hat{S} := \{ j \mid \hat{\beta}_j \neq 0 \} \) and \( \hat{S}^* := \{ j \mid \beta^*_j \neq 0 \} \) are the index sets of the selected and true features, respectively.

To evaluate the accuracy of the subset selection, we used the \( F1 \) score [26], which is the harmonic average of \( \text{Recall} := |\hat{S} \cap S^*|/|\hat{S}| \) and \( \text{Precision} := |\hat{S} \cap S^*|/|\hat{S}| \); that is,

\[
\text{F1 Score} := \frac{2 \cdot \text{Recall} \cdot \text{Precision}}{\text{Recall} + \text{Precision}}.
\]

We also examined the number of features,

\[
\text{Number of nonzeros} := \| \hat{\beta} \|_0 = |\hat{S}|.
\]

The results were averaged over ten trials.

5.3 Convergence Performance

To confirm the superiority of our method over the original
DFO algorithm, we compared the convergence performance of the following methods:

**DFO:** the discrete first-order algorithm [5] (Algorithm 1),

**DFO+OS:** Algorithm 1 using the optimal step size (10),

**SDFO:** our stochastic discrete first-order algorithm (Algorithm 2), and

**SDFO+OS:** Algorithm 2 using the optimal step size (10).

All these algorithms were implemented in the Python programming language. The subset size was set as \( k = s = 10 \). The initial solution \( \beta^{(1)} = 0 \) was given to the DFO algorithms; after that, the DFO algorithms were repeatedly executed by generating \( \beta^{(t+1)} \in H_k(\xi) \) randomly with \( \xi \sim N(0, I) \), where the threshold for convergence was set to \( \delta = 10^{-4} \), following Bertsimas et al. [5]. The initial solution \( \beta^{(1)} = 0 \) was also given to our SDFO algorithms with the standard deviation (8). All computations were performed on an Apple MacBook Air computer with an Intel Core i5-5250U CPU (1.60 GHz) and 4 GB of memory.

Figure 2 shows the results for the low-dimensional setting \((i.e., n = 500\) and \( p = 100 \)). It is clear that the performance of DFO was the worst, with the relative test error provided by DFO decreasing very slowly in many cases. Including random perturbations and using the optimal step size were both effective, as indicated by DFO+OS and SDFO performing better than DFO alone. Moreover, SDFO+OS achieved the best performance of the four algorithms. However, these algorithms performed quite similarly in the case shown in Figure 2c, where the features were weakly correlated \((\rho = 0.35)\) and the SNR was very high \((\nu = 4.00)\). In that case, all the algorithms found the best possible solution very quickly.

Figure 3 shows the results for the high-dimensional setting \((i.e., n = 100\) and \( p = 500 \)). In this case, because the number of samples is smaller than the number of candidate features, it is very difficult to find a good solution. Indeed, none of the algorithms reduced the relative test error when the SNR was 0.25 and 1.00. Also in this case, our SDFO algorithm (both with and without optimal step size) increased the relative test error very rapidly because of its faster convergence. However, when the SNR was 4.00, our SDFO algorithms substantially outperformed the DFO algorithms.

### 5.4 Predictive Performance

To demonstrate the advantage of our method over the commonly used algorithms for feature subset selection, we compared the predictive performance among the following methods:

- **Lasso:** lasso \((i.e., L_1\)-regularized regression) [31];
- **Forward stepwise:** forward stepwise selection [10];
- **SDFO+OS:** Algorithm 2 using the optimal step size (10); and
- **SDFO+OS+L2:** Algorithm 2 using the optimal step size (10) and the \( L_2 \)-regularization term (11).

The lasso method was performed using the `glmnet` package [12] for the R programming language, where a sequence of 100 values of the regularization parameter \( \lambda \) was produced by the default configuration. Forward stepwise selection was performed using the `step` function of R, where the Akaike information criterion was used for selection. As in Section 5.3, our SDFO algorithms were implemented in the Python programming language, and the regularization parameter \( \lambda \) was set to each element of \([0, 1, 10, 100, 1000] \). Each of the SDFO computations was terminated after 0.05 s for the low-dimensional setting and after 0.10 s for the high-dimensional setting.

The regularization parameter \( \lambda \) and the subset size \( k \in \{1, 2, \ldots , 30\} \) were tuned through hold-out validation. Following Hastie et al. [15], we chose the values for which the SSE (1) of the external validation set of size \( n \) was minimized. As before, all computation was performed on an Apple MacBook Air computer with an Intel Core i5-5250U CPU (1.60 GHz) and 4 GB memory.

Figure 4 shows the results for the low-dimensional setting \((i.e., n = 500\) and \( p = 100 \)). The lasso method provided the smallest relative test error when the SNR was very small, but its performance was the worst for larger SNR values. The main reason for this is that the lasso method selected too many features (Figures 4c and 4f). Forward stepwise selection and SDFO+OS delivered similar performances, whereas SDFO+OS+L2 outperformed both, especially when the SNR was small. This is because SDFO+OS+L2 tends to avoid overfitting because it includes the \( L_2 \)-regularization term.

Figure 5 shows the results for the high-dimensional setting \((i.e., n = 100\) and \( p = 500 \)). In this case, SDFO+OS+L2 outperformed the other methods, particularly when the SNR was large. Note also that the lasso method performed better in the high-dimensional setting (Figure 5) than in the low-dimensional setting (Figure 4). Because of the regularization terms, both SDFO+OS+L2 and the lasso method can achieve high predictive performance in the high-dimensional setting.

### 6. Conclusion

We proposed the SDFO algorithm for selecting a subset of features to use for multiple linear regression. In contrast with the original DFO algorithm, our SDFO algorithm can escape from locally optimal solutions by adding random perturbations to the sequence of candidate solutions provided by the algorithm. We also derived the optimal step size in the gradient-descent direction to accelerate convergence of the algorithm. Separately, we incorporated an \( L_2 \)-regularization term into the algorithm to improve the predictive performance.

The simulation results confirmed that our algorithm reduced the out-of-sample prediction error much faster than did repeated execution of the DFO algorithm with random initializations. Moreover, our algorithm delivered better accuracy in terms of both subset selection and prediction than did the lasso and forward stepwise selection methods. In addition to these successful results, it is notable that our algorithm is very simple to understand and easy to implement.
These properties seem likely to make it attractive to both academic researchers and corporate data analysts.

A future direction of study will be to further improve the efficiency of the algorithm by means of sophisticated implementation techniques. Another direction of future research is to conduct theoretical analyses of the algorithm’s performance. We are now working on extending our algorithm to mixed-integer optimization models for ordinal regression and classification [4], [18], [19], [24], [27], [28].
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Fig. 2  Relative test error versus computation time [s]: $n = 500$, $p = 100$, and $s = 10$
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