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Abstract—Increasing penetration of wind and renewable generation poses significant challenges to the power system operations and reliability. This paper considers the real-time optimal transmission switching (OTS) problem for determining the generation dispatch and network topology that can account for uncertain energy resources. To efficiently solve the resultant two-stage stochastic program, we propose a tractable linear decision rule (LDR) based approximation solution that can eliminate the uncertainty variables and lead to fixed number of constraints. The proposed LDR approach can guarantee feasibility, and significantly reduces the computational complexity of existing approaches that grows with the number of randomly generated samples of uncertainty. Numerical studies on IEEE test cases demonstrate the high approximation accuracy of the proposed LDR solution and its computational efficiency for real-time OTS implementations.
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I. INTRODUCTION

Recent years have witnessed the continued growth of wind energy and other renewable sources, which currently provide a significant portion of the electricity generation capacity in the U.S. and worldwide. The uncertainty and lack of flexibility of these renewable generation greatly challenge the real-time operational tasks for power transmission systems. One example of such tasks is the optimal transmission switching (OTS) problem by controlling the network topology to effectively reduce the operational costs and mitigate grid congestion [1]. With increasing variability and intermittency in energy resources, it is imperative to design efficient real-time OTS strategies that can account for problem uncertainty.

The OTS problem under uncertainty has been considered in [2], which proposes a chance-constrained formulation solved by sample average approximation (SAA). To tackle the computational inefficiency due to SAA, algorithmic modifications are introduced therein, yet still require uncertainty sampling. Moreover, the scenario reduction technique and heuristic methods are applied in [3] to accelerate the SAA solution. In addition, a probabilistic topology control scheme is developed in [4], with the uncertainty modeled via the point estimation to lessen the computational burden due to large-scale scenarios. To the best of our knowledge, all existing methods follow the SAA solution framework and suffer from the scalability issue.

The goal of this work is to propose a real-time solution for OTS under uncertainty by leveraging the linear decision rules (LDR) that can approximate the solutions of two-stage stochastic programs [5], [6]. To solve the latter, one can make a here-and-now decision at the first stage followed by adjusting recourse actions at the second stage upon observing the uncertainty. To eliminate the complexity arising from uncertainty sampling in SAA, the LDR approximation is an effective technique by restricting recourse decisions to be unknown affine functions of uncertainty. By assuming all uncertainty variables falling within a polytope, such affine reformulation allows to eliminate the uncertainty variables through dualization and lead to finite number of constraints. Hence, the main contribution of our work is three-fold:

1) A two-stage OTS problem under uncertainty is formulated which incorporates real-time generation set-points and automatic generation control under reserve limits.

2) A scenario-free tractable LDR approximation is proposed for the primal recourse decisions that can achieve high computational efficiency for the two-stage OTS problem with feasible solutions in real time.

3) A dual LDR counterpart is also implemented to obtain a lower bound for the two-stage OTS problem, which together with the upper bound from primal LDR can quantify the approximation accuracy.

This paper is organized as follows. Section II presents the deterministic OTS formulation and the uncertainty modeling. Section III first formulates the two-stage stochastic program for the OTS problem under uncertainty and then develops the LDR approximations for efficient solvers. Numerical studies on the IEEE 14-bus and 118-bus systems are presented in Section IV to demonstrate the validity and efficiency of the proposed LDR approaches.

II. SYSTEM MODELING

We adopt the dc power flow based optimal transmission switching (OTS) formulation. Consider a transmission system...
with $N$ buses collected in the set $\mathcal{N} := \{1, \ldots, N\}$ and $L$ lines in $\mathcal{L} := \{(i, j)\} \subset \mathcal{N} \times \mathcal{N}$. For bus $i$, let $\theta_i$ be its voltage angle and collect all $\{\theta_i\}$ in $\theta \in \mathbb{R}^N$. Similarly, denote $g$, $d \in \mathbb{R}^N$ as vectors of generation and load per bus, respectively. Line flows $\{f_{ij}\}$ are collected in $f \in \mathbb{R}^L$, given by:

$$f = K\theta$$

(1)

where matrix $K \in \mathbb{R}^{L \times N}$ depends on the network topology. Specifically, the row corresponding to line $(i, j)$ is $b_{ij}(e_i - e_j)^T$, with $b_{ij}$ being the inverse of line reactance and $e_i$ as the standard basis vector. Furthermore, power conservation leads to the net injection $p = g - d$ as:

$$p = Af$$

(2)

where $A \in \mathbb{R}^{N \times L}$ is the incidence matrix for the underlying graph $(\mathcal{N}, \mathcal{L})$. The column of $A$ corresponding to line $(i, j)$ equals to $(e_i - e_j)$.

The optimal transmission switching (OTS) problem aims to determine the optimal grid topology while minimizing the total generation cost under given load $d$. For simplicity, linear generation cost is considered and $c \in \mathbb{R}^N$ denotes the known vector of generation cost coefficients. We introduce the vector of binary decision variables $z \in \mathbb{R}^L$ to indicate the transmission line status ($1$: closed, $0$: open). Under a maximum number of $L_o$ open lines, the OTS problem is formulated as a mixed-integer linear program (MILP), given by

$$\min \ c^Tg$$

s.t. $g \in \mathbb{R}^N$, $\theta \in \mathbb{R}^N$, $f \in \mathbb{R}^L$, $z \in \mathbb{Z}^L$

(3a)

$$\begin{align*}
g_{\min} & \leq g \leq g_{\max} \quad (3b) \\
\theta_{\min} & \leq \theta \leq \theta_{\max} \quad (3c) \\
D_{f_{\min}}z & \leq f \leq D_{f_{\max}}z \quad (3d) \\
A\theta - f + D_M(1 - z) & \geq 0 \quad (3e) \\
1^Tz & \geq L - L_o \quad (3f)
\end{align*}$$

The diagonal matrices $D_{f_{\min}}$ and $D_{f_{\max}}$ collect the given lower/upper limits of line flow, respectively. In addition, each diagonal entry of the diagonal matrix $D_M$ is a positive constant $M_{ij}$ corresponding to line $(i, j)$, which will be defined soon.

Constraints (3) are discussed in detail here. Generation, phase angle and line flow limits are set in (3c)-(3e) according to system operating limits. Note that for any open line ($z_{ij} = 0$), its flow $f_{ij}$ is set to zero in (3e). Constraint (3f) enforces network power balance in (2). Moreover, the pair of constraints (3g)-(3h) are introduced for the line flow model in (1). For any closed line ($z_{ij} = 1$), the two inequalities are equivalent to an equality constraint as in (1). Otherwise, under $z_{ij} = 0$ and thus $f_{ij} = 0$ [cf. (3e)], these two constraints respectively become $b_{ij}(\theta_i - \theta_j) + M_{ij} \geq 0$ and $b_{ij}(\theta_i - \theta_j) - M_{ij} \leq 0$, both of which hold for a sufficiently large constant $M_{ij}$ and are thus redundant. This is known as the Big-M method [7], which is popular for handling constraints with binary variables.

Typically, smaller $M_{ij}$ values can reduce the computation time for (3). Thus, for each line $(i, j)$, we set:

$$M_{ij} := b_{ij}\Delta\theta_{ij}^{\text{max}}$$

(4)

where $\Delta\theta_{ij}^{\text{max}}$ is a given line limit for angle stability [cf. (3d)]. Lastly, (3i) limits the total number of open lines.

Furthermore, we present the uncertainty model due to renewable generation. Let $K$ denote the total number of wind farms. During the window of generation dispatch or OTS, the actual wind generation $g_w \in \mathbb{R}^K$ can be thought of as a deterministic nominal value $\xi \in \mathbb{R}^K$ augmented by an uncertainty output $\xi \in \mathbb{R}^K$. Given $\xi$ follows a distribution $\mathbb{P}$, we can represent the random vector $g_w = \hat{\xi} + \xi$, $\xi \sim \mathbb{P}$.

(5)

For a simplified model, a more conservative assumption than distribution $\mathbb{P}$ is typically used with a given support set $\Xi$; i.e., $\xi \in \Xi$ always holds. Under a data-driven environment, the support set of the uncertainty can be easily obtained from the historical data and therefore is a realistic assumption. Instead of giving explicit realizations of the uncertainty, the conservative formulation is able to incorporate all the scenarios within the support set. If $\Xi$ is a closed set, then it is always possible to find upper/lower bounds for each entry. Hence, to acquire the set $\Xi$, one can either utilize historical data or employ uncertainty bounds [8] where a box constraint set can be given:

$$\xi_{\min} \leq \xi \leq \xi_{\max}$$.  

(6)

This model can be also represented using linear inequality constraints as $S\xi \leq t$, with $S = [I; -I]$ and $t = [\xi_{\max}; -\xi_{\min}]$. Note that this model can be used for any convex polytope constraint sets that may not be box. The ensuing section will present a fast solver for OTS problem under uncertainty with the general full-dimensional [9] uncertainty model $S\xi \leq t$.

### III. OTS Problem under Uncertainty

To incorporate uncertainty in (5) into OTS, we can formulate it as a two-stage stochastic program [10] by making a here-and-now decision and taking recourse or wait-and-see actions once the realizations of $\xi$ are observed. For the two-stage OTS problem, recourse actions on generation, phase angle, and line flow are updated once the wind output uncertainty is realized. To model the generation adjustment, we consider the automatic generation control (AGC) scheme widely used in power system operations for quickly restoring power imbalance [11, Ch. 9]. The AGC mechanism works by assigning a fixed percentage of instantaneous power imbalance to each dispatchable generator. As the total power imbalance due to $\xi$ equals to $1^T\xi = \xi_1 + \ldots + \xi_t$, the generation adjustment under the AGC becomes $g(\xi) = \gamma(1^T\xi)$ with vector $\gamma$ denoting the AGC coefficients per generator. As for the line flows and phase angles, they are not adjusted in a fixed manner and modeled using the recourse functions $f^r: \mathbb{R}^K \to \mathbb{R}^L$ and $\theta^r: \mathbb{R}^K \to \mathbb{R}^N$. The flexibility of generator dispatch is limited by the committed reserves, with $r^+$ and $r^-$ denoting
the upper/lower reserve limits. In addition, vector $q$ collects the linear cost coefficients for reserve dispatch. Thus, the two-stage OTS problem under the uncertain $\xi$ is cast as:

$$\begin{align*}
\min & \quad c^T g + \mathbb{E}[q^T g'(\xi)] \\
\text{s.t.} & \quad (3b) - (3i), \quad \gamma \in \mathbb{R}^N \\
& \quad g' : \mathbb{R}^K \to \mathbb{R}^N, \theta' : \mathbb{R}^K \to \mathbb{R}^N, f' : \mathbb{R}^K \to \mathbb{R}^L \\
& \quad g' = \gamma 1^T \xi, \quad r^- \leq g' \leq r^+ \quad \mathbb{P}\text{-a.s.} \\
& \quad g^\min \leq g + g' \leq g^\max \quad \mathbb{P}\text{-a.s.} \\
& \quad \theta^\min \leq \theta + \theta' \leq \theta^\max \quad \mathbb{P}\text{-a.s.} \\
& \quad D_f^\min z \leq f + f' \leq D_f^\max \quad \mathbb{P}\text{-a.s.} \\
& \quad A(f + f') = g + g' - d + F(\xi + \xi) \quad \mathbb{P}\text{-a.s.} \\
& \quad K(\theta + \theta') - f - f' + D_M(1 - z) \geq 0 \quad \mathbb{P}\text{-a.s.} \\
& \quad K(\theta + \theta') - f - f' - D_M(1 - z) \leq 0 \quad \mathbb{P}\text{-a.s.}. \quad (7j)
\end{align*}$$

Note that the first-stage decisions $\{g, \theta, f, z, \xi\}$ also include the AGC coefficients that can be adjusted to reduce the total cost, as opposed to a fixed $\gamma$. In addition, the second-stage decision variables $\{\theta'(\xi), f'(\xi)\}$ capture the actual adjustments on phase angle and line flow, respectively. The transformation matrix $F \in \mathbb{R}^{N \times K}$ is introduced to map the wind generation $(\xi + \xi) \in \mathbb{R}^K$ to the system dimension $N$.

The problem aims to minimize the sum of total generation cost at the first-stage and the expected cost of real-time recourse reserve adjustment. Thus, constraint (7d) imposes the operating reserve limits and (7e)-(7j) are to ensure the corresponding constraints from OTS problem (3) still hold after the recourse actions are taken [cf. (3c)-(3h)]. A two-stage stochastic program like (7) is generally intractable [12] as it involves infinitely many constraints and decision variables parameterized by $\xi \in \mathbb{P}$. One popular solution scheme is the sample average approximation (SAA) method by approximating $\mathbb{P}$ using a finite number of scenarios $\{\xi^1, \ldots, \xi^S\}$ sampled from the probability distribution $\mathbb{P}$. This way, the expectation in the objective function (7a) reduces to the average $\frac{1}{S} \sum_{s=1}^{S} q^T g'(\xi^s)$, while all the $\mathbb{P}$-a.s. constraints are relaxed to finitely many constraints imposed only at the sample scenarios. The SAA method is asymptotically consistent; i.e., its optimal value asymptotically converges to that of the original two-stage stochastic program as the number of samples $S$ increases. However, a very large $S$ may be necessary to gain an acceptable accuracy. This implies solving a large-scale MILP where the number of constraints and number of decision variables both grow linearly with $S (\mathcal{O}(S))$. The computational scalability issue can prevent the SAA method from solving OTS in real time. To address this issue, we propose a scenario-free fast solution that utilizes the linear decision rule (LDR) scheme.

A. Linear Decision Rule (LDR) Based Approximations

The LDR based approximation is a powerful scheme for addressing the computational complexity of multi-stage stochastic and robust programs. In this approximation, the recourse actions are restricted to have an affine dependence on the uncertain parameters $\xi$, thereby using “linear decision” variables. Specifically, the phase angle and line flow functions are set to follow the form $\theta'(\xi) = Y_\theta \xi + y_\theta$ and $f'(\xi) = Y_f \xi + y_f$. Note that the generation adjustment $g'(\xi) = \gamma 1^T \xi$ requires no further modification as it is already in the affine form. This restriction of recourse actions leads to a conservative approximation such that its optimal value is an upper bound on that of (7). In addition, its solution if feasible, is still feasible to (7). Using a given support set $\Xi$, the LDR reformulation of (7) becomes the following finite-dimensional problem that optimizes the unknown coefficients $Y_\theta, y_\theta, Y_f, y_f$:

$$\begin{align*}
\min & \quad c^T g + q^T \gamma 1^T \mu \\
\text{s.t.} & \quad (3b) - (3i), \quad \gamma \in \mathbb{R}^N \\
& \quad Y_\theta \in \mathbb{R}^{N \times K}, \quad y_\theta \in \mathbb{R}^N, \quad Y_f \in \mathbb{R}^{L \times K}, \quad y_f \in \mathbb{R}^L \\
& \quad r^- \leq \gamma 1^T \xi \leq r^+ \quad \forall \xi \in \Xi \\
& \quad g^\min \leq g + \gamma 1^T \xi \leq g^\max \quad \forall \xi \in \Xi \\
& \quad \theta^\min \leq \theta + Y_\theta \xi + y_\theta \leq \theta^\max \quad \forall \xi \in \Xi \\
& \quad D_f^\min z \leq f + Y_f \xi + y_f \leq D_f^\max \quad \forall \xi \in \Xi \\
& \quad A(f + Y_f \xi + y_f) = g + \gamma 1^T \xi - d + F(\xi + \xi) \quad \forall \xi \in \Xi \\
& \quad K(\theta + Y_\theta \xi + y_\theta) - f - (Y_f \xi + y_f) + D_M(1 - z) \geq 0 \quad \forall \xi \in \Xi \\
& \quad K(\theta + Y_\theta \xi + y_\theta) - f - (Y_f \xi + y_f) - D_M(1 - z) \leq 0 \quad \forall \xi \in \Xi. \quad (8j)
\end{align*}$$

where the mean of the uncertainty $\mu := \mathbb{E}[\xi]$. The $\mathbb{P}$-a.s. constraints in (7) reduce to semi-infinite constraints in (8) as they merely involve affine functions in $\xi$. If the support set $\Xi$ is full dimensional, any semi-infinite equality of the form $H \xi + h = 0, \forall \xi \in \Xi$, holds if and only if both $H = 0$ and $h = 0$ [6]. Therefore, the linear equality (8h) is equivalent to the following finite equalities:

$$AY_f = \gamma 1^T + F \text{ and } Af + AY_f = g - d + F\xi.$$  

The inequality constraints in (8) are also amenable to tractable finite reformulations through dualization. For instance, consider the semi-infinite constraint in (8i), specifically $\theta + Y_\theta \xi + y_\theta \leq \theta^\max, \forall \xi \in \Xi$. It can be reformulated to the following conditions that hold for any $i \in N$:

$$\theta_i + y_{\theta,i} - \theta^\max_{\xi} \leq \min_{\xi \leq 0} -e_i^T Y_\theta \xi$$

where $e_i$ is the standard basis vector. Dualizing the right hand side of (9) leads to the following maximization problem:

$$\begin{align*}
\min_{\xi \leq 0} -e_i^T Y_\theta \xi = \max_{\pi_{\xi} \geq 0, \pi_{\xi}^T s = e_i^T} Y_\theta - \pi_{\xi}^T \xi. \quad (10)
\end{align*}$$

Strong linear programming duality applies because $\Xi$ is non-empty. Collect the dual variables $\pi_{\xi}^T \in \alpha = [\pi_1^T, \ldots, \pi_N^T]$. Thus, associating (9) with (10) implies that the constraint $\theta + Y_\theta \xi + y_\theta \leq \theta^\max, \forall \xi \in \Xi$ is satisfied if and only if there exists $\alpha \geq 0$ such that $\alpha S = Y_\theta$ and $\theta + y_\theta - \theta^\max \leq -\alpha \xi$. 


Introducing $\alpha$ as a matrix of decision variables and applying this technique to all inequality constraints in (8), we can obtain the full reformulation for the LDR approximation as:

$$\begin{align*}
\min & \quad c^T g + q^T \gamma 1^T \mu \\
\text{s.t.} & \quad (8b), (8c), \quad \alpha_i \in \{1, 2, \ldots, 10\} \\
& \quad r^- \leq -\alpha_1 t, \quad \alpha_2 S = -\gamma 1^T \\
& \quad r^+ \leq -\alpha_2 t, \quad \alpha_2 S = \gamma 1^T \\
& \quad -g + g_{\min} \leq -\alpha_3 t, \quad \alpha_3 S = -\gamma 1^T \\
& \quad g - g_{\max} \leq -\alpha_4 t, \quad \alpha_4 S = \gamma 1^T \\
& \quad -\theta - y_0 + \theta_{\min} \leq -\alpha_5 t, \quad \alpha_5 S = -Y_0 \\
& \quad \theta + y_0 - \theta_{\max} \leq -\alpha_6 t, \quad \alpha_6 S = Y_0 \\
& \quad D_{f_{\min}} z - f - y_f \leq -\alpha_7 t, \quad \alpha_7 S = -Y_f \\
& \quad -D_{f_{\max}} z + f + y_f \leq -\alpha_8 t, \quad \alpha_8 S = Y_f \\
& \quad AY_f = \gamma 1^T + F, \quad Af +Ay_f = g - d + F\xi \\
& \quad -K(\theta + y_0) + f + y_f \leq D_{\delta}(1 - z) - \alpha_9 t \\
& \quad K(\theta + y_0) - f - y_f \leq D_{\delta}(1 - z) - \alpha_{10} t \\
& \quad KY_0 + \alpha_9 S = Y_f, \quad -KY_0 + \alpha_{10} S = -Y_f.
\end{align*}$$

To assess the suboptimality of the LDR approximation (11), we develop the dual LDR counterpart proposed in [6] that can obtain the lower bound of (7). The idea is to apply the LDR on the Lagrangian multipliers for (7d)-(7j), instead of the primal variables therein, by restricting the former to be affine functions of $\xi$. The aforementioned technique of converting semi-infinite constraints to tractable finite-dimensional ones can be similarly applied as well. Since this approach approximates the dual problem, instead of the primal, its solution provides a lower bound for the optimal objective of (7) due to duality theory. To sum up, the primal LDR formulation in (11) guarantees feasibility and upper bound of the original problem (7), while the dual LDR obtains the lower bound with no feasibility guarantee. As in any approximation bounds, the gap between the two bounds is very useful for evaluating the effectiveness of the feasible solution achieved by the primal LDR (11). This is especially attractive for large-scale systems where the two-stage stochastic program (7) is intractable.

### IV. Numerical Results

This section presents the numerical performance comparisons of the SAA method and the proposed LDR methods using the IEEE 14-bus and 118-bus test cases. The test cases have been slightly modified to include uncertain wind generation. The optimization problems are implemented in the MATLAB® and further solved by CPLEX solver on a regular laptop with Intel® CPU @ 2.60 GHz and 12 GB of RAM.

#### A. 14-Bus System Tests

The original IEEE 14-bus system consists of 20 lines and 5 conventional generators. We add 5 wind farms to the case, located at buses 3, 5, 6, 10, and 13, respectively. To quantify the wind output uncertainty, we use the upper/lower bound model in (6), with the range proportional to the nominal wind output $\xi$ and centered at zero ($\mathbb{E}[\xi] = 0$). To test the SAA, we randomly generate samples of $\xi$ for a sufficiently large sample size $S = 500$. Although different types of probability distributions have been examined for the SAA, we use the uniform distribution within the support set as an example. Notice that one can also incorporate spatial and temporal correlation of wind [13] in generating the samples, in this work for simplicity we treat the wind uncertainty at different wind farms $\xi_i, \forall i \in \{1, \ldots, K\}$ as independent random variables.

Since SAA can provide high accuracy in approximating the two-stage OTS problem (7), its result is used as the benchmark solution for evaluating LDR-based methods. Table I lists the switching decisions obtained by SAA and LDR methods under various numbers of open lines. The primal LDR gives exactly the same optimal $z^*$ as SAA, while the dual LDR leads to suboptimal solutions. This observation confirms our analysis on the LDR solutions. To quantify the accuracy of primal LDR approximation, the out-of-sample costs are listed in Table II. The out of sample test refers to re-solving the second-stage optimization problem for a new set of samples with the optimal first-stage solutions fixed. This approach can realistically depict the implementation performance for each method. Since SAA has been solved only for the original samples, its first-stage decisions may become infeasible for new scenarios. Such issue, if any, can be addressed by having larger sample size to tighten the feasible region the first time we run SAA. As the primal LDR works for any $\xi$ in the support set, there is no infeasibility issue. The dual LDR is neglected here as it provides the lower bound solution. Although SAA and primal LDR share the same $z^*$ as shown in Table I, their generation dispatch solutions $g^*$ slightly differ, and so do their out-of-sample costs. Interestingly, the out-of-sample cost for the primal LDR closely approaches that of SAA, only at 0.9% increase on average, so the generation dispatch obtained by the LDR is also a competitive approximation.

#### TABLE I: Line Switching Decisions for the 14-Bus System

<table>
<thead>
<tr>
<th>$L_o$</th>
<th>SAA</th>
<th>Primal LDR</th>
<th>Dual LDR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>[20]</td>
<td>[20]</td>
<td>[13]</td>
</tr>
<tr>
<td>2</td>
<td>[19;20]</td>
<td>[19;20]</td>
<td>[13]</td>
</tr>
<tr>
<td>3</td>
<td>[9;18;20]</td>
<td>[9;18;20]</td>
<td>[9;11;20]</td>
</tr>
<tr>
<td>4</td>
<td>[9;13;18;20]</td>
<td>[9;13;18;20]</td>
<td>[9;11;20]</td>
</tr>
</tbody>
</table>

#### TABLE II: Out-of-sample Costs for SAA and LDR

<table>
<thead>
<tr>
<th>$L_o$</th>
<th>SAA ($$/h)</th>
<th>Primal LDR ($$/h)</th>
<th>Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>378.7</td>
<td>383.9</td>
<td>1.37%</td>
</tr>
<tr>
<td>2</td>
<td>377.9</td>
<td>383.0</td>
<td>1.35%</td>
</tr>
<tr>
<td>3</td>
<td>364.2</td>
<td>366.4</td>
<td>0.60%</td>
</tr>
<tr>
<td>4</td>
<td>364.1</td>
<td>365.5</td>
<td>0.38%</td>
</tr>
</tbody>
</table>
Lastly, the computation time of all methods are plotted in Fig. 1. The LDR methods enjoy high computation efficiency, both solved within 1 second for various $L_o$ values. As the SAA’s complexity increases with the number of samples, it takes much longer time (>100 seconds) to achieve reasonable accuracy as compared to LDR. This confirms the improvement of the proposed LDR solutions for real-time operations.

**B. 118-Bus System Tests**

The larger-sized 118-bus system is also tested, consisting of 186 lines and 19 conventional generators. Five or more wind farms have been added in a similar fashion. Due to the scalability issue, the SAA method requires much higher computational time for this large system. The solver cannot obtain a converged solution for the SAA method within an hour, even for $L_o = 1$ and a reduced sample size ($S = 50$). Therefore, only the proposed LDR methods are presented here, with the approximation accuracy evaluated using the gap between the upper and lower bounds that are obtained respectively from primal and dual LDR.

We first fix the number of wind farms to be $K = 5$ and compare the LDR upper and lower bounds by varying $L_o$, as shown in Fig. 2. Overall, the gap between the two bounds is very small ($\leq 0.6\%$), validating the near-optimal performance of the primal LDR in approximating the original problem in this case. Furthermore, we increase the number of wind farms ($K = 7, 8, 9, 10$) and list the computation time of primal LDR in Table III. The results again demonstrate the computational efficiency of the proposed LDR approach and support its real-time implementation for the OTS problem under uncertainty.

**V. Conclusion**

In this paper we present a transmission switching strategy under uncertainty that accommodates the real time dispatch of generators, which is formulated as a two-stage stochastic program. To tackle the tractability issue and allow real time application, we further implement the linear decision rule approximation by restricting recourse actions to be affinely dependent on the uncertainty. We show that the uncertainty can be conveniently incorporated into a scenario-free reformulation through dualization. Numerical studies demonstrate the accuracy of the linear decision rule approach and its significant improvement in computational efficiency.
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