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Abstract

Facility location decisions significantly impact customer behavior and consequently the resulting demand in a wide range of businesses. Furthermore, sequentially realized uncertain demand enforces strategically determining locations under partial information. To address these issues, we study a facility location problem where the distribution of customer demand is dependent on location decisions. We represent moment information of stochastic demand as a piecewise linear function of facility-location decisions. Then, we propose a decision-dependent distributionally robust optimization model, and develop its exact mixed-integer linear programming reformulation. We further derive valid inequalities to strengthen the formulation. We conduct an extensive computational study, in which we compare our model with the existing (decision-independent) stochastic and robust models. Our results demonstrate superior performance of the proposed approach with remarkable improvement in profit and quality of service by extensively testing problem characteristics, in addition to computational speed-ups due to the formulation enhancements. These results draw attention to the need of considering the impact of location decisions on customer demand within this strategic-level planning problem.
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1 Introduction

Determining facility locations has been a fundamental problem in managerial-level decision making for modern transportation and logistics systems. In the most classical setting, a decision maker determines a subset of locations from a given set of candidate sites to open facilities, while assigning customer demand to these locations and minimizing related cost.
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The customer demand plays a critical role in this regard as it is a driving factor in determining where to open facilities. In various types of businesses, location decisions inherently impact customer demand as well. In particular, the availability of nearby facilities can affect customer behavior by boosting demand, which needs to be taken into account in this strategic-level facility location planning.

The facility location decisions significantly affect customer demand in many settings and consequently determine the success of a business. For instance, in carsharing businesses such as Zipcar and Car2go, customers can choose from a wide range of vehicles to rent for a short period of time, while having fewer cost and responsibilities as compared to full ownership of the vehicles [36]. Customers can pick up and drop off vehicles from certain rental locations in parking lots, referred to as stations, and the convenience of doing so determines the quality of carsharing service. Jorge and Correia [18], Ciari et al. [7] demonstrate that customer demand is affected mainly by the distance to station locations, and therefore their choices of whether or not to use carsharing are significantly impacted by the service availability within their neighborhood [see 43, 5]. Additionally, Shaheen et al. [39] indicate that when customers observe more vehicle availability and usage convenience after new rental stations open, their confidence to the carsharing service increases, resulting in higher demand for the service.

In addition to carsharing, similar impacts are observed from problems of warehouse location selection on customer demand in supply chains [16]. Erlenkotter [10] introduces price-sensitive demand relationship in the facility location problem, where demands are associated with facility locations and pricing strategy. These studies highlight the importance of location decisions on customer behavior, and present the need to integrate this decision-dependent demand information in the strategic planning phase of locating facilities.

On the other hand, customer demands are random and unknown when planning facility locations [24]. In most cases, the decision maker does not have sufficient information about the underlying demand. One approach is to consider demand forecasts when planning, and then solve a deterministic facility location problem using estimated demand values. Although a deterministic model is easier to handle from solving perspective, it produces inaccurate results by not fully capturing the underlying uncertainty. Stochastic and robust optimization approaches help the decision maker in this regard, depending on how much information we know about the uncertainty. Although stochastic optimization techniques are powerful in modeling various settings, their applicability is limited to the cases in which the distribution of the underlying uncertainty is fully known. Distributionally robust optimization (DRO) approaches, on the other hand, address this issue, and can obtain robust solutions under partial information.

In this paper, we propose a distributionally robust facility location problem under demand uncertainty by considering the dependency between customer demand and facility location decisions. To the best of our knowledge, this is the first study that formally considers the impact of location decisions on demand uncertainty within this strategic-level planning problem. Below we summarize the contributions of this work.

1. We describe moment information of random customer demand by piecewise linear functions of facility-location decisions, highlighting the interplay between location choices and customer behavior.
2. We formulate a decision-dependent distributionally robust facility location model. We obtain an exact mixed-integer linear programming reformulation of the studied model through duality and convex envelopes. We then propose enhancements to strengthen the formulation, including the derivation of valid inequalities.

3. We conduct numerical studies to demonstrate the effectiveness of the proposed distributionally robust decision-dependent approach from various perspectives. We develop a framework to compare our approach with the existing stochastic and robust optimization methodologies neglecting the decision-dependency. Our results highlight significant increase in profit and reduction in unmet demand, and its robust performance under numerous problem characteristics along with the computational efficiency of the formulation enhancements.

The remainder of this paper is organized as follows. In Section 2, we review the relevant literature in optimization, transportation, and logistics. In Section 3, we express demand distribution as a function of location decisions, and then present the decision-dependent distributionally robust facility location problem along with several formulation enhancements. In Section 4, we present our computational studies on a variety of randomly generated instances to evaluate the performance of the proposed approach under different settings. Section 5 concludes the paper with final remarks and future research directions.

2 Literature Review

Facility location problem variants. The facility location problem has been studied and analyzed for a wide variety of applications [see, e.g., 32, 26] to determine the locations of warehouses [33], distribution centers [45], emergency medical services [6], etc. Given the emergence of the Internet of Things (IoT), this problem is also considered for building smarter and connected cities via the determination of the optimal locations of sensors and devices to enhance data flows [11]. An important branch of facility location studies considers uncertainties in problem parameters such as demand. Snyder [40] provides a thorough review of facility location problems under various uncertainties in demand and cost parameters, and facility characteristics.

Stochastic programming and DRO methods. Stochastic programming approaches can be applied to address the issue of uncertain parameter once we know the full distributional information. For example, Santoso et al. [38] consider a stochastic facility location problem by sampling realizations of demand and capacity parameters from a certain distribution, and they propose an accelerated Benders decomposition algorithm. DRO provides an alternative approach to solve problems under uncertainty when the decision maker has partial information about the distribution. Although DRO approach yields reliable and cost-efficient solutions, it is less studied in the context of facility location. Lu et al. [22] consider distributionally robust reliable facility location problem by optimizing over worst-case distributions based on a given distribution of random facility disruptions; Santiváñez and Carlo [37] generalize the study in Lu et al. [22] by ensuring a minimum service level in satisfying demand under each disruption scenario. Recently, most relevant to our work, Liu et al. [21]
study DRO for optimally locating emergency medical service stations under demand uncertainty. To ensure the reliability of their plan, joint chance constraints are introduced and a moment-based ambiguity set is used for representing the uncertainty in demand. However, these studies pose limitation of modeling by not capturing the possible impact of location decisions on the uncertain parameters.

The DRO literature can be classified by the ambiguity set being used to describe distributional information of uncertainties. One line of research considers statistical distance-based ambiguity sets, which consider distributions within a certain distance to a target distribution. Some of the most studied distance measures in this area are $\phi$-divergence [4, 17], Wasserstein distance [28, 12] and Levy-Prokhorov metric [9]. Despite of the extensive literature and computational tractability results involving distance-based ambiguity sets, these approaches require a nominal distribution describing the underlying uncertainty with a high confidence level, which might not be available at the facility planning phase for many applications, especially when the service is newly launched and there exists no prior customer data. Another line of research is moment-based ambiguity sets [34, 8]. Depending on the definition of these ambiguity sets and benefiting from duality results, the related DRO models can be formulated as mixed-integer linear or semidefinite programs. In this paper, we focus on moment-based ambiguity sets in our analyses as they enable the representation of the direct effect of location decisions on the moments of random demand, and do not require a target distribution for parameterizing the ambiguity.

**Modeling decision-dependent uncertainty.** Integrating decision-dependent uncertainties within an optimization framework involves modeling challenges and computational complexities. The studies in this area can be categorized into two groups. The first group focuses on decisions impacting the time of information discovery. Goel and Grossmann [13] propose a mixed-integer disjunctive programming formulation for incorporating the relationship between the underlying stochastic processes and decisions affecting the time that uncertainty is revealed. As solving this problem involves computational challenges, Vayanos et al. [42] propose a decision rule approximation to ensure its tractability. Recently, Basciftci et al. [2] formulate a generic mixed-integer linear program for finite stochastic processes, and provide structural results specifically on the time of information discovery for each resource of the capacity expansion planning problem along with approximation algorithms. On the other hand, in the second group of studies, decisions change the distribution of the underlying uncertainty, which is the focus of this paper. For example, in stochastic programming context, Ahmed [1] considers network design problem under uncertainties dependent to design decisions, whereas Basciftci et al. [3] model generators’ failure probabilities dependent on their maintenance and operational plans. Hellemo et al. [14] conduct an overview of recent studies in this area by providing ways to model decision-dependent uncertainties in stochastic programs.

In the robust optimization literature, decisions affecting the distributions of underlying uncertainties have been incorporated to the definition of the uncertainty set. Nohadani and Sharma [30] study robust linear optimization problems where the uncertainty set is a function of decision variables, and they derive reformulations under specific cases. Similarly, robust decision-dependent optimization problems are considered within several application
areas including software partitioning problem [41], radiotherapy planning [29] and offshore oil planning problems [20]. However, decision-dependency has not been fully explored within the DRO framework. Zhang et al. [44] consider generic decision-dependent distributionally robust problems with moment constraints and focus on demonstrating stability of the optimal solutions, whereas Royset and Wets [35] consider these problems under a class of distance-based ambiguity sets to derive convergence results. Most recently, Noyan et al. [31], Luo and Mehrotra [23] provide nonconvex reformulations for DRO problems under various forms of decision-dependent ambiguity sets. Although these studies provide alternative reformulations, the resulting models need further analyses and require the development of efficient solution algorithms. Additionally, the effect of adopting decision-dependent DRO methods in comparison to the existing stochastic or robust methodologies are not quantitatively verified in these studies.

Despite of this extensive literature in related domains, the impact of facility location decisions on customer behavior and demand uncertainty has not been formally considered to strategically determine locations to open facilities. Furthermore, decision-dependent DRO has not been studied within the facility location context to derive tractable reformulations. We further demonstrate the advantages of our approach via providing comparisons to the alternative decision-independent approaches, and drawing insights from our computational studies. In brief, our paper proposes a novel approach in determining optimal facility locations while considering decision-dependent demand uncertainties by addressing various gaps in the literature of facility location and optimization under uncertainty.

3 Problem Formulation

We present a distributionally robust facility location problem, where the facility location decisions affect the underlying demand distribution of each customer site. We first introduce the ambiguity set for describing the distributional information of demand in Section 3.1. Then, we formulate the decision-dependent DRO model and propose reformulation techniques to obtain a single-level mixed-integer linear program in Section 3.2. To strengthen the obtained formulation, we provide a polyhedral study to derive valid inequalities in Section 3.3.

3.1 Ambiguity set formulation

Consider a set of possible locations \( i \in I \) for building facilities and customer sites \( j \in J \) that generate demand. Define binary decision variables \( y_i, i \in I \) to indicate location decisions, such that \( y_i \) is 1 if a facility is open at location \( i \), and 0 otherwise. The demand at each customer site \( j \in J \) is represented by a random variable \( d_j(y) \) whose distribution depends on decision vector \( y = [y_i, i \in I]^T \). We consider the case where only mean and variance information are given for the demand distribution. Based on a given set of sample points \( \{d^n\}_{n=1}^N \) of demand under the case with no facility allocation, we estimate the base-case mean and variance at each site \( j \) as \( \bar{\mu}_j = 1/N \sum_{n=1}^N d^n_j \) and \( \bar{\sigma}^2_j = 1/(N-1) \sum_{n=1}^N (d^n_j - \bar{\mu}_j)^2 \), respectively.

Suppose that demand distribution comes from a set of distributions with finite support, where the demand at each customer site \( j \in J \) can take values from the set \( K = \{d_1, \cdots, d_K\} \)
with probabilities $\pi_{j1}, \ldots, \pi_{jK}$. Specifically, the ambiguity set $U(y) = U(y, K, \bar{\mu}, \bar{\sigma}, \epsilon^u, \epsilon^l, \xi)$ is given by:

$$U(y) = \left\{ \pi_j \in \mathbb{R}^{|K|}_+ : \sum_{k=1}^K \pi_{jk} = 1 \quad \forall j \in J, \right.$$  

$$\left. \left| \sum_{k=1}^K \pi_{jk}d_k - \mu_j(y) \right| \leq \epsilon_j^u \quad \forall j \in J, \right.$$  

$$\left. (\sigma_j^2(y) + (\mu_j(y))^2)\xi \leq \sum_{k=1}^K \pi_{jk}d_k^2 \leq (\sigma_j^2(y) + (\mu_j(y))^2)\tau_j \quad \forall j \in J \right\}, \quad (1)$$

where $\mu_j(y)$ and $\sigma_j^2(y)$ are the mean and variance of site $j$’s demand depending on decision $y$, respectively. The constraints in set (1) guarantee that (i) the probabilities at all customer sites over the support set sum up to 1, (ii) the mean of $d_j(y)$ is within an $\ell_1$-based distance $\epsilon_j^u$ to the mean $\mu_j(y)$, and (iii) the corresponding second moments of $d_j(y)$ is bounded by the sum of $(\mu_j(y))^2$ and $\sigma_j^2(y)$ with upper- and lower-bound parameters satisfying $0 \leq \xi_j \leq 1 \leq \tau_j$. Parameters $\epsilon_j^u, \xi_j, \tau_j$ determine the robustness of the ambiguity set for each customer site $j \in J$. Specifically, if we have the perfect knowledge regarding the first and second moments of random demand at site $j$, then $\epsilon_j^u = 0$, and $\xi_j = \tau_j = 1$. Otherwise, we can adjust these parameters to consider distributions within certain proximity to the desired moment information, which consequently impacts the conservativeness of facility location decisions.

We assume that the demand at site $j$ increases when new facilities are opened in its neighborhood. However, due to the size and capacity of a market, the increase in demand is restricted by an upper-bound value, denoted as $\mu_j^{UB}$ for each site $j$, which can be estimated by considering the growth potential of a market of interest within the planning horizon. Moreover, we assume that the highest variance of demand at a customer site occurs when there is no available facility in its neighborhood, and set it equal to the empirical variance $\bar{\sigma}_j^2$. As the number of facilities in the neighborhood of a customer site increases, the variance of the demand at that site decreases. However, the variance cannot be less than a pre-determined lower-bound value, denoted as $(\sigma_j^{LB})^2$ for site $j$, because of the inherent uncertainty in the market.

The above assumptions are supported by Shaheen et al. [39], Hernández et al. [15], who demonstrate the increase in customers’ confidence based on their past experiences with the provided service and its more availability. Consequently, increased customer confidence is associated with increase in the mean and decrease in the variance of customer demand. We interpret the mean and variance information using piecewise linear functions of the decision variable $y$ as follows to indicate these relations:

$$\mu_j(y) = \min \left\{ \bar{\mu}_j(1 + \sum_{j' \in I} \lambda_{jj'}^u y_j'), \mu_j^{UB} \right\}, \quad (2)$$

$$\sigma_j^2(y) = \max \left\{ \bar{\sigma}_j^2(1 - \sum_{j' \in I} \lambda_{jj'}^s y_j'), (\sigma_j^{LB})^2 \right\}, \quad (2)$$
In (2), the effect of the distance of different facility locations on demand at a target customer site $j$ is controlled by parameters $\lambda^j_l$, $\lambda^j_r \in [0, 1]^{|I|}$, in such a way that closer locations can have higher impacts on the first and second moments, and further locations have less effect. In particular, $\sum_{j' \in I} \lambda^j_{j'} < 1$ for all $j \in J$ by assumption.

We illustrate the effect of the above decision dependency in Figure 1, where the first figure shows the change in the mean and the second figure depicts the change in the variance with respect to parameters $\lambda^j_l$ and $\lambda^j_r$. For demonstration purposes, we assume the first open facility to be the closest one to customer site $j$, the second open facility to be the second closest, and so on. We highlight four different cases for these parameters such that in Case (a), facility location decisions have no effect on demand distribution; in Case (b) all facilities equally affect the first two moments; in Case (c) closer facilities have higher impact; and in Case (d) only the closest facility impacts customer demand. This illustration demonstrates different impacts of location decisions on customer demand, based on the dependency between moment information and customer behavior.

Figure 1: Effect of the open facility locations on the moment information of demand.

3.2 DRO model and reformulation

In addition to decision variables $y_i$, $i \in I$, we define decision variables $x_{ij}$ and $s_j$ denoting at each customer site $j$, $\forall j \in J$, the amount of demand satisfied by facility $i$, and unsatisfied demand amount, respectively. Parameters $f_i$, $c_{ij}$, $p_j$, $r_j$ represent the cost of opening a facility at location $i$, unit transportation cost from location $i$ to site $j$, penalty of each unit of unsatisfied demand at site $j$, and revenue for satisfying each unit of demand at site $j$, respectively. We assume that the unit penalty of unmet demand at each customer site is higher than the unit cost of transportation from any two location pairs, i.e., $p_j > c_{ij}, \forall i \in I, j \in J$. This assumption is sensible in many business settings to assure the quality of service as high as possible, via guaranteeing customer satisfaction.

Furthermore, instead of assuming a total amount of capacity at each individual facility, we consider a relaxed capacity restriction and assume that the capacity at each facility is pre-divided for individual customer sites. For example, to prepare for shipments, different sizes
of vehicle fleets are pre-booked and scheduled to serve customers in different regions. Denote the total capacity in each location \( i \) as \( \sum_{j \in J} C_{ij} \), where \( C_{ij} \) is the capacity at location \( i \) dedicated to customer site \( j \). For notational convenience, without loss of generality, we further simplify the case by assuming the same amount of capacity pre-allocated to serve each customer (i.e., \( C_{ij} \) is the same and equals to \( C_i \) for all the customer sites \( j \)).

We formulate the decision-dependent distributionally robust facility location problem as:

\[
\min_{y \in \mathcal{Y} \subseteq \{0,1\}^I} \left\{ \sum_{i \in I} f_i y_i + \max_{\pi \in U(y)} \mathbb{E}_\pi [h(y, d(y))] \right\},
\]

where \( h(y, d(y)) = \min_{x, s} \sum_{i \in I} \sum_{j \in J} c_{ij} x_{ij} + \sum_{j \in J} (p_j s_j - r_j d_j(y)) \) \tag{4a}

s.t. \( \sum_{i \in I} x_{ij} + s_j = d_j(y) \quad \forall j \in J \) \tag{4b}

\( x_{ij} \leq C_i y_i \quad \forall i \in I, j \in J \) \tag{4c}

\( s_j, x_{ij} \geq 0 \quad \forall i \in I, j \in J \). \tag{4d}

The objective function (3) minimizes the total cost of locating facilities and the maximum expected cost of transportation and unmet demand minus revenue for any demand distribution \( \pi \in U(y) \). We let the polyhedron \( \mathcal{Y} \) include constraints that are solely related to facility-location decisions. Constraint (4b) ensures that demand at each customer site is either satisfied by other locations or penalized, while constraint (4c) enforces capacity restriction for each open facility \( i \in I \).

To derive a single-level reformulation that can be directly handled by off-the-shelf solvers, we first show a closed-form solution to the inner problem (4).

**Proposition 1.** The optimal objective value of problem (4) can be computed by

\[
h(y, d(y)) = \sum_{j \in J} \left( \max_{r^* \in \{0,1,\ldots,|I|\}} \left\{ c_{r^*j} d_j(y) + \sum_{i \in I, c_i < c_{r^*j}} C_i y_i (c_{ij} - c_{r^*j}) \right\} - r_j d_j(y) \right), \tag{5}
\]

where \( c_{ij} := p_j \).

**Proof.** Note that the most inner problem (4) can be decomposed with respect to each location \( j \). Therefore, we express \( h(y, d(y)) \) as \( \sum_{j \in J} h_j(y, d(y)) \), where

\[
h_j(y, d(y)) = \min_{x_{ij}, s_j} \sum_{i \in I} c_{ij} x_{ij} + p_j s_j - r_j d_j(y) \tag{6a}
\]

s.t. \( \sum_{i \in I} x_{ij} + s_j = d_j(y) \) \tag{6b}

\( x_{ij} \leq C_i y_i \quad \forall i \in I \) \tag{6c}

\( s_j, x_{ij} \geq 0 \quad \forall i \in I \). \tag{6d}

Let \( \beta \) and \( \nu_i \) be the dual variables associated with constraints (6b) and (6c), respectively.
We formulate the dual of model (6) as

\[
\begin{align*}
\max_{\beta, v_i} & \quad \beta d_j(y) + \sum_{i \in I} C_i y_i v_i \\
\text{s.t.} & \quad \beta + v_i \leq c_{ij} \quad \forall i \in I \\
& \quad \beta \leq p_j \\
& \quad v_i \leq 0 \quad \forall i \in I
\end{align*}
\]  

(7a)

To identify the optimal objective value of model (7), we derive the extreme points of its feasible region. To this end, we examine two cases through counting the number of tight constraints.

1. $\beta = p_j$ : In this case, for all $i \in I$, either $v_i = 0$ or $v_i = c_{ij} - p_j$. Due to (7b) and $p_j > c_{ij}$, we have $v_i \leq c_{ij} - p_j < 0$, making the condition $v_i = 0$ redundant. Therefore, when $\beta = p_j$, $v_i$ equals to $c_{ij} - p_j$ in the corresponding extreme point. The value of the objective function then becomes $p_j d_j(y) + \sum_{i \in I} C_i y_i (c_{ij} - p_j)$.

2. $\beta < p_j$ : In this case, for all $i \in I$, either $v_i = 0$ or $v_i = c_{ij} - \beta$. Additionally, there exists at least one location $i^*$ such that $v_i = c_{i^* j} - \beta = 0$. Therefore, at least $|I| + 1$ constraints are satisfied at an extreme point. Thus, $\beta = c_{i^* j}$ for some $i^* \in I$. For $i \in I \setminus \{i^*\}$, we have either $v_i = 0$ or $v_i = c_{ij} - c_{i^* j}$. Since $v_i \leq c_{ij} - c_{i^* j}$ and $v_i \leq 0$, if $c_{ij} < c_{i^* j}$, then $v_i = c_{ij} - c_{i^* j}$. Otherwise, $v_i = 0$ because we maximize a positive number times $v_i$ in the objective. For a given $i^*$ location, the objective function becomes $c_{i^* j} d_j(y) + \sum_{i \in I, c_{ij} < c_{i^* j}} C_i y_i (c_{ij} - c_{i^* j})$.

Combining the above two cases, we obtain a closed-form expression for the optimal objective value of model (7). Since $p_j = c_{ij} > c_{ij}$, $\forall i \in I$, the optimal objective value of the problem can be expressed as

\[
\max_{i^* = 0, 1, \ldots, |I|} \left\{ c_{i^* j} d_j(y) + \sum_{i \in I, c_{ij} < c_{i^* j}} C_i y_i (c_{ij} - c_{i^* j}) \right\}.
\]

(8)

As the program (7) is feasible and bounded, strong duality holds between models (6) and (7). As a result, the optimal objective value of (6) equals to

\[
\max_{i^* = 0, 1, \ldots, |I|} \left\{ c_{i^* j} d_j(y) + \sum_{i \in I, c_{ij} < c_{i^* j}} C_i y_i (c_{ij} - c_{i^* j}) \right\} - r_j d_j(y),
\]

(9)

which completes the proof.

\[\square\]

**Theorem 1.** Problem (3) can be reformulated as follows:

\[
\begin{align*}
\min_{y, \alpha, \delta, \gamma^t, \gamma} & \quad f^t y + \sum_{j \in J} \left( \alpha_j + \delta_j^1 (\mu_j(y) + \epsilon_j^t) - \delta_j^2 (\mu_j(y) - \epsilon_j^t) \\
& \quad + \gamma_j^1 (\sigma_j^2(y) + (\mu_j(y))^2) \sigma_j^t - \gamma_j^2 (\sigma_j^2(y) + (\mu_j(y))^2) \xi_j^t \right)
\end{align*}
\]

(10a)
Following Proposition 1, we can reformulate the inner problem in model (11). Then, we can formulate the corresponding dual of model (11) as

\begin{equation}
\max_{\pi_{jk}, j \in J, k = 1, \ldots, K} \sum_{k=1}^{K} \pi_{jk} \left( (c_{ij}^* - r_j)d_k + \sum_{i \in I : c_{ij} < c_{ij}^*} C_i y_i (c_{ij} - c_{ij}^*) \right) \tag{11a}
\end{equation}

s.t. \begin{align}
\sum_{k=1}^{K} \pi_{jk} &= 1 \quad \forall j \in J, \tag{11b} \\
\sum_{k=1}^{K} \pi_{jk} d_k &\leq \mu_j(y) + \epsilon^\mu \quad \forall j \in J, \tag{11c} \\
\sum_{k=1}^{K} \pi_{jk} d_k &\geq \mu_j(y) - \epsilon^\mu \quad \forall j \in J, \tag{11d} \\
\sum_{k=1}^{K} \pi_{jk} d_k^2 &\leq (\sigma_j(y) + (\mu_j(y))^2) \pi_j^\sigma \quad \forall j \in J, \tag{11e} \\
\sum_{k=1}^{K} \pi_{jk} d_k^2 &\geq (\sigma_j(y) + (\mu_j(y))^2) \pi_j^\sigma \quad \forall j \in J, \tag{11f} \\
\pi_{jk} &\geq 0 \quad \forall j \in J, k = 1, \ldots, K. \tag{11g}
\end{align}

where \( \theta_{jk}(y) = c_{ij}^* d_k + \sum_{i \in I : c_{ij} < c_{ij}^*} C_i y_i (c_{ij} - c_{ij}^*) - r_j d_k \) and \( c_{ij}^* \) is the maximizer of expression (9) with \( d_j(y) \) being replaced by \( d_k \).

**Proof.** Following Proposition 1, we can reformulate the inner problem \( \max_{z \in U(y)} E[h(y, d(y))] \) for a given \( y \) as

\begin{equation}
\min_{\alpha_j, \delta_j^1, \delta_j^2, \gamma_j^1, \gamma_j^2} \sum_{j \in J} \left( \alpha_j + \delta_j^1 (\mu_j(y) + \epsilon^\mu) - \delta_j^2 (\mu_j(y) - \epsilon^\mu) \\
+ \gamma_j^1 (\sigma_j(y) + (\mu_j(y))^2) \pi_j^\sigma - \gamma_j^2 (\sigma_j(y) + (\mu_j(y))^2) \pi_j^\sigma \right) \tag{12a}
\end{equation}

s.t. \begin{align}
\alpha_j + (\delta_j^1 - \delta_j^2) d_k + (\gamma_j^1 - \gamma_j^2) d_k^2 &\geq \theta_{jk}(y) \quad \forall j \in J, k = 1, \ldots, K, \tag{12b} \\
\delta_j^1, \gamma_j^1, \delta_j^2, \gamma_j^2 &\geq 0 \quad \forall j \in J. \tag{12c}
\end{align}

As a result, we can express model (3) in the form of (10). This completes the proof. \( \square \)

Model (10) is a mixed-integer nonlinear program due to the nonlinear objective function (10a). To linearize it, we assume upper bounds \( \overline{\delta}^1, \overline{\delta}^2, \overline{\gamma}^1, \overline{\gamma}^2 \) on the variables \( \delta^1, \delta^2, \gamma^1, \gamma^2 \), respectively. Using these bounds, McCormick envelopes can be applied for linearizing the bilinear terms in the objective function (10a) [25]. Specifically, we define set \( M_{(\overline{\delta}^1, \overline{\delta}^2, \overline{\gamma}^1, \overline{\gamma}^2)} \) involving the McCormick inequalities for linearizing any bilinear term \( w' = \eta z \) when \( \eta \in [\underline{\eta}, \overline{\eta}] \) and
z ∈ {0, 1} and give the details as follows.

\[ M'_{(2, \bar{\eta})} = \left\{ (w', \eta, z) \in \mathbb{R}^3 : \eta - (1 - z)\bar{\eta} \leq w' \leq \eta - \eta(1 - z), \eta z \leq w' \leq \eta z \right\}. \]  

(13)

Because variable z is binary valued, we have an exact reformulation in (13) for representing the bilinear terms. Similarly, we define set \( M''_{(2, \bar{\eta})} \) involving McCormick inequalities for linearizing any trilinear term \( w'' = \eta z_1 z_2 \) when \( \eta \in [\bar{\eta}, \bar{\eta}] \) such that \( \eta \geq 0 \), and \( z_1, z_2 \in \{0, 1\} \) as follows.

\[ M''_{(2, \bar{\eta})} = \left\{ (w'', \eta, z_1, z_2) \in \mathbb{R}^4 : w'' \leq \eta z_1, w'' \leq \eta z_2, w'' \leq \eta - \eta(1 - z_1), w'' \leq \eta - \eta(1 - z_2), \right. \]

\[ w'' \geq \eta(-1 + z_1 + z_2), w'' \geq \eta + \eta(-2 + z_1 + z_2), z_1 \leq 1, z_2 \leq 1, \eta \leq \eta \leq \bar{\eta} \} \]

(14)

The discussed trilinear case (14) involves two binary variables, and based on existing results, we confirm that it provides an exact reformulation in the following proposition.

**Proposition 2.** [27] Let \( 0 \leq \eta \leq \bar{\eta} \). Then \( M''_{(2, \bar{\eta})} = \text{conv}\left(\left\{ (w, \eta, z_1, z_2) : w = \eta z_1 z_2, \eta \in [\eta, \bar{\eta}], z_1, z_2 \in \{0, 1\}\right\}\right) \).

Motivated by carsharing application, we study the case when the market capacity is sufficiently large such that the mean of the random demand at each customer site \( j \) is not restricted by \( \mu_j^{L,B} \) in Equation (2). Similarly, we omit the lower bound restriction \((\sigma_j^{L,B})^2\) for the second-moment information. However, these assumptions are not restrictive in terms of the complexity of the problem formulation. In the presence of these upper and lower bounds, we can model the moment functions (2) as piecewise linear functions with additional binary variables. The arising nonlinear relationships can be further linearized using McCormick envelopes.

Following the above assumptions, the ambiguity set \( U(y) \) in (1) contains nonlinear terms in \( y \) if using mean and standard deviation functions defined in (2). Specifically,

\[ \left(\mu_j(y)\right)^2 = \hat{\mu}_j^2 \left(1 + 2 \sum_{j' \in I} \lambda_{j,j'} y_{j'} + \sum_{j' \in I} (\lambda_{j,j'})^2 y_{j'}^2 + 2 \sum_{l=1}^{\left|I\right|} \sum_{m=1}^{l-1} \lambda_{j,l}^m \lambda_{j,m}^l y_l y_m \right) \]  

(15a)

\[ = \hat{\mu}_j^2 \left(1 + \sum_{j' \in I} (2\lambda_{j,j'} + (\lambda_{j,j'})^2) y_{j'} + 2 \sum_{l=1}^{\left|I\right|} \sum_{m=1}^{l-1} \lambda_{j,l}^m \lambda_{j,m}^l y_l y_m \right). \]  

(15b)

To linearize the above expression, define a new variable \( Y_{lm} := y_l y_m \) where \((Y_{lm}, y_l, y_m) \in M'_{(0,1)}\). To linearize the nonlinear terms in the objective function (10a), let \( \Delta_{j,j'}^h := \hat{\delta}_{j}^h y_{j'} \), \( \Gamma_{j,j'}^h := \gamma_{j,j'}^h y_{j'} \), \( \Psi_{j,j'}^{h,lm} := \gamma_{j,j'}^h y_{l} y_m \), for \( h = 1, 2 \). For any pair of \( j \in \mathcal{J} \) and \( j' \in \mathcal{I} \), denote \( \Lambda_{j,j'} := -\hat{\sigma}_j^2 \lambda_{j,j'} + \hat{\mu}_j^2 (2\lambda_{j,j'} + (\lambda_{j,j'})^2) \) as the parameters specific to the values of \( \lambda^h \), \( \lambda^r \), as well as empirical moment estimates for any pair \( j \in \mathcal{J}, j' \in \mathcal{I} \). Combining the above result with Theorem 1, we derive a mixed-integer linear programming reformulation (16) of model (10) under ambiguity set (1) in the following theorem.
Theorem 2. Problem (3) is equivalent to the following mixed-integer linear program (16).

\[
\min f^T y + \sum_{j \in J} \left( \alpha_j + \delta_j \mu_j + \epsilon_j^y - \delta_j^2 (\mu_j - \epsilon_j^y) + \bar{\mu}_j \sum_{j' \in J} \lambda_{j,j'}^m (\Delta_{j,j'} - \Delta_{j,j'}^2) \right) \\
+ (\delta_j^2 + \bar{\mu}_j^2) (\gamma_j^1 - \epsilon_j^2 \gamma_j^2) + \sum_{j' \in J} \Lambda_{j,j'} (\gamma_j^1 \Gamma_{j,j'} - \epsilon_j^2 \Gamma_{j,j'}^2) + 2 \bar{\mu}_j^2 \sum_{l=1}^{\left| J \right|} \sum_{m=1}^{\left| L \right|} \lambda_{j,j}^m \lambda_{j,j}^m (\gamma_j^1 \Psi_{j,j}^1 - \epsilon_j^2 \Psi_{j,j}^2)
\]

s.t. \( \alpha_j + (\delta_j^1 - \delta_j^2) \kappa_k + (\gamma_j^1 - \gamma_j^2) \kappa_k^2 \geq (\kappa - r_j) \kappa_k + \sum_{i \in I: c_i < c_j} C_i y_i (c_{ik} - c_{ik}^*) \)
\[ \forall i^* \in I \cup \{0\}, j \in J, k = 1, \ldots, K \] (16a)

\( \left( \Delta_{j,j', j''}, \kappa_j^h, y_j \right) \in M'_{(0, \gamma_j^h)} \quad \forall j \in J, j' \in J, h = 1, 2 \) (16c)

\( \left( \Pi_{j,j', j''}^h, y_j, y_{j'} \right) \in M''_{(0, \gamma_j^h)} \quad \forall j \in J, l = 1, \ldots, |J|, l > m \) (16d)

\( y \in \mathcal{Y} \subseteq \{0, 1\}^{\left| J \right|}, \delta_j^1, \gamma_j^1, \delta_j^2, \gamma_j^2 \geq 0 \quad \forall j \in J. \) (16e)

Proof. We linearize formulation (10) obtained in Theorem 1 to derive a mixed-integer linear programming reformulation. To this end, we first plug in the the decision-dependent moment information at each site \( j \), \( \mu_j(y) \) and \( \sigma_j^2(y) \), into the objective function (10a), using definitions in (2) and (15b). As the resulting objective function includes bilinear and trilinear terms, we introduce new variables to obtain the linear objective function (16a). Constraint (16b) corresponds to (10b), which is also linearized. The remaining constraints refer to definitions of the newly introduced variables, their corresponding McCormick constraints in the forms of (13) and (14), restrictions on the facility-location variable \( y \), and the non-negativity constraints on all the decision variables.

\[ \square \]

3.3 Valid inequalities

Next, we examine the underlying problem structure for deriving valid inequalities to obtain a stronger formulation of the mixed-integer linear programming reformulation (16). We first present an intermediate result using the inner problem (11). Since the dual (12) of the inner problem is decomposable with respect to each location \( j \), we study the following decomposed formulation for every \( j \) in \( J \).

\[
\alpha_j, \delta_j^1, \delta_j^2, \gamma_j^1, \gamma_j^2 \\
\min \quad \alpha_j + \delta_j^1 (\mu_j(y) + \epsilon_j^y) - \delta_j^2 (\mu_j(y) - \epsilon_j^y) + \gamma_j^1 (\sigma_j^2(y) + (\mu_j(y))^2) \epsilon_j^y
\]

s.t. \( \alpha_j + (\delta_j^1 - \delta_j^2) \kappa_k + (\gamma_j^1 - \gamma_j^2) \kappa_k^2 \geq (\kappa - r_j) \kappa_k \quad k = 1, \ldots, K, \)
\[ \delta_j^1, \gamma_j^1, \delta_j^2, \gamma_j^2 \geq 0. \] (17c)

Lemma 1. Extreme rays of the feasible set \( \{ (\alpha_j, \delta_j^1, \delta_j^2, \gamma_j^1, \gamma_j^2) : (17b), (17c) \} \) are

1. \( (d_1(\bar{d}), 0, d_1(\bar{d}), d_2, 1, 0) \)
2. \( (d(\bar{d}_1) d(\bar{d}), 0, d(\bar{d}_1) + d(\bar{d}), 1, 0) \)
3. \( (0, 0, 1) \)
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where $d_{(1)}, \ldots, d_{(K)}$ represent the ordered sequence of the support of the random demand.

**Proof.** Since $\delta_j := \delta_1 - \delta_2$ and $\gamma_j := \gamma_1 - \gamma_2$ are unbounded, we can equivalently consider the following system of inequalities in place of (17b) and (17c)

$$
\alpha_j + \delta_j d_k + \gamma_j d_k^2 \geq \theta_j(y) \quad k = 1, \ldots, K.
$$

To identify extreme rays, we solve the inequality system (19) for $m, n \in \{1, \ldots, K\}$:

$$
\begin{align*}
\alpha_j + \delta_j d_m + \gamma_j d_m^2 &= 0 \quad (19a) \\
\alpha_j + \delta_j d_n + \gamma_j d_n^2 &= 0 \quad (19b) \\
\alpha_j + \delta_j d_k + \gamma_j d_k^2 &\geq 0 \quad k \in \{1, \ldots, K\} \setminus \{m, n\}. \quad (19c)
\end{align*}
$$

Without loss of generality, we assume that $d_m < d_n$. Solving the equalities (19a) and (19b), we obtain $\delta_j = -(d_m + d_n)\gamma_j$, and $\alpha_j = d_m d_n\gamma_j$. The next step is to ensure that the inequality system (19c) is satisfied. We study two cases with respect to the direction $\gamma_j$ as follows by normalizing $|\gamma_j| = 1$.

1. $\gamma_j = 1$: In this case, we need to guarantee that $(d_k - d_m)(d_k - d_n) \geq 0$ for all $k \in \{1, \ldots, K\} \setminus \{m, n\}$. Consequently, we have either $d_k \geq d_m$ and $d_k \geq d_n$, or $d_k \leq d_m$ and $d_k \leq d_n$. There are only two ways to satisfy these restrictions, resulting in the following extreme ray generators of the form $(\alpha_j, \delta_j, \gamma_j)$:

   - $(d_{(1)}d_{(2)}, -(d_{(1)} + d_{(2)}), 1)$;
   - $(d_{(K-1)}d_{(K)}, -(d_{(K-1)} + d_{(K)}), 1)$.

2. $\gamma_j = -1$: In this case, we need to ensure that $(d_k - d_m)(d_k - d_n) \leq 0$ for all $k \in \{1, \ldots, K\} \setminus \{m, n\}$. This requires that $d_m \leq d_k \leq d_n$. To satisfy this case, we have the extreme ray generator

   - $-(d_{(1)}d_{(K)}, d_{(1)} + d_{(K)}, -1)$.

Lastly, through converting the resulting extreme ray generators to the original variables of the form $(\alpha_j, \delta_j, \gamma_j)$ using $\delta_j = \max\{0, \delta_j\}$, $\delta_j^2 = \max\{0, -\delta_j\}$, $\gamma_j = \max\{0, \gamma_j\}$, $\gamma_j^2 = \max\{0, -\gamma_j\}$, we obtain the desired result. This completes the proof. \[\square\]

Building on Proposition 1, we derive valid inequalities for the original problem (3) as follows.

**Proposition 3.** The following inequalities are valid for problem (3):

$$
\begin{align*}
&d_{(1)}d_{(2)} - (d_{(1)} + d_{(2)}) (\mu_j(y) - \epsilon_j^y) + (\sigma_j^2(y) + (\mu_j(y))^2) \xi^y_j \geq 0 \quad \forall j \in J \quad (20a) \\
&d_{(K-1)}d_{(K)} - (d_{(K-1)} + d_{(K)}) (\mu_j(y) + \epsilon_j^y) + (\sigma_j^2(y) + (\mu_j(y))^2) \xi^y_j \geq 0 \quad \forall j \in J \quad (20b) \\
&-d_{(1)}d_{(K)} + (d_{(1)} + d_{(K)}) (\mu_j(y) + \epsilon_j^y) - (\sigma_j^2(y) + (\mu_j(y))^2) \xi^y_j \geq 0 \quad \forall j \in J \quad (20c)
\end{align*}
$$

**Proof.** First, consider the primal problem (11) and its dual problem (12). Note that the dual model (12) is always feasible as we can let values of variables $\alpha_j$ be arbitrarily large. To ensure the feasibility of the primal problem, it suffices to demonstrate that the dual problem is bounded. To this end, we consider the decomposed dual subproblem (17), and use the
extreme ray generators in Lemma 1 by plugging them into the objective function (17a). The resulting inequalities (20) ensure the boundedness of the dual problem (17) to guarantee the feasibility of (11). This completes the proof.

We continue to linearize nonlinear terms in (20) using Equation (15b) and McCormick envelopes (13). As a result, inequalities (20) are equivalent to:

\begin{align*}
& d_1 d_2 - (d_1 + d_2) \mu_j (1 + \sum_{j' \in I} \delta_{j'j} y_{j'}) - \epsilon_j \geq 0 \quad \forall j \in J \quad (21a) \\
& d_{K-1} d_K - (d_{K-1} + d_K) \mu_j (1 + \sum_{j' \in I} \delta_{j'j} y_{j'}) - \epsilon_j \geq 0 \quad \forall j \in J \quad (21b) \\
& - d_1 d_K + (d_1 + d_K) \mu_j (1 + \sum_{j' \in I} \delta_{j'j} y_{j'}) + c_j \geq 0 \quad \forall j \in J \quad (21c) \\
& \Theta_j = \sigma_j^2 + \mu_j^2 + \sum_{j' \in I} \delta_{j'j} y_{j'}^2 + 2 \mu_j \sum_{l=1}^{\lfloor I \rfloor} \sum_{m=1}^{\lfloor L \rfloor} \lambda_{j'l}^{\mu} \lambda_{jm}^{\mu} Y_{lm} \quad \forall j \in J \quad (21d) \\
& (Y_{lm}, y_l, y_m) \in M_{(0,1)} \quad \forall l = 1, \ldots, \lfloor I \rfloor, l > m \quad (21e)
\end{align*}

After integrating constraints (21) into the model (16), we strengthen our formulation for the original problem (3). Later our computational studies are based on the formulation (16) with valid inequalities (21), and we further demonstrate the efficiency of the proposed constraints in the next section.

### 4 Computational Studies

We demonstrate the efficacy of the proposed decision-dependent distributionally robust (DDDR) approach from various aspects. We also compare its solutions and performance against facility location plans obtained from distributionally robust (DR) and stochastic programming (SP) approaches neglecting decision-dependency.

To evaluate a location plan \( \hat{y} \), we run out-of-sample test by using a benchmark stochastic programming model (22) in assessing potential solution performance. The Monte Carlo sampling approach and Sample Average Approximation method [see 19] are adopted for generating realizations of the underlying uncertainty in customer demand. Specifically, we consider a given set of demand scenarios \( d_{j}(\hat{y}) \) for all \( \omega \in \Omega \), where the scenarios are generated based on plan \( \hat{y} \) using the moment information defined in (2). For each scenario \( \omega \), let \( p_{ij}, x^\omega_{ij} \) and \( s^\omega_{ij} \) be the probability of realizing the scenario, the amount of demand at customer site \( j \) satisfied by facility at location \( i \), and the unsatisfied demand at customer site \( j \), respectively. A solution evaluation model is:

\begin{align*}
\min_{x,s} \quad & \sum_{i \in I} \sum_{\omega \in \Omega} f_i \hat{y}_i + \sum_{\omega \in \Omega} p_{ij} \left( \sum_{i \in I} \sum_{j' \in J} c_{ij} x^\omega_{ij} + \sum_{j' \in J} \left( p_{ij} x^\omega_{ij} - r_j d_j^\omega(\hat{y}) \right) \right) \\
\text{s.t.} \quad & \sum_{i \in I} x^\omega_{ij} + s^\omega_{ij} = d_j^\omega(\hat{y}) \quad \forall j \in J, \omega \in \Omega \quad (22a) \\
& x^\omega_{ij} \leq C_i \hat{y}_i \quad \forall i \in I, j \in J, \omega \in \Omega \quad (22b)
\end{align*}
The objective function (22a) minimizes the total expected cost of facility location, transportation, and unmet demand minus the revenue obtained. Constraint (22b) ensures that demand is either satisfied or penalized across all the scenarios while constraint (22c) guarantees that the capacity of each facility location is not violated. For an independently and identically distributed set of scenarios, model (22) is decomposable by scenario when the value \( \tilde{y} \) of the first-stage decision vector \( y \) is given. In this case, model (22) can be solved separately for each scenario subproblem.

In the remainder of the section, we first discuss experimental settings used in our numerical studies in Section 4.1. Then we provide a comprehensive analysis of the proposed approach on various test cases in Section 4.2 including different (i) variability levels of demand, (ii) unit penalty costs, (iii) robustness levels, (iv) limits on the number of open facilities, and (v) decision-dependent distribution models. Finally, we highlight the computational efficiency of the DDDR model by conducting experiments using different sizes of instances in Section 4.3.

4.1 Experimental Setup

We randomly generate a set of potential facility locations and customer sites. We first present the default settings for all the problem parameters, which remain the same throughout all the numerical studies, unless otherwise stated. Euclidean distance is used to represent the distance between each candidate facility location and customer site. These distance values are assumed to directly affect transportation cost parameters, namely \( c_{ij} \) for all \( i \in I \), \( j \in J \). The parameters for the fixed opening cost, \( f_i \), and capacity, \( C_i \), for all \( i \in I \) are sampled from Uniform distributions \( U(5000, 10000) \) and \( U(10, 20) \), respectively. Furthermore, for each \( j \in J \), we set unit penalty, \( p_j \), for the unmet demand as 225, and revenue parameter \( r_j \) as 150 for each customer site \( j \in J \).

We sample the empirical mean of demand at each customer site \( j \in J \), \( \bar{\mu}_j \), from a Uniform distribution \( U(20, 40) \). Then, we let \( \tilde{\sigma}_j = \bar{\mu}_j \), implying the coefficient of variation equaling to 1. We define the moment-based ambiguity set by letting \( \epsilon_j^\mu = 0 \), and \( \epsilon_j^\sigma = \epsilon_j^\rho = 1 \) in (1), for all customer sites \( j \in J \). The support size of demand values at each customer site, namely \( K \), is taken as 100 and thus the values \( d_1, \ldots, d_K \) are in the range \( [1, \ldots, 100] \).

For establishing decision dependency between demand distribution and facility location decisions, we select the parameters \( \lambda_{ij}^\mu \) and \( \lambda_{ij}^\sigma \) for all \( i \in I \), \( j \in J \) using the distance between each facility location and customer pair. We consider them as a decreasing function of the corresponding distance, specifically \( \exp(-c_{ij}/25) \). Consequently, the effect of a facility located at \( i \) on the demand at customer site \( j \) is higher when the facility is closer to the customer. Next, the sums of the vectors \( \lambda_{ij}^\mu \), \( \lambda_{ij}^\sigma \) are normalized for each customer site \( j \in J \) to adjust the effect of the location decisions on demand. Note that if \( \lambda_{ij}^\mu \) and \( \lambda_{ij}^\sigma \) values are set to 0 for all \( j \in J \) and \( i \in I \) in the moment functions in (2), then the current setting reduces to a decision-independent form, i.e., a traditional distributionally robust optimization model.

To assess the performance of the proposed optimization framework by taking into account various choices of model parameters and underlying demand distribution, we provide an
We implement all the optimization models in Python using Gurobi 7.5.2 as the solver on an Intel i5-3470T 2.90 GHz machine with 8 GB RAM.

4.2 Numerical Results and Analyses

We first examine how facility location decisions are affected by the demand variability in parameter choices, robustness levels, and modeling of decision-dependency in DDDR and other benchmark approaches. In particular, we consider location solutions given by SP, DR, and DDDR models over a set of diverse instances. For obtaining location solutions of a SP model, we generate training samples with 20 or 100 scenarios following a Normal distribution with mean and variance of the demand at each customer site \( j \in J \) being \( \mu_j \) and \( \sigma_j^2 \), respectively. We refer to instances of the two different sizes as SP(20) and SP(100), respectively. For evaluating facility location solutions, we generate 1000 test scenarios for each given solution. In particular, given a solution \( \hat{y} \), we first obtain the values of the moment functions \( \mu_j(\hat{y}) \) and \( \sigma_j^2(\hat{y}) \) for each customer site \( j \in J \) using (2), and generate test scenarios based on these values following a certain distribution. In the default setting, we test our results by considering Normal distribution as the true representative of the underlying demand distribution but vary the distribution type in one set of tests later.

Table 1 shows the average optimal objective value and unmet demand value over 10 instances evaluated over the test scenarios for five instance sizes under different approaches. Specifically, we consider \( |I| \in \{5, \ldots, 10\} \), and \( |J| = 2|I| \). Since we minimize the total cost minus revenue, smaller objective values are preferred. The results demonstrate the superior performance of DDDR solutions over the ones of existing methodologies with the decision independent assumption on demand. For instance, the DDDR approach provides, on average, 18% and 12% improvement in profit, and 99% and 96% reduction in unmet demand, compared to SP and DR approaches over instances with 10 facilities, respectively. Consequently, the decision-independent approaches obtain less profit and provide a lower quality of service by not fully satisfying the demand.

We further provide a detailed case study by examining an instance with 10 candidate facility locations, and 20 demand sites. We visualize the customer sites and possible facility locations in Figure 2. The customer sites are shown in circles, and the possible facility locations are denoted in squares.

Then, Table 2 presents the results of DDDR, DR, and SP approaches under the default setting, where we report the average, standard deviation and percentile values of the optimal objective value and unmet demand value over the 1000 test scenarios. Overall, the DDDR approach provides the best results in terms of optimal objective and unmet demand values. DR is better than SP in terms of percentile values of the optimal objective and unmet demand. In addition, SP with different training data sizes present similar results. The table also demonstrates the importance of considering the decision-dependency as the DDDR approach outperforms DR in terms of profit and quality of service.
Table 1: Average optimal objective and unmet demand values under different methodologies and instances.

| $|I|$ | SP(20) | SP(100) | DR   | DDDR |
|-----|--------|---------|------|------|
| 5   | -12806.7 | -12763.3 | -7618.55 | -22554.2 |
| 6   | -21460.7 | -21483.7 | -16425.1 | -30298.1 |
| 7   | -28201.8 | -27810.6 | -24911.6 | -36608.5 |
| 8   | -40914.9 | -39206.7 | -35810.4 | -48027.2 |
| 9   | -48247.1 | -48790.2 | -51503.5 | -59816.9 |
| 10  | -63281.7 | -63337.3 | -67084.4 | -75164.8 |

| $|I|$ | average optimal objective | average unmet demand |
|-----|---------------------------|-----------------------|
| 5   | 95.4                      | 95.9                  |
| 6   | 75.7                      | 74.7                  |
| 7   | 71.7                      | 75.1                  |
| 8   | 56.8                      | 67.8                  |
| 9   | 58.1                      | 53.9                  |
| 10  | 47.0                      | 46.9                  |

### 4.2.1 Effect of the variability in demand

Next, we show how solutions produced by different models are affected by the variability of the underlying demand data. Figure 3 shows average optimal objective and unmet demand values over all the test instances, where the coefficient of variation is used for representing the demand variability. As the coefficient of variation used for estimating empirical mean and variance, namely $\frac{\hat{s}_j}{\mu_j}$ for demand at each customer site $j$, increases, the corresponding demand variability increases, assuming that the empirical mean is kept constant. Consequently, the robust approaches (DR and DDDR) become more suitable as compared to SP under higher variability as they obtain location plans that are more reliable to various demand patterns in the test scenarios. Moreover, SP is more sensitive to the underlying variability as the performance of its solutions monotonically worsens as demand variance increases. As the coefficient of variation decreases, the demand variability decreases and the performance of the stochastic and robust approaches become similar to each other. Moreover, the DDDR approach performs significantly better in all settings, highlighting the importance of considering decision dependency in uncertainty quantification.

Next, we analyze the effect of misspecifying the true demand distribution by constructing a set of test scenarios, for each solution $\hat{y}$, using a Gamma distribution, where the scale parameter $\tilde{\hat{\theta}}_j = \sigma_j^2(\hat{y})/\mu_j(\hat{y})$ and the shape parameter $\tilde{\hat{k}}_j = \mu_j(\hat{y})/\tilde{\hat{\theta}}_j$ for each customer site $j$. Table 3 provides the corresponding results in comparison to Table 2, where the solutions were tested over test scenarios following a Normal distribution. As Gamma distributions are more skewed, the percentile results worsen for all approaches. Moreover, SP cannot capture the changes in the underlying distribution, whereas DR and DDDR are not much impacted by these changes. The proposed DDDR approach again yields the best results in terms of average, standard deviation and percentile values of the optimal objective and unmet demand.
4.2.2 Effect of unit penalty setting for unmet demand

We examine the effect of the parameter setting for penalizing each unit of unmet demand. Table 4 shows the facility location plans given by different approaches with unit penalty cost $p_j = 150, 225, 300$ for all $j \in J$. The case with $p_j = 225$ corresponds to facility location solutions in Table 2, and $p_j = 150$ represents the case when the penalty parameter is equal to the revenue amount per unit. In the decision-dependent approach, the mean of the underlying demand increases as we open new facilities. Consequently, the DDDR model enforces opening more facility locations yielding higher demand and thus higher revenue. Furthermore, as unit penalty gets higher, it becomes more undesirable to have unmet demand. Thus, all approaches open more facilities when unit penalty cost increases.

Figure 4 shows how the average optimal objective and unmet demand values are affected by the changes in the penalty parameter. As the penalty parameter increases, the amount of unmet demand decreases for all approaches, as expected. When penalty parameter takes its smallest value, DR has the worst performance both in the optimal objective and unmet demand values, for which we provide a detailed explanation as follows. The DR approach compares two unfavorable cases: (i) opening many locations but having few customers, and
Table 2: Statistics of the optimal objective and unmet demand values under different methodologies for a specific instance shown in Figure 2.

<table>
<thead>
<tr>
<th></th>
<th>SP(20)</th>
<th>SP(100)</th>
<th>DR</th>
<th>DDDR</th>
</tr>
</thead>
<tbody>
<tr>
<td>average opt. objective</td>
<td>-53581.0</td>
<td>-53468.2</td>
<td>-61443.7</td>
<td>-64375.0</td>
</tr>
<tr>
<td>std. dev.</td>
<td>6457.3</td>
<td>6712.0</td>
<td>6613.8</td>
<td>4917.8</td>
</tr>
<tr>
<td>95%</td>
<td>-42448.0</td>
<td>-42643.8</td>
<td>-50474.8</td>
<td>-55845.2</td>
</tr>
<tr>
<td>90%</td>
<td>-44968.7</td>
<td>-44505.1</td>
<td>-52944.0</td>
<td>-58082.6</td>
</tr>
<tr>
<td>75%</td>
<td>-49367.8</td>
<td>-48939.7</td>
<td>-57056.9</td>
<td>-61178.4</td>
</tr>
<tr>
<td>50%</td>
<td>-53957.6</td>
<td>-53666</td>
<td>-61504</td>
<td>-64362.4</td>
</tr>
<tr>
<td>average unmet demand</td>
<td>59.0</td>
<td>61.3</td>
<td>3.0</td>
<td>0.3</td>
</tr>
<tr>
<td>std. dev.</td>
<td>35.1</td>
<td>35.6</td>
<td>6.8</td>
<td>2.3</td>
</tr>
<tr>
<td>95%</td>
<td>124.4</td>
<td>122.8</td>
<td>18.3</td>
<td>0.0</td>
</tr>
<tr>
<td>90%</td>
<td>105.6</td>
<td>107.9</td>
<td>11.4</td>
<td>0.0</td>
</tr>
<tr>
<td>75%</td>
<td>80.2</td>
<td>81.9</td>
<td>2.6</td>
<td>0.0</td>
</tr>
<tr>
<td>50%</td>
<td>54.4</td>
<td>58.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Figure 3: Effect of the variability level of demand on different methodologies.

(ii) not opening many locations and missing potential customers. By favoring the latter case, the DR solution loses customers by not having enough facilities open and neglecting the increase in the demand caused by the opening of new facilities. This effect can be also seen in Table 4 as the DR approach opens fewer locations under small penalty values. On the other hand, the DDDR approach outperforms DR and SP in all settings, resulting in better optimal objective value and less unmet demand.

4.2.3 Effect of the robustness level

We now examine the effect of the robustness level of the ambiguity set (1) on facility location solutions. We adjust the parameters $\epsilon^u_j, \epsilon^d_j, \gamma^d_j$ for each customer site $j \in J$. Recall that, in the default setting, $\epsilon^u_j = 0$, and $\epsilon^d_j = \gamma^d_j = 1$ under the assumption of having the perfect knowledge about the underlying mean and variance parameters for each customer site. By adjusting
Table 3: Optimal objective and unmet demand values under different methodologies with Gamma distribution.

<table>
<thead>
<tr>
<th></th>
<th>SP(20)</th>
<th>SP(100)</th>
<th>DR</th>
<th>DDDR</th>
</tr>
</thead>
<tbody>
<tr>
<td>average opt. obj.</td>
<td>-51962.2</td>
<td>-51627.2</td>
<td>-60575.0</td>
<td>-64268.5</td>
</tr>
<tr>
<td>std. dev.</td>
<td>5779.2</td>
<td>5951.9</td>
<td>6145.7</td>
<td>4694.6</td>
</tr>
<tr>
<td>95%</td>
<td>-42495.9</td>
<td>-41383.7</td>
<td>-50788.8</td>
<td>-56590.5</td>
</tr>
<tr>
<td>90%</td>
<td>-44328.6</td>
<td>-43867.8</td>
<td>-52915.7</td>
<td>-58320.5</td>
</tr>
<tr>
<td>75%</td>
<td>-48110.2</td>
<td>-47766.7</td>
<td>-56590.1</td>
<td>-61069.6</td>
</tr>
<tr>
<td>50%</td>
<td>-51858.0</td>
<td>-51960.7</td>
<td>-60525.0</td>
<td>-64306.2</td>
</tr>
</tbody>
</table>

|                  |            |            |         |          |
| average unmet demand | 70.7 | 71.1 | 8.2 | 1.0 |
| std. dev.         | 47.5       | 46.8       | 16.8    | 5.0     |
| 95%               | 160.1      | 157.2      | 38.0    | 5.4     |
| 90%               | 137.4      | 136.3      | 23.9    | 0.0     |
| 75%               | 97.3       | 98.7       | 9.5     | 0.0     |
| 50%               | 61.2       | 62.8       | 0.0     | 0.0     |

Table 4: Facility location solutions given by different approaches for different \( p_j \)-values.

<table>
<thead>
<tr>
<th></th>
<th>( p_j = 150 )</th>
<th>( p_j = 225 )</th>
<th>( p_j = 300 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>SP(20)</td>
<td>1,5,7,10</td>
<td>1,5,7,10</td>
<td>1,5,6,7,10</td>
</tr>
<tr>
<td>SP(100)</td>
<td>1,5,7,10</td>
<td>1,5,7,10</td>
<td>1,5,6,7,10</td>
</tr>
<tr>
<td>DR</td>
<td>1,7,10</td>
<td>1,3,5,6,7,10</td>
<td>1,3,4,5,6,7,10</td>
</tr>
<tr>
<td>DDDR</td>
<td>1,4,5,6,7,10</td>
<td>1,2,4,5,6,7,9,10</td>
<td>1,2,4,5,6,7,9,10</td>
</tr>
</tbody>
</table>

these parameters, we construct models that are robust to different levels of uncertainty in the distribution parameters.

To evaluate the resulting facility location solutions, we consider a different procedure for generating test scenarios. We first compute \( \mu_j(\hat{y}) \) and \( \sigma^2_j(\hat{y}) \) for each customer \( j \in J \) given a location solution. Then, we sample the mean and variance parameters from the ranges \([(1 - \epsilon^\mu_j)\mu_j(\hat{y}), (1 + \epsilon^\mu_j)\mu_j(\hat{y})] \) and \([(1 - \epsilon^\sigma_j)\sigma_j(\hat{y}), (1 + \epsilon^\sigma_j)\sigma_j(\hat{y})] \), respectively. After that, we generate 100 Normally distributed scenarios using the sampled mean and variance parameters. We repeat this procedure ten times to construct the set of test scenarios of size 1000, where each subset of scenarios has its own distribution.

Table 5 shows the performance of different solution methodologies under 20% level of robustness, where the level of robustness \( 0 \leq \kappa \leq 1 \) implies \( \epsilon^\mu_j = \kappa \mu_j(y) \), \( \epsilon^\sigma_j = 1 - \kappa \), and \( \sigma^\sigma_j = 1 + \kappa \) for every customer site \( j \). As the level of robustness parameter \( \kappa \) increases, we consider a wider range for the underlying uncertainty. Thus, distributionally robust approaches (i.e., DR and DDDR) become more pre-cautious to the increased ambiguity. On the other hand, SP solutions are not affected by these changes as they are trained with the same data and procedures. Consequently, the distributionally robust approaches perform better than SP under higher \( \kappa \)-values. Furthermore, the DDDR’s results are less affected by the increased robustness, in terms of the optimal objective and unmet demand values, as compared to the default robustness setting, \( \kappa = 0 \), in Table 2.
As the level of robustness increases, the set of test scenarios includes more variability. Due to this increased variability, all approaches have higher standard deviations and worsen percentile values for the optimal objective and unmet demand values over all test scenarios. Despite this, the distributionally robust approaches (DR and DDDR) under $\kappa = 5\%$ and $10\%$ have the same facility location plans as when $\kappa = 20\%$.

### 4.2.4 Effect of the total number of facilities to open

We compare solutions of DDDR, DR, and SP given a limit on the total number of facilities to open. We add a constraint to the optimization models, specifically to the polyhedron $\mathcal{Y}$, which restricts the total number of locations that can be selected. Figure 5 summarizes the performance of each approach in terms of average optimal objective value and unmet demand value under different budget values on opening facilities. As the DDDR approach considers demand increase given by opening more facilities, adding such a limit hinders its
capability of doing so. Consequently, the performance of the solutions of DDDR, DR, SP approaches becomes similar if given smaller facility-opening budget. On the other hand, as we relax this limitation, the DDDR approach outperforms the others, whereas SP is not affected by the relaxation. These results provide us managerial insights for better suitability of the decision-dependent demand distribution modeling in business settings, where there is less restriction on the maximum number of open facilities.

![Figure 5: Effect of the capacity on number of facilities to open.](image)

### 4.2.5 Effect of the form of decision-dependency

We examine how DDDR results are affected by the modeling of location dependency on demand distributions. Recall that, in the default setting, we consider \( \lambda^{\mu}_{ji}, \lambda^{\sigma}_{ji} \) for each pair of customer site \( j \) and facility location \( i \) as decreasing functions of their distance. As a comparison, we propose a clustering-based decision-dependency formulation for modeling the ambiguity set. In particular, in our \( \rho \)-means approach, the demand at the customer site \( j \) is equally affected by the opening of the closest \( \rho \) facilities in its neighborhood. Let \( P^\rho_j \) be the set of \( \rho \) facility locations that are closest to customer site \( j \); define \( \lambda^{\mu}_{ji} = \lambda^{\sigma}_{ji} = \frac{1}{\rho} \) for each customer site \( j \in J \) and facility location \( i \in P^\rho_j \). As the facility locations \( i \in I \setminus P^\rho_j \) do not affect the demand at customer site \( j \), their corresponding values are set to zero.

We present the location solutions given by different approaches in Table 6. The distance-based approach corresponds to the default setting, and \( \rho \)-means approach is examined under different \( \rho \) values. As all possible facility locations are considered in the distance-based approach with inversely proportional values with respect to their corresponding distances, most facilities are opened in this setting. For \( \rho \)-means approaches, the set of facilities to be open are affected by the choice of \( \rho \). As \( \rho \) gets larger, distances between customer and location pairs start to impact the demand less, and other factors such as opening cost of the locations may become more important. We note that \( \rho = 10 \) corresponds to an extreme case where all facilities equally affect the demand at any customer site.
Table 6: Facility location solutions of DDDR with different location-dependency patterns.

<table>
<thead>
<tr>
<th>Modeling approach</th>
<th>Open facility locations</th>
</tr>
</thead>
<tbody>
<tr>
<td>distance-based</td>
<td>1,2,4,5,6,7,9,10</td>
</tr>
<tr>
<td>-means</td>
<td>1,4,5,6,7,8,10</td>
</tr>
<tr>
<td>2</td>
<td>1,2,3,4,5,7,10</td>
</tr>
<tr>
<td>3</td>
<td>1,2,3,5,6,7,10</td>
</tr>
<tr>
<td>5</td>
<td>1,2,3,4,5,7,10</td>
</tr>
<tr>
<td>10</td>
<td>1,3,4,5,6,7,10</td>
</tr>
</tbody>
</table>

4.3 Results of computational time

Lastly, we compare the solution-time performance of SP, DR and DDDR approaches for different instance sizes. Figure 6 provides the run time for cases $|I| \in \{5, \ldots, 10\}$, and $|J| = 2|I|$. The run time denotes the average CPU time over 10 different randomly generated instances. In these replications, the default parameter configurations and moment-based ambiguity sets are used as described in Section 4.2. The distributionally robust approaches are more computationally expensive, whereas SP is the fastest. Furthermore, run time of the DDDR approach is more sensitive to the size of instances, despite of its better performance in terms of cost and demand satisfaction. Also, the computational time of DDDR model (16) depends on the upper bounds of the dual variables, which are set to 100 for all experiments.

![Figure 6: Run time comparison of different methodologies.](image)

Next we examine the effect of the inclusion of valid inequalities (20) to model (16). Table 7 provides the average run time comparison of two formulations over 10 randomly generated instances of different sizes. We present the speed-ups in comparison to the formulation (16) without the valid inequalities (21a)–(21c) and the corresponding additional variables and constraints (21d) and (21e). These results illustrate the speed-up due to the proposed inequalities in the order of 3%–19% for different instances.
Table 7: Effect of the valid inequalities on CPU time results.

| $|I| \times |J|$ | 5 × 10 | 6 × 12 | 7 × 14 | 8 × 16 | 9 × 18 | 10 × 20 |
|---|---|---|---|---|---|---|
| DDDR Average run time (seconds) | 2.15 | 3.81 | 8.88 | 17.46 | 46.82 | 111.36 |
| Speed-up (times) | 1.04 | 1.19 | 1.09 | 1.12 | 1.03 | 1.15 |

5 Conclusion

In this study, we propose a novel framework for modeling the facility location problem under distributionally robust decision-dependent demand distributions. We first provide a moment-based ambiguity set for describing the demand distributions of interest. We define the mean and variance of stochastic demand at each customer location as piecewise linear functions of the facility location decisions. Then, we formulate the distributionally robust facility location problem under the proposed decision-dependent ambiguity set. We provide a closed-form expression for the inner problem which determines the assignment of customer demand to the open facilities. We further benefit from linear programming duality and convex envelopes to obtain exact representation of the proposed model as a mixed-integer linear program, and derive valid inequalities to further strengthen our formulation. An extensive set of instances are tested to assess the performance of the proposed approach depending on various problem characteristics. Our studies indicate superior performance of the proposed approach, which results in consistently higher profit and less unmet demand, compared to existing stochastic programming and distributionally robust methods. We also present the computational efficiency of the proposed valid inequalities with up to 19% speed-up for different instances. We believe that our study leverages a novel line of research by providing insights for the facility location and optimization under uncertainty literature, and highlighting the need to represent the dependency between customer behavior and planner’s decisions within various business settings.
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