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Abstract

The renewed interest in Steepest Descent (SD) methods following the work of Barzilai and Borwein \cite{2} has driven us to consider a globalization strategy based on SD, which is applicable to any line-search method. In particular, we combine Newton-type directions with scaled SD steps to have suitable descent directions. Scaling the SD directions with a suitable step length makes a significant difference with respect to similar globalization approaches, in terms of both theoretical features and computational behavior. We apply our strategy to Newton's method and the BFGS method, with computational results that appear interesting compared with the results of well-established globalization strategies devised ad hoc for those methods.
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1. Introduction

We are concerned with the following optimization problem:

\begin{equation}
\text{minimize } f(x), \quad x \in \mathbb{R}^n,
\end{equation}

where $f : \mathbb{R}^n \rightarrow \mathbb{R}$ is twice continuously differentiable. Hereafter $g(x)$ and $H(x)$ denote the gradient and the Hessian of $f$, respectively.

A strictly monotone line-search method for solving \cite{1} generates a sequence $\{x_k\}$ as follows:

\begin{equation}
x_{k+1} = x_k + \alpha_k d_k,
\end{equation}
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where \(d_k\) is a descent direction, \(\alpha_k > 0\) is a step length and \(f(x_{k+1}) < f(x_k)\). For simplicity of notation, we define \(f_k = f(x_k), g_k = g(x_k)\) and \(H_k = H(x_k)\). The direction \(d_k\) must be of strict descent, i.e.,
\[
g_k^\top d_k < 0. \tag{3}
\]
However, condition (3) alone does not ensure convergence, and \(d_k\) must satisfy, e.g., the angle criterion
\[
\cos(-g_k, d_k) = \frac{-g_k^\top d_k}{\|g_k\| \|d_k\|} \geq \varepsilon_k, \quad \varepsilon_k > 0, \tag{4}
\]
where the sequence \(\{\varepsilon_k\}\) is bounded away from 0, which means that the angle between the search direction and the Steepest Descent (SD) direction must be bounded away from the right angle.

The step length must usually satisfy the Armijo condition
\[
f(x_k + \alpha_k d_k) - f(x_k) \leq \sigma_1 \alpha_k g_k^\top d_k, \quad \sigma_1 \in (0, 1), \tag{5}
\]
or the Wolfe conditions, i.e., (5) and
\[
\nabla f(x_k + \alpha_k d_k)^\top d_k \geq \sigma_2 \alpha_k g_k^\top d_k, \quad \sigma_2 \in (\sigma_1, 1). \tag{6}
\]
We note that (5) forces a sufficient decrease in the objective function, while the curvature condition (6) prevents the method from taking too small steps, which is not guaranteed by condition (5) alone. This drawback can be avoided by choosing \(\alpha_k\) with a suitable backtracking procedure [25, page 37].

In a Newton-type (NT) method, the search direction \(d_k^{\text{NT}}\) is computed as the solution of the linear system
\[
S_k d = -g_k \tag{7}
\]
where \(S_k\) is some symmetric matrix, possibly positive definite so that (3) automatically holds. With the choice \(S_k = I\), where \(I\) is the identity matrix, the NT method reduces to the classical SD method, which is globally convergent with at most linear rate. Recently, several attempts have been made to get more efficient SD methods. In particular, starting from the seminal work by Barzilai and Borwein (BB) [2], it has been observed that appropriate choices of \(\alpha_k\) can, to some extent, remedy the slow convergence of the SD method, even for the solution of constrained problems by gradient projection strategies. This led to effective algorithms [6, 10, 12, 27, 28], which have been successfully used in several applications [1, 8, 14, 31].

With the inclusion of second-order information through \(S_k\) we expect a better rate of convergence. However, the search direction \(d_k^{\text{NT}}\) does not guarantee global convergence, even if \(S_k\) is positive definite for each \(k\). An example is provided by the classical Newton’s method, where \(S_k = H(x_k)\). If \(x^*\) solves (1), with \(H(x^*)\) positive definite, and \(H(x)\) is Lipschitz continuous around \(x^*\), Newton’s method has local, but not global, convergence with quadratic rate [16].
However, a suitable reduction of the Newton step allows global convergence in the convex case (see, e.g., [24, page 34]). In the nonconvex case the Newton direction may not be a descent direction. Therefore, modifications of Newton’s method have been developed that replace $H(x_k)$ by $\tilde{H}_k = H(x_k) + E_k$, where $E_k$ is a symmetric matrix such that $\tilde{H}_k$ is positive definite [22] and the solution $d_k^{MN}$ of $H(x_k)\cdot d_k = -g_k$ is a descent direction at $x_k$. We will refer to these methods as Modified Newton’s (MN) methods. This approach can be extended to the general framework of Newton-type methods, in which, given an approximation $S_k$ of $H(x_k)$, one may consider a matrix $E_k$ such that $\tilde{S}_k = S_k + E_k$ is “sufficiently positive definite” and $\|E_k\|$ is not much larger than $\inf\{\|E\| : S_k + E \succ 0\}$ for some norm [15]. If the eigenvalues of $\tilde{S}_k$ are bounded away from zero independently of $k$ and the Armijo condition is satisfied by backtracking, then all limit points of the method using the directions obtained by solving (7) with $S_k = \tilde{S}_k$ are stationary for (1) [3, 23]. The most successful and well-established algorithms for the computation of $E_k$ are based on modified Cholesky factorizations of the matrix $H(x_k)$ [15]. Another possibility is setting $E_k = \lambda_k I$, where $\lambda_k > 0$ is a suitable constant, so that the search direction is

$$d_k = -(S_k + \lambda_k I)^{-1}g_k.$$  

For quasi-Newton methods ad-hoc globalization strategies have been proposed which avoid matrix factorizations. Next, we briefly describe some of them for the BFGS method [16]. In this case

$$x_{k+1} = x_k + d_k,$$  

with $d_k$ solution of the system

$$B_k d = -g_k,$$  

where the matrix $B_k \in \mathbb{R}^{n \times n}$ is updated by the formula

$$B_{k+1} = B_k - \frac{B_k s_k s_k^T B_k}{s_k^T B_k s_k} + \frac{y_k y_k^T}{y_k^T s_k},$$

with $y_k = g_{k+1} - g_k$ and $s_k = x_{k+1} - x_k$.

For convex optimization problems it can be shown that, under suitable hypotheses, the BFGS method with a line search satisfying the Wolfe conditions is globally convergent and locally superlinearly convergent [4]. For nonconvex functions Dai [7] showed with an example that the BFGS with Wolfe line search may fail. Later on Mascharenhas [20] showed that the BFGS method, as well as other methods in the Broyden class, may fail for nonconvex objective functions when an exact line search is used.

For nonconvex minimization problems Li and Fukushima [18] proposed a modified version of BFGS, called MBFGS, using an Armijo line search or a Wolfe one, and based on an update formula for the matrix in [10], which is equal to (11) with $y_k$ replaced by

$$y_k = g_{k+1} - g_k + \gamma_k \|g_k\|s_k,$$  

for quasi-Newton methods ad-hoc globalization strategies have been proposed which avoid matrix factorizations. Next, we briefly describe some of them for the BFGS method [16]. In this case

$$x_{k+1} = x_k + d_k,$$  

with $d_k$ solution of the system

$$B_k d = -g_k,$$  

where the matrix $B_k \in \mathbb{R}^{n \times n}$ is updated by the formula

$$B_{k+1} = B_k - \frac{B_k s_k s_k^T B_k}{s_k^T B_k s_k} + \frac{y_k y_k^T}{y_k^T s_k},$$

with $y_k = g_{k+1} - g_k$ and $s_k = x_{k+1} - x_k$.

For convex optimization problems it can be shown that, under suitable hypotheses, the BFGS method with a line search satisfying the Wolfe conditions is globally convergent and locally superlinearly convergent [4]. For nonconvex functions Dai [7] showed with an example that the BFGS with Wolfe line search may fail. Later on Mascharenhas [20] showed that the BFGS method, as well as other methods in the Broyden class, may fail for nonconvex objective functions when an exact line search is used.

For nonconvex minimization problems Li and Fukushima [18] proposed a modified version of BFGS, called MBFGS, using an Armijo line search or a Wolfe one, and based on an update formula for the matrix in [10], which is equal to (11) with $y_k$ replaced by

$$y_k = g_{k+1} - g_k + \gamma_k \|g_k\|s_k,$$
where
\[ \gamma_k = 1 + \max \left\{ -\frac{\mathbf{y}_k^\top \mathbf{s}_k}{\|\mathbf{s}_k\|^2}, 0 \right\}. \] (13)

This update formula guarantees that [18, Section 5]
\[ \mathbf{y}_k^\top \mathbf{s}_k > \|\mathbf{g}_k\| \|\mathbf{s}_k\|^2, \]
and therefore \( B_{k+1} \) is positive definite, provided \( B_k \) is positive definite, thus ensuring that the descent condition \( \mathbf{g}_{k+1}^\top \mathbf{d}_{k+1} < 0 \) holds. The update formula (13) was inspired by the MN method with search direction
\[ \mathbf{d}_{k}^{\text{MN}} = -(H_k + \lambda_k I)^{-1} \mathbf{g}_k. \] (14)

where \( \lambda_k \) is a regularization parameter. The MBFGS method with Armijo or Wolfe line search is globally convergent even for nonconvex problems [18].

Later on, the same authors proposed the following BFGS formula with cautious update rule [19]:
\[ B_{k+1} = \begin{cases} B_{k+1} = B_k - \frac{B_k \mathbf{s}_k \mathbf{y}_k^\top}{\mathbf{y}_k^\top \mathbf{s}_k} + \frac{\mathbf{y}_k \mathbf{y}_k^\top}{\mathbf{y}_k^\top \mathbf{s}_k}, & \text{if } \frac{\mathbf{y}_k^\top \mathbf{s}_k}{\|\mathbf{s}_k\|^2} > \chi \|\mathbf{g}_k\|^\nu, \\ B_k, & \text{otherwise}, \end{cases} \] (15)

where \( \chi \) and \( \nu \) are positive constants, and for which global convergence was proved without convexity assumptions.

In this paper we consider a globalization approach applicable to any Newton-type method. The basic idea consists of linearly combining the NT and SD directions. The goal is to bring the iterates sufficiently close to a solution through the globally convergent SD method, so that once the iterates are in the basin of attraction of the NT method, it can lead to faster convergence than SD. Although this approach is not new (see, e.g., [29, 30, 17] and [3, Section 1.4.4]) and much simpler than those based on trust regions and incomplete factorizations, it has been little utilized, likely because of little confidence in the SD method. Here we show that a hybrid strategy which combines SD and NT directions can give very interesting numerical results. In our opinion, a suitable scaling of the SD direction is a key issue in making this approach effective. We also find that, besides fostering global convergence, this strategy can be effective in speeding up NT methods.

This article is organized as follows. In Section 2 we present our globalization strategy, and how the coefficient governing the linear combination can be computed. Section 3 deals with the convergence of the resulting algorithm, in particular for Newton’s method. In Section 4 we discuss results of numerical experiments carried out with our algorithm using either Newton’s or the BFGS method, including a comparison with some benchmarks algorithms. We conclude in Section 5.
Algorithm 1 SD Globalized (SDG) line-search method

1: choose \( x_0 \in \mathbb{R}^n \), \( \{\varepsilon_k\}_{k \in \mathbb{N}} \subset (0, 1) \), \( \sigma_1 \in (0, 1/2) \);
2: for \( k = 0, 1, 2, \ldots \) do
3: compute \( S_k \);
4: \( d^\text{NT}_k = -S_k^{-1}g_k \);
5: if \( \cos \langle d^\text{NT}_k, g_k \rangle \geq \varepsilon_k \) then
6: \( d_k = d^\text{NT}_k \);
7: else
8: compute the step length \( \xi_k \);
9: find \( \beta_k \) such that \( \cos \langle \beta_k d^\text{NT}_k - (1 - \beta_k) \xi_k g_k, g_k \rangle \geq \varepsilon_k \);
10: \( d_k = \beta_k d^\text{NT}_k - (1 - \beta_k) \xi_k g_k \);
11: end if
12: select \( \alpha_k \) satisfying (5) by backtracking, starting from \( \alpha_k = 1 \);
13: \( x_{k+1} = x_k + \alpha_k d_k \);
14: end for

2. Globalization strategy

We propose a line-search method of the form (2), where \( d_k \) is the NT direction if the angle criterion (4) is satisfied, otherwise

\[
d_k = \beta_k d^\text{NT}_k - (1 - \beta_k) \xi_k g_k,
\]

with \( 0 \leq \beta_k \leq 1 \) and \( \xi_k > 0 \). A sketch of this method, which we call SD Globalized (SDG) line-search method, is provided in Algorithm 1.

Regarding the NT direction (7), which can be, e.g., a Newton, quasi-Newton or inexact Newton direction, we assume that it is well-scaled, so that we scale only the SD direction through \( \xi_k \). The search direction (16) is closely related to the one proposed by Shi in [29, 30], which is defined as

\[
d_k = \beta_k d^\text{NT}_k - (1 - \beta_k) g_k.
\]

Notice that, unlike (17), the search direction (16) is invariant to the scaling of the objective function, as long as \( \xi_k g_k \) is invariant (e.g., when \( \xi_k \) is a BB step length and \( \xi_0 = 1/\|g_0\| \)).

The next theorem shows how to compute values of \( \beta_k \) guaranteeing that (16) satisfies (4). We note that the first part slightly generalizes Lemma 2.1 in [29].

**Theorem 1.** Let us consider any \( x_k \in \mathbb{R}^n \) and \( \varepsilon_k \in (0, 1) \), and assume that

\[
-g_k^\top d^\text{NT}_k < \varepsilon_k \|g_k\| \|d^\text{NT}_k\|,
\]

with \( d^\text{NT}_k \) solution of system (7) where \( S_{k} \) is any symmetric matrix not multiple of \( I \).

i) Let \( \beta_k \) be the smallest root in \( (0, 1) \) of the polynomial

\[
P_k(\beta) = A_k \beta^2 + B_k \beta + C_k,
\]
\[ A_k = (g_k^\top d_k^{\text{NT}})^2 - \varepsilon_k^2 \|g_k\|^2 \|d_k^{\text{NT}}\|^2 - B_k - C_k, \]
\[ B_k = -2 (1 - \varepsilon_k^2) \xi_k \|g_k\|^2 \left( \xi_k \|g_k\|^2 + g_k^\top d_k^{\text{NT}} \right), \]
\[ C_k = (1 - \varepsilon_k^2) \xi_k^2 \|g_k\|^2 . \]

If \( d_k \) is defined according to (16) with \( \beta_k = \beta_k^* \), then
\[ -g_k^\top d_k = \varepsilon_k \|g_k\| \|d_k\| . \]

ii) Let \( d_k \) be defined according to (16). Then
\[ -g_k^\top d_k \geq \varepsilon_k \|g_k\| \|d_k\| \]
if and only if \( \beta_k \leq \beta_k^* \).

iii) A lower bound for \( \beta_k^* \) is provided by the value \( \hat{\beta}_k \) defined as
\[ \hat{\beta}_k = \frac{\rho_k}{\rho_k + \pi_k} , \]
where
\[ \rho_k = \xi_k (1 - \varepsilon_k) \quad \text{and} \quad \pi_k = \frac{g_k^\top d_k^{\text{NT}}}{\|g_k\|^2} + \varepsilon_k \frac{\|d_k^{\text{NT}}\|}{\|g_k\|} . \]

Proof. We first prove that \( \beta_k^* \) is well defined. Let us consider
\[ \Phi_k(\beta) = -g_k^\top \left( \beta d_k^{\text{NT}} - (1 - \beta) \xi_k g_k \right) \frac{\|g_k\| \|d_k^{\text{NT}}\|}{\beta \|d_k^{\text{NT}}\| - (1 - \beta) \xi_k g_k}, \]
which is a continuous function of \( \beta \). Note that \( \Phi_k(\beta) \) is the cosine of the angle between the antigradient \( -g_k \) and the direction
\[ d(\beta) = \beta d_k^{\text{NT}} - (1 - \beta) \xi_k g_k, \]
which spans continuously the cone between \( -g_k \), corresponding to \( d(0) \), and the vector \( d_k^{\text{NT}} \), corresponding to \( d(1) \). From its definition it is clear that \( \Phi_k(\beta) \) is a monotonically decreasing function in the interval \((0, 1)\). Since
\[ \Phi_k(0) = 1 \quad \text{and} \quad \Phi_k(1) = -g_k^\top d_k^{\text{NT}} \frac{\|d_k^{\text{NT}}\|}{\|g_k\|} < \varepsilon_k , \]
\( \Phi_k(\beta) - \varepsilon_k \) has a unique zero \( \beta_k^* \) in \((0, 1)\). The solutions of the equation
\[ \left[ -g_k^\top \left( \beta d_k^{\text{NT}} - (1 - \beta) \xi_k g_k \right) \right]^2 = (\varepsilon_k \|g_k\| \|d_k^{\text{NT}}\| - (1 - \beta) \xi_k g_k)^2 \]
are the solutions of \( \Phi_k(\beta) = \pm \varepsilon_k \). By simple computations, it is easy to verify that the solutions of (23) are the roots of the polynomial (19). Now we observe that \( P_k(0) = C_k > 0 \). To conclude the proof of item i) we need to analyze the two possible cases about the sign of
\[ P_k(1) = (g_k^\top d_k^{\text{NT}})^2 - \varepsilon_k^2 \|g_k\|^2 \|d_k^{\text{NT}}\|^2 . \]
a) If $-\varepsilon_k < \frac{-g_k^T d_k^{NT}}{\|g_k\|\|d_k^{NT}\|} < \varepsilon_k$, then $P_k(1) < 0$ and $\beta_k^\varepsilon$ is the only root of \((19)\) in \((0, 1)\);  

b) if $\frac{-g_k^T d_k^{NT}}{\|g_k\|\|d_k^{NT}\|} < -\varepsilon_k$, then $P_k(1) > 0$ and $\beta_k^\varepsilon$ is the smallest of the two roots of \((19)\) in \((0, 1)\).

Item ii) of the theorem comes from the observation that $\Phi_k(\beta)$ is a monotonically decreasing function in \((0, 1)\), which implies that $\Phi_k(\beta) \geq \Phi_k(\beta_k^\varepsilon) = \varepsilon_k$ for all $\beta \leq \beta_k^\varepsilon$.

To prove item iii), we note that the search direction \((16)\) satisfies \((20)\) if and only if
\[
-\beta_k g_k^T d_k^{NT} + (1 - \beta_k) \xi_k \|g_k\|^2 \geq \varepsilon_k. \tag{24}
\]

Since
\[
-\beta_k g_k^T d_k^{NT} + (1 - \beta_k) \xi_k \|g_k\|^2 \geq \frac{-\beta_k g_k^T d_k^{NT} + (1 - \beta_k) \xi_k \|g_k\|^2}{\|\beta_k d_k^{NT} - (1 - \beta_k) \xi_k g_k\|} \geq \varepsilon_k, \tag{25}
\]
a sufficient condition for \((24)\) to hold is that
\[
-\beta_k g_k^T d_k^{NT} + (1 - \beta_k) \xi_k \|g_k\|^2 \geq \frac{\beta_k \|g_k\| \|d_k^{NT}\| + (1 - \beta_k) \xi_k \|g_k\|^2}{\|\beta_k d_k^{NT} - (1 - \beta_k) \xi_k g_k\|} \geq \varepsilon_k. \tag{25}
\]

This condition gives us a way to compute a lower bound $\hat{\beta}_k$ for $\beta_k^\varepsilon$. By straightforward computations one can check that \((25)\) is equivalent to
\[
\beta_k \left(\xi_k (1 - \varepsilon_k) + \frac{g_k^T d_k^{NT}}{\|g_k\|^2} + \varepsilon_k \frac{\|d_k^{NT}\|}{\|g_k\|}\right) \leq \xi_k (1 - \varepsilon_k),
\]
i.e.,
\[
\beta_k \left(\rho_k + \pi_k\right) \leq \rho_k \tag{26}
\]
where $\rho_k$ and $\pi_k$ are defined in \((22)\). We observe that \((18)\) implies $\pi_k > 0$ and $\rho_k > 0$ comes from the definition of $\xi_k$ and $\varepsilon_k$. Therefore, we have that \((26)\) holds if and only if $\beta_k \leq \hat{\beta}_k = \frac{\rho_k}{\rho_k + \pi_k} < 1$. Item ii) implies $\hat{\beta}_k \leq \beta_k^\varepsilon$. \(\square\)

**Remark 1.** Items i) and iii) of the previous theorem suggest two choices for the coefficient $\beta_k$ in \((16)\), namely $\beta_k^\varepsilon$ and $\hat{\beta}_k$. Note that $\beta_k^\varepsilon$ is the largest value of $\beta_k$ such that the angle criterion \((20)\) is satisfied. Moreover, by looking at the definition of $\pi_k$ in \((22)\) we can easily find a relation between the “quality” of the NT direction and the value of $\hat{\beta}_k$. We can indeed write $\pi_k$ as
\[
\pi_k = \frac{\|d_k^{NT}\|}{\|g_k\|} \left(\frac{g_k^T d_k^{NT}}{\|g_k\| \|d_k^{NT}\|} + \varepsilon_k\right) = -\frac{\|d_k^{NT}\|}{\|g_k\|} \left(\cos \left(-g_k, d_k^{NT}\right) - \varepsilon_k\right),
\]
i.e., $\pi_k$ provides a measure of the violation of the angle criterion \((20)\). If $\cos \left(-g_k, d_k^{NT}\right)$ approaches $\varepsilon_k$, we have that $\pi_k$ tends to zero and $\hat{\beta}_k$ tends
allowing us to take a direction close to the NT one. Conversely, if \( \cos \langle -g_k, d_k^{NT} \rangle \) approaches \(-1\), the value of \( \pi_k \) may increase, implying a decrease of \( \hat{\beta}_k \) and thus fostering the descent direction to be close to the SD direction.

Going back to the classical globalization strategies mentioned in the previous section, we note that the search direction \( d_k = -\tilde{S}_k^{-1}g_k \),

\[
d_k = -\tilde{S}_k^{-1}g_k, \tag{27}
\]

where \( \tilde{S}_k = S_k + E_k \), is based on the following quadratic approximation of \( f \) at \( x_k \):

\[
\psi_k(x) = f(x_k) + g_k^T(x - x_k) + \frac{1}{2}(x - x_k)^T \tilde{S}_k(x - x_k), \tag{28}
\]

in which the role of \( E_k \) is to guarantee that the model be “sufficiently” convex.

Our approach is based on a different second-order model, namely

\[
\phi_k(x) = f(x_k) + g_k^T(x - x_k) + \frac{1}{2}(x - x_k)^T W_k(x - x_k),
\]

where

\[
W_k = \left( \beta_k S_k^{-1} + (1 - \beta_k) \xi_k I \right)^{-1}. \tag{29}
\]

Even when \( W_k \) is not positive definite, the choice of \( \beta_k \) guarantees that \( d_k = -W_k^{-1}g_k \). A simple computation shows that we only require convexity for the univariate function

\[
\theta(\alpha) = \phi_k(x_k - \alpha W_k^{-1}g_k), \tag{30}
\]

which attains its minimum at \( \alpha = 1 \). On the contrary, a globalization strategy like the one based on a shifted linear system of the form \( (8) \) forces the overall quadratic model \( (28) \) to be convex, potentially leading to a model insufficiently faithful to \( f \).

The directions \( (8) \) and \( (16) \) remind us of Trust Region (TR) methods \([5]\). These methods compute \( x_{k+1} \) by minimizing a quadratic model of \( f \) near \( x_k \),

\[
\varphi_k(x) = f(x_k) + g_k^T(x - x_k) + \frac{1}{2}(x - x_k)^T S_k(x - x_k), \quad \|x - x_k\| \leq \Delta_k, \tag{31}
\]

where \( \Delta_k \) is updated at each iteration to get a “good” approximation of \( f(x) \) in the ball with center \( x_k \) and radius \( \Delta_k \). The point \( x_{k+1} \) is a minimizer of \( \varphi_k(x) \) in this ball if and only if \( d_k = x_{k+1} - x_k \) is a solution of the system

\[
(S_k + \lambda I) d = -g_k, \quad \lambda(\Delta_k - \|d\|) = 0, \tag{32}
\]

for a scalar \( \lambda \geq 0 \) such that \( S_k + \lambda I \succeq 0 \). Therefore, we can regard direction \( (8) \) as a TR step. Direction \( (16) \) can be also related to the dogleg and the two-dimensional subspace minimization approaches, which provide approximate
solutions to the TR subproblem (31) by making a search in the space spanned by the SD and Newton directions (see, e.g., [25]).

As already pointed out, unlike (17), the search direction (16) is invariant to the scaling of the objective function when \( \xi_k \mathbf{g}_k \) is invariant. In order to clarify the relevance of this issue, we show a simple numerical example. We consider the so-called “Brown badly-scaled” function [21], defined as

\[
f_B(x_1, x_2) = (x_1 - 10^6)^2 + (x_2 - 2 \cdot 10^{-6})^2 + (x_1 x_2 - 2)^2.
\] (33)

We compare the performances of the line-search methods using as search directions respectively (17) and (16) (with \( \xi_k \) set as the BB2 step length defined in [2] equation (5)), on scaled versions of (33),

\[
f_\omega(x_1, x_2) = \omega f_B(x_1, x_2),
\]

for different values of the scale factor \( \omega \). For both algorithms, \( \mathbf{d}^{NT} \) is set as the Newton direction. Furthermore, we set \( \varepsilon_k = 10^{-3} \) for each \( k \) and \( \| \nabla f_\omega(x_1, x_2) \| < 10^{-5} \omega \) as stop condition. Table 1 contains the number of iterations (its) and function evaluations (evals) performed by the SDG method; as expected, when the search directions (17) are used, the performance of the line-search algorithm dramatically depends on the scale factor. On the other hand, the results in Table 1 confirm that the search directions computed using (16) are scale invariant. Notice that the Newton direction is scale invariant, whereas the gradient scales with \( \omega \), so that the larger the scale factor, the closer (17) is to the SD direction. This probably explains why in Table 1 we observe a progressive deterioration of the performance of the search direction (17) when moving from \( \omega = 10^{-3} \) (close to the Newton direction) to \( \omega = 10^4 \) (close to the SD direction). Finally, a comparison between the two search directions for \( \omega = 1 \) demonstrates the importance of a suitable choice of \( \xi_k \) in the hybrid strategy (note that in [17] it is always \( \xi_k = 1 \)).

Table 1: Comparison of line-search methods with directions (16) and (17) on the solution of Brown badly-scaled function with different scalings.

<table>
<thead>
<tr>
<th>( \omega )</th>
<th>\text{d}_k \text{ as in (16)}</th>
<th>\text{d}_k \text{ as in (17)}</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 10^{-3} )</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td>( 10^{-2} )</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td>( 10^{-1} )</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td>( 1 )</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td>( 10 )</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td>( 10^2 )</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td>( 10^3 )</td>
<td>6</td>
<td>12</td>
</tr>
</tbody>
</table>
3. Convergence

We now focus on the convergence properties of the SDG method. The theorems in this section are a slight modification of results presented by the authors in [11].

**Theorem 2.** Let \( f \in C^2(\mathbb{R}^n) \) and assume that \( \{\varepsilon_k\} \) is bounded away from 0. Then, for any \( x_0 \), the limit points of the sequence \( \{x_k\} \) generated by Algorithm 1 are stationary.

*Proof.* Let \( 0 < \varepsilon_{\text{min}} = \inf \{\varepsilon_k\} \). At any iteration \( k \), Theorem 1 guarantees the existence of a coefficient \( \beta_k \) for step 9 of Algorithm 1, therefore a direction \( d_k \) satisfying \( \cos \langle d_k, -g_k \rangle \geq \varepsilon_k \) can be found. Since the sequence \( \{\varepsilon_k\} \) is bounded from below by \( \varepsilon_{\text{min}} \) and \( \alpha_k \) is obtained by a backtracking technique to fulfill condition (5), the thesis follows from [3, Proposition 1.2.1]. \( \square \)

The next theorem shows that the SDG method has quadratic convergence rate when the direction \( d_{NT}^k \) is the Newton direction. The proof is omitted because it is practically the same as the proof of Theorem 2 in [11].

**Theorem 3.** Let \( f \in C^2(\mathbb{R}^n) \) and let \( \{x_k\} \) be generated by the SDG method where \( d_{NT}^k \) is the Newton direction. Let \( \sigma_1 \) in (5) be such that \( 0 < \sigma_1 < \frac{1}{2} \) and the sequence \( \{\varepsilon_k\} \) be nonincreasing with limit \( \varepsilon_{\text{min}} > 0 \). Suppose also that there exists a limit point \( \hat{x} \) of \( \{x_k\} \) where \( H(\hat{x}) \) is positive definite and \( H(x) \) is Lipschitz continuous around \( \hat{x} \). If \( \varepsilon_{\text{min}} \) is sufficiently small, then \( \{x_k\} \) converges to \( \hat{x} \) with quadratic rate.

4. Computational experiments

We implemented two MATLAB versions of the SDG algorithm, using Newton’s method and the BFGS method, and compared them with the Modified Newton method using a modified Cholesky factorization [15] and with the CBFGS method [19], respectively. To better understand the effect of our globalization strategy, we also run Newton’s method, the BFGS method, and the SD one with the BB2 Barzilai-Borwein step length used in the numerical example at the end of Section 2.

In the SDG and pure SD methods, we set \( \xi_0 = 1/\|g_0\|, \xi_k = \max\{\xi_k^{BB2}, \nu_1\} \) if \( \xi_k^{BB2} > 0 \), and \( \xi_k = \min\{10 \xi_k^{BB2}, \nu_2\} \) otherwise; here \( \xi_k^{BB2} \) is the BB2 step length, \( \nu_1 = 10^{-5} \) and \( \nu_2 = 10^5 \). We chose BB2 instead of other BB step lengths (see, e.g., [10]) because BB2 was more effective in preliminary numerical experiments. The Hessian approximations in SDG with BFGS, in BFGS and in CBFGS were initialized as explained in [25, page 143]. We applied a shrinking strategy for the selection of \( \varepsilon_k \) in [20]: given \( \varepsilon_0 \in (0, 1) \) and \( \zeta = 0.95 \), at the \( k \)-th iterate \( (k > 0) \) we set \( \varepsilon_k = \zeta \varepsilon_{k-1} \) if \( \beta_{k-1} < 1 \), and \( \varepsilon_k = \varepsilon_{k-1} \) otherwise. To prevent the sequence \( \{\varepsilon_k\} \) from going toward zero, we set a threshold for \( \varepsilon_k \) equal to \( \tau = 10 \varepsilon_{\text{mac}} \), where \( \varepsilon_{\text{mac}} \) is the machine epsilon. It is worth noting that in none of the tests performed the value of \( \varepsilon_k \) reached the threshold. In all
the algorithms, the Armijo backtracking line search with \( \sigma_1 = 10^{-4} \) (see [5]) and quadratic interpolation [25, Section 3.5] was performed. The methods were stopped as soon as

\[
\|g_k\| < \tau_g \|g_0\|. \tag{34}
\]

with \( \tau_g = 10^{-5} \); as a safeguard we also stopped the execution when a maximum number, \( k_{\text{max}} \), of 2000 iterations was achieved or the objective function appeared to get stuck, i.e.,

\[
\frac{f(x_{k-1}) - f(x_k)}{|f(x_{k-1})|} < \varepsilon.
\]

Algorithm 2 is a detailed version of Algorithm 1 that includes implementation details. By numerical experiments we found that the use of the pure SD direction with BB2 step length is computationally convenient when \( d_k = d_{\text{NT}} \) is not a descent direction (see lines 12-13). The notation SDG[NT,\( \varepsilon_0 \)] highlights that the algorithm uses a selected NT method (e.g., Newton’s or BFGS) and \( \varepsilon_0 \) as initial value of the sequence \( \{\varepsilon_k\} \).

All the experiments were carried out using MATLAB R2018b. Comparisons were performed by using the performance profiles introduced in [13], which are briefly described next for completeness.

Let \( S_{T,A} \geq 0 \) be a statistic corresponding to the solution of a test problem \( T \) by an algorithm \( A \), and suppose that the smaller the statistic the better the algorithm. Furthermore, let \( S_T \) be the smallest value attained on the test \( T \) by one of the algorithms under analysis. The performance profile of the algorithm \( A \) is defined as

\[
\pi(\chi) = \frac{\text{number of tests such that } S_{T,A}/S_T \leq \chi}{\text{number of tests}}, \quad \chi \geq 1,
\]

where the ratio \( S_{T,A}/S_T \) is set to \(+\infty\) if algorithm \( A \) fails in solving \( T \). In other words, \( \pi(\chi) \) is the fraction of problems for which \( S_{T,A} \) is within a factor \( \chi \) of the smallest value \( S_T \). Thus \( \pi(1) \) is the percentage of problems for which \( A \) is the best, while \( \lim_{\chi \to +\infty} \pi(\chi) \) gives the percentage of problems that are successfully solved by \( A \).

The performance profiles considered in this work use as performance statistics the number of iterations and the number of function evaluations. We note that in Section 4.2.2 in comparing our SDG algorithm based on Newton’s method with an MN method, we do not consider the execution time because the MN implementation exploits a C code for the modified Cholesky factorization, called via a MATLAB mex file, while the Newton systems in the SDG algorithm are solved by the MATLAB function \texttt{backslash}. Thus, in this case a time comparison would be unfair. In all the other experiments the algorithms compared have about the same cost per iteration, therefore using the number of iterations as performance statistic appears sensible. Furthermore, the number of objective function evaluations is related to the number of line searches performed, and provides also information on the quality of the descent direction. Nevertheless, we use a performance profile based on the execution time at the end of Section 4.2.2 to further support some results.
Algorithm 2 \(\text{SDG}[\text{NT}, \varepsilon_0]\)

1: choose an NT method and \(\varepsilon_0 \in (0, 1)\);
2: choose \(x_0 \in \mathbb{R}^n\), \(\zeta \in (0, 1)\), \(\sigma_1 \in (0, 1/2)\), \(\overline{\varepsilon} = 10 \varepsilon_{mac}\), \(\tau_g \in (0, 1)\), \(k_{max} \in \mathbb{N}\);
3: \(k = 0\); \(continue = \text{true}\);
4: while \((\|g_k\| \geq \tau_g \|g_0\|) \land continue\) do
5: compute \(S_k\) according to the NT method;
6: \(d_{k}^{\text{NT}} = -S_k^{-1}g_k\);
7: if \(\cos \langle d_{k}^{\text{NT}}, -g_k \rangle \geq \varepsilon_k\) then
8: \(d_{k} = d_{k}^{\text{NT}}\);
9: \(\varepsilon_{k+1} = \varepsilon_k\);
else
10: compute the step length \(\xi_k\);
11: if \(\cos \langle d_{k}^{\text{NT}}, -g_k \rangle \leq 0\) then
12: \(d_{k} = -\xi_k g_k\);
13: else
14: compute \(\hat{\beta}_k\) as defined in [21];
15: \(d_{k} = \hat{\beta}_k d_{k}^{\text{NT}} - (1 - \hat{\beta}_k) \xi_k g_k\);
end if
16: \(\varepsilon_{k+1} = \max \{\overline{\varepsilon}, \zeta \varepsilon_k\}\);
end if
17: select \(\alpha_k\) satisfying (5) by backtracking with quadratic interpolation [25, Section 3.5], starting from \(\alpha_k = 1\);
18: \(x_{k+1} = x_k + \alpha_k d_k\);
19: \(k = k + 1\);
20: if \((k > k_{max}) \lor (|f_{k-1} - f_k| < \overline{\varepsilon} |f_{k-1}|)\) then
21: \(continue = \text{false}\);
end if
22: end while

To better show the effectiveness of the proposed strategy, we considered two sets of test problems, described in the following section.

4.1. Test problems
4.1.1. Nonconvex problems

We considered 36 problems available from https://people.sc.fsu.edu/~jburkardt/m_src/test_opt/test_opt.html including the unconstrained minimization problems from the Moré-Garbow-Hillstrom collection [21] and other problems. We set the problem size equal to 100 for all the problems where the dimension could be chosen by the user. For each problem we used 10 starting points, i.e., the point \(x_0\) provided with the problem and the points \(x_{0}^{s}\), with \(s = 1, \ldots, 9\), where \((x_{0}^{s})_i = (x_0)_i + \gamma_i^s\), \(\gamma_i^s\) was a random number in \([-\eta_i a_i, \eta_i a_i]\), \(a_i = |(x_0)_i|\), and the values \(\eta_i\) were logarithmically spaced in the interval \([10^{-2}, 10^{-1}]\). These choices resulted in a set of 360 nonconvex optimization problem instances.
4.1.2. Convex problems coming from machine learning

The second set of test problems consists in the minimization of convex functions arising from machine learning. In particular, given \( N \) pairs \((a_i, b_i)\), where \( a_i \in \mathbb{R}^n \) and \( b_i \in \{-1, 1\} \), we considered the problem of training a linear classifier by minimizing the function

\[
f(x) = \frac{1}{N} \sum_{i=1}^{N} f_i(x) + \frac{\mu}{2} \|x\|^2,
\]

where \( f_i(x) = \log \left(1 + e^{-b_i a_i^\top x}\right) \) and \( \mu > 0 \).

<table>
<thead>
<tr>
<th>name</th>
<th>points</th>
<th>features</th>
</tr>
</thead>
<tbody>
<tr>
<td>a6a^1</td>
<td>11220</td>
<td>123</td>
</tr>
<tr>
<td>a7a^1</td>
<td>16100</td>
<td>123</td>
</tr>
<tr>
<td>a8a^1</td>
<td>22696</td>
<td>123</td>
</tr>
<tr>
<td>a9a^1</td>
<td>32561</td>
<td>123</td>
</tr>
<tr>
<td>adult^2</td>
<td>48842</td>
<td>122</td>
</tr>
<tr>
<td>cina^3</td>
<td>16033</td>
<td>132</td>
</tr>
<tr>
<td>cod-rna^1</td>
<td>59535</td>
<td>8</td>
</tr>
<tr>
<td>icjn1^3</td>
<td>49990</td>
<td>22</td>
</tr>
<tr>
<td>mnist^4</td>
<td>7603</td>
<td>100</td>
</tr>
<tr>
<td>mushrooms^1</td>
<td>8124</td>
<td>112</td>
</tr>
<tr>
<td>phishing^4</td>
<td>11055</td>
<td>68</td>
</tr>
<tr>
<td>w6a^1</td>
<td>17188</td>
<td>300</td>
</tr>
<tr>
<td>w7a^1</td>
<td>24692</td>
<td>300</td>
</tr>
<tr>
<td>w8a^1</td>
<td>49749</td>
<td>300</td>
</tr>
</tbody>
</table>

Table 2: Number of points and number of features for each machine learning dataset. We indicate the source by adding a superscript to the dataset name, according to the following list:
1 - https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/
3 - NAACCR Incidence - CiNA Public File, 1995-2015, North American Association of Central Cancer Registries,
4 - http://yann.lecun.com/exdb/mnist

We considered 14 datasets, whose dimensions and sources are reported in Table 2. For each dataset we considered a 10-fold cross validation setting, thus obtaining 10 different training problems of the form (35) with \( N \) approximately equal to 0.9 times the total number of points. For each problem we set \( \mu = \frac{1}{N} \), which is a choice usually found in literature. This produced a total of 140 instances for training our strategy. For this set of test problems we focused on the BFGS method.
4.2. Numerical results

4.2.1. Comparison on the choice of $\beta_k$

First, we focused on the choice of $\beta_k$ in (16). Theorem 1 suggests $\beta_k^\epsilon$ and $\hat{\beta}_k$ as two possible alternatives. Just to get a first picture, we considered the so-called “Gulf research and development” function [21], defined as

$$f_{GRD}(x_1, x_2, x_3) = \sum_{i=1}^{99} \exp \left( \frac{-\left(-50 \log \left( \frac{i}{100} \right) \right)^2 + 25 - x_2^2}{x_1} - i \frac{x_3}{100} \right)^2,$$

with starting point $x_0 = [40, 20, 1.2]^T$. We ran SDG[Newton,0.5] with $\beta_k = \hat{\beta}_k$ and computed also $\beta_k^\epsilon$ at each iteration. The values of $\beta_k^\epsilon$ and $\hat{\beta}_k$ are shown in the top plot in Figure 1 for the iterations in which the Newton step was rejected as a search direction. For the same iterations, in the bottom plot we depicted the values of $\cos(\beta_k d_k, -g_k)$ for $d_k$ in (16), computed with $\beta_k = \beta_k^\epsilon$, $\hat{\beta}_k$ and $\beta_k = 1$ (the last one corresponds to the pure Newton’s method). This example suggests that the difference between $\beta_k^\epsilon$ and $\hat{\beta}_k$ is negligible, especially when close to the solution. Conversely, the angle between $d_k$ (computed with either $\beta_k^\epsilon$ or $\hat{\beta}_k$) and $d_k^{\text{Newton}}$ is non-negligible, especially far from the solution.

![Figure 1: Test on the Gulf research and development function. Top plot: values of $\beta_k^\epsilon$ and $\hat{\beta}_k$. Bottom plot: values of $\cos(\beta_k d_k, -g_k)$, with $d(\beta) = \beta d_k^{\text{Newton}} - (1 - \beta)\xi_k g_k$ for $\beta_k = \beta_k^\epsilon$, $\beta_k = \hat{\beta}_k$ and $\beta_k = 1$.](image)

Then we ran two versions of SDG[Newton,0.5], with $\beta_k = \beta_k^\epsilon$ and $\beta_k = \hat{\beta}_k$, on the solution of the 360 nonconvex problem instances previously described,
looking for experimental evidence about the choice of $\beta_k$. Since the problems are nonconvex, different algorithms may reach different local minima starting from the same point. We noted that, out of the 360 considered problem instances, SDG went to the smallest local minimum 267 times with $\beta_k = \hat{\beta}_k$, and 295 times with $\beta_k = \hat{\beta}_k$. To have a fair picture, we compared the two versions of SDG on the 202 instances where they reached equal solutions (two solutions were considered equal if they coincided up to the third significant digit). The performance profiles reported in Figure 2 show a comparison in terms of number of iterations (left) and number of objective function evaluations (right), and suggest that $\beta_k = \hat{\beta}_k$ is preferable to $\beta_k = \beta_k$. If we had to venture a guess, based on our experience, we would say that far from the solution $\hat{\beta}_k$ can be significantly smaller than $\beta_k$, and this increases the SD component in (16). Far from the solution, the SD direction with a suitable step length like BB2 can even be more effective than Newton’s method in decreasing the objective function, and this might explain, to some extent, the results in Figure 2.

We also compared SDG[BFGS,0.5] with $\beta_k = \beta_k$ and $\beta_k = \hat{\beta}_k$ on the first set of test problems. In this case, the two versions of SDG computed the same solution on 148 problem instances. As shown by the performance profiles in Figure 3, the implementation with $\beta_k = \hat{\beta}_k$ slightly outperformed the one with $\beta_k = \beta_k$. A similar analysis was carried out for the convex problems from machine learning, comparing the versions SDG[BFGS,0.5] with the two different values of $\beta_k$. Again, $\beta_k = \hat{\beta}_k$ seems to provide the best results, in terms of both number of iterations and number of function evaluations, as shown in Figure 4. Therefore, we decided to set $\beta_k = \hat{\beta}_k$ in the remaining numerical experiments.

4.2.2. Comparison with other globalization strategies

To perform a comparison with other globalization strategies, we ran, on the nonconvex problems, the SDG[Newton,0.5] method and an MN method based on the modified Cholesky factorization GMW-II [15] (see https://github.com/hrfang/mchol). For completeness, we also ran Newton’s method.
We found that Newton’s method with line search stopped without satisfying criterion (34) for 168 out of 360 problem instances. Conversely, MN failed only on 10 instances, whereas SDG[Newton,0.5] was always able to satisfy (34) within 2000 iterations. Figure 5 summarizes the results of the comparison between SDG[Newton,0.5] and the Modified Newton’s method for the 134 problem instances in which the methods obtained the same solution. The profiles show that our algorithm required less function evaluations, although it was slightly less efficient in terms of iterations.

We also compared SDG[BFGS,0.5] with CBFGS using $v = 1$ (see (15)) and with BFGS. The performance profiles in Figure 6 show how SDG[BFGS,0.5] compares with CBFGS and BFGS in the solution of the 221 problem instances in which the algorithms get the same solution. Note that CBFGS and BFGS overlap extensively. In other words, BFGS does not seem to really need a globalization strategy, and the cautious update rule (15) is likely to reduce to the standard BFGS update rule almost always. Figure 6 also shows that our globalization strategy can slightly improve the performance of the BFGS method.

With the aim of better understanding the behavior of SDG[BFGS,0.5], in
Figure 5: Performance profiles of SDG\[Newton,0.5\] and the Modified Newton’s method on the solution of the 134 nonconvex problem instances in which they computed the same solution.

Figure 6: Performance profiles of SDG\[BFGS,0.5\], CBFGS and BFGS in the solution of the 221 nonconvex problem instances in which the algorithms computed the same solution.

Figure 7 we plotted the sequence \( \beta_k \) for two representative instances of nonconvex problems. We set \( \beta_k = 1 \) when the BFGS direction was accepted (see lines 7-8 of Algorithm 2), and \( \beta_k = 0 \) when the SD direction scaled by the BB2 step length was selected (see lines 12-13 of Algorithm 2). In the top plot, concerning a very easy problem (the Goldstein-Price polynomial), we see that the method practically switches from SD to BFGS at the third iteration. The bottom plot, concerning the extended Rosenbrock parabolic valley function, shows that in the very first iterations it is likely that \( \beta_k \) is close to 0, and the SD component is dominating the search direction \( \|x\| \). As the number of iterations increases, the SD component in \( \|x\| \) becomes smaller and smaller, and eventually the method reduces to BFGS.

Concerning the convex problems, we considered BFGS only, i.e., we compared SDG[BFGS,0.5], CBFGS and BFGS. Figure 8 confirms the trend already observed in the nonconvex case: the CBFGS and BFGS methods behave the same way, and SDG[BFGS,0.5] outperforms both of them.

The results in the convex case suggest that a suitable linear combination of an NT direction with the SD one can have a beneficial effect in speeding up the convergence, in addition to providing global convergence. To further investigate
this issue, we also made computational experiments with SDG[BFGS,0.9] on the convex test problems. Of course, the choice $\varepsilon_0 = 0.9$ favors the SD component in the search direction, and we cannot suggest it as a safe choice in general. However, the comparison with SDG[BFGS,0.5] in Figure 9 shows that for the selected problems SDG[BFGS, 0.9] is more efficient than SDG[BFGS,0.5], and hence than the standard BFGS.

Finally, the performance profiles in Figure 10 show that SDG[BFGS,0.9] generally outperforms the SD method with BB2 step length. This suggests that the good behavior of SDG[BFGS,0.9] does not depend only on the use of SD directions with effective step lengths, but also on the efficient combination
of these directions with BFGS ones. This is confirmed by Figure 11 where SDG[BFGS,0.9], BFGS and the SD method with BB2 step length are compared in terms of execution time, showing that the proposed algorithm is more efficient than the others.
5. Conclusions

We proposed a globalization strategy to be used with any NT method, which is based on a linear combination of the NT and SD search directions. Our approach, which generalizes the one proposed in [29, 30], looks easier and more flexible than globalization strategies which have been devised ad hoc for specific methods [15, 19]. We believe that a key issue in our strategy is to take the SD direction with a suitable step length. The reason is twofold: first, from the theoretical point of view, it allows us to have search directions that are invariant to the scaling of the objective function; second, it allows us to inject in the globalized method the proven effectiveness of gradient methods based on particular step-length rules [10]. Our computational experiments suggest that the use of a line search along a suitable linear combination of NT and SD directions can improve numerical performance with respect to the NT method, in addition to providing global convergence. In particular, the SD component with the BB2 step length showed a beneficial effect especially when far from the solution.
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