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Abstract. We present a mixed-integer nonlinear optimization model for computing the optimal expansion of an existing tree-shaped district heating network given a number of potential new consumers. To this end, we state a stationary and nonlinear model of all hydraulic and thermal effects in the pipeline network as well as nonlinear models for consumers and the network’s depot. For the former, we consider the Euler momentum and the thermal energy equation. The thermal aspects are especially challenging. Here, we develop a novel polynomial approximation that we use in the optimization model. The expansion decisions are modeled by binary variables for which we derive additional valid inequalities that greatly help to solve the highly challenging problem. Finally, we present a case study in which we identify three major aspects that strongly influence investment decisions: the estimated average power demand of potentially new consumers, the distance between the existing network and the new consumers, and thermal losses in the network.

1. Introduction

Decarbonization and defossilization are at the core of the European energy transition and the European Green Deal, which has been announced at the end of 2019; see, e.g., [7]. Besides measures such as the reduction of CO₂ emissions by coal power plants or a better level of insulation of buildings, the efficient use of the existing energy transport infrastructure is of key importance. The latter aspect can be considered from at least to two different angles. On the one hand, the operation, maintenance, and expansion of energy transport infrastructures such as power or gas networks cost both money and energy and should thus be done in the most efficient way. On the other hand, the consideration of, e.g., the power network, standalone often lead to congestion issues in the recent past, which was more and more governed by highly volatile and uncertain renewable production. This aspect also leads to severe economic implications such as negative electricity prices at the energy exchange in certain days of the year with a high share of renewable energy. The reason is the missing capability of many power systems to store electrical energy or to transform it to other energy forms, i.e., to use power-to-X technologies. At this point, sector coupling enters the scene, which is considered as one of the key technologies towards a successful energy turnaround. Maybe the most intensively discussed sectors to be coupled are gas and electricity, since gas networks itself can be used as large-scale energy storages due to the compressibility of natural gas.

In this paper, we consider another type of energy networks that is not as frequently discussed in the literature: district heating networks. These networks are used to provide households with heat power by a network that transports hot water to the consumers, which is heated usually by waste incineration in a depot. Hence, district
heating networks can also be seen as a large-scale energy storage (where energy is stored in terms of thermal energy), e.g., at days with a high renewable share. To this end, there is a strong need to both operate and extend district heating networks in an optimal way. However, a rigorous mathematical modeling of hydraulic and thermal aspects in district heating networks together with a proper engineering modeling of the depot’s processes and consumers leads to highly complex and nonlinear optimization models. Consequently, the literature on the computation of cost-optimal controls of district heating networks mainly uses nonlinear optimization models allowing to accurately describe the physics of the system. However, solving these models over large time horizons induces large computation times. As a remedy, model predictive control approaches are used in [2, 32, 38] to optimally operate the system. In contrast, a highly nonlinear closed-loop model for cost-optimal control of an existing district heating network is presented and solved over long time horizons in [19]. To this end, the authors use different preprocessing and other optimization techniques to reduce computation times.

Besides the optimal control and operation of an existing district heating network, the expansion of existing networks as well as the design of newly built parts are important. Obviously, network expansion is only carried out based on self-interested economic reasoning of the network operator who mainly earns money due to the power consumption of the connected consumers. This network expansion problem is studied in this paper for the special case of tree-shaped networks. We consider an existing district heating network, a set of consumers that are already connected to the network, and another set of potentially new consumers to be given. Based on this data, our model allows to compute the cost-optimal expansion of the network, i.e., the decisions which new consumers should be connected and which new pipes need to be built. Since this decision still depends on the physics in the network, we obtain a nonconvex mixed-integer nonlinear optimization problem (MINLP), which is very challenging to solve.

Mainly two approaches are considered in the related branch of the literature. The most frequently used approach consists in stating the design problem as a mixed-integer linear optimization problem (MILP). This means that all nonlinearities in the system need to be simplified or—at least—linearized to obtain a mixed-integer linear problem, usually at the cost of a significantly larger number of integer variables. Power losses in the system can still be considered, but in a (piecewise) linear fashion. The advantage of the MILP approach is that it usually delivers globally optimal solutions. The models usually incorporate decisions on the layout of the resulting network and on which technologies are installed based on minimizing the total costs of the entire system. These total costs consist of the investment and operational costs, where the latter are based on a cost-optimal control of the system for a set of typical days. Plenty of papers follow this approach and can be further distinguished along the set of technologies that can be installed in the nodes of the system; see, e.g., [1, 6, 36]. Commercial solvers are then usually used to find the optimal solution of the problem. In some cases, the diameter of the pipes is also considered as a decision variable; see, e.g., [29]. Additionally, in some papers, these models are extended towards a multi-objective setting, which allows to minimize the total costs as well as the CO\textsubscript{2} production of the entire system. In [8], this is done using the \( \varepsilon \)-constraint method and in [26], a genetic algorithm is used. In other papers, the authors also try to reduce the computational complexity by using heuristics to reduce the size of the network [12].

The last papers and the ones discussed in what follows are in contrast to the MILP approach since they do not consider approaches for computing global optima but use heuristics. Genetic algorithms are used as well in the second approach, which
consists in describing the design problem as a mixed-integer nonlinear model \cite{11, 20}. However, these algorithms come with a huge disadvantage because they do not allow for any (sub-)optimality guarantees. Another heuristic technique (however, with a mathematically more solid foundation) is to apply local mixed-integer nonlinear solvers or heuristics as, e.g., in \cite{3, 23, 24}. The strength of the mixed-integer nonlinear approach relies on the fact that it allows to include all nonlinearities of the system and thus to have a more accurate description of all power losses.

The papers discussed so far deal with the design problem. In these problems, a completely new district heating network is designed from scratch. In contrast, expansion problems consider an already existing network to be given and ask for an optimal expansion. The expansion of existing district heating systems has been investigated less in the literature. In \cite{4}, an MILP is proposed for this problem. No thermal losses are considered and pressure losses are introduced to avoid reaching the pressure bounds of the system. However, pressure losses are not reflected in costs for increasing the pressure in the system.

In the light of the cited papers, our contribution is the following. To the best of our knowledge, we are the first ones who propose a stationary nonconvex mixed-integer nonlinear district heating network expansion model for tree-shaped networks that accurately takes into account pressure losses as well as thermal losses. Let us note that the assumption of a tree-like network is crucial for our modeling of the problem since it significantly reduces the models complexity because flow directions are known in advance and, thus, nonsmooth and highly nonlinear mixing models for the water temperature are not required. The entire model is presented in Section 2, where we also derive some further valid binary inequalities that greatly help to solve the problem. Afterward, in Section 3, we derive a novel polynomial approximation of the solution of the thermal energy equation that we then use in our optimization model. Finally, the model is applied to a realistic test case in Section 4 and we identify the main driving factors that influence investments in new district heating network infrastructure. The paper closes with some concluding remarks and some topics of future research in Section 5.

2. Problem Statement

In this section, we present a model for optimal district heating network expansion. The model makes it possible to decide if it is economically reasonable to connect potential new consumers to an existing district heating network that is assumed to be tree-shaped. We distinguish between investment decisions (i.e., which pipes and consumers should be connected to the existing network) and operational decisions for controlling the network. To keep the resulting problem tractable, we restrict ourselves to the stationary setting. This can be seen as that the investment decisions are taken up-front and that the computed operational decisions are optimal for the expanded network. Obviously, investment decisions influence operational decisions and vice versa.

First, we introduce the graph describing the already existing network as well as the potential new consumers and pipes that can be added to the network. Then, the constraints of the optimization problem are presented, followed by the objective function and an overall model summary.

2.1. Network Topology. To describe the topology of a district heating network, we first discuss the relevant network elements and the corresponding arc set $A$ and and node set $V$ of the underlying directed and connected graph $G = (V, A)$. To this end, we mainly follow the notation introduced in \cite{19} and extend it. A typical district heating network consists of the following parts:
Figure 1. Schematic illustration of a district heating network. Black arcs and nodes represent pipes in $A_{ff}$ and nodes in $V_{ff}$. Blue arcs and nodes represent pipes in $A_{bf}$ and nodes in $V_{bf}$. Purple arcs represent existing arcs in $A_{ef}^c \cup A_{bf}^c \cup A_{fc}^c$, whereas dashed arcs represent candidate arcs in $A_{ef}^c \cup A_{bf}^c \cup A_{fc}^c$.

(i) A depot $a_d \in A$ at which the water is heated to satisfy the energy demand of the connected consumers. Moreover, the pressure is increased to propel the water flow in the network.

(ii) Consumers $a \in A_c \subset A$ that extract energy from the hot water circulating in the network.

(iii) A forward-flow part consisting of pipes $a \in A_{ff}$, which are used to transport the heated water from the depot to the consumers. The node set $V_{ff}$ represents the nodes in the forward-flow part of the network. These nodes serve as intersections between the depot and adjacent consumers and pipes.

(iv) A backward-flow part consisting of pipes $a \in A_{bf}$, which transport the cooled water from consumers back to the depot. The node set $V_{bf}$ represents the nodes in the backward-flow part of the network as it is the case for the forward-flow network.

In particular, consumers are always of the type $a \in A_c$ with $a = (u, v)$ and $u \in V_{ff}$, $v \in V_{bf}$. Contrarily, the single depot of the network is of type $a_d = (u_d, v_d)$ with $u_d \in V_{bf}$ and $v_d \in V_{ff}$. With these notations at hand, we have

$$A = \{a_d\} \cup A_c \cup A_{ff} \cup A_{bf}, \quad V = V_{ff} \cup V_{bf}.$$  

Moreover, the set of consumers $A_c$ is split up into already connected consumers $a \in A_c^e$ and potential new, i.e., candidate, consumers $a \in A_c^c$. Thus, we have $A_c = A_c^e \cup A_c^c$. Other existing network elements are also super-indexed with “$e$”, whereas potential new, i.e., candidate, elements are super-indexed with “$c$”. Consequently, we also have $A_{ff} = A_{ff}^e \cup A_{ff}^c$ and $A_{bf} = A_{bf}^c \cup A_{bf}^e$ as well as $V_{ff} = V_{ff}^e \cup V_{ff}^c$ and $V_{bf} = V_{bf}^e \cup V_{bf}^c$.

As already discussed in the introduction, we restrict ourselves to the case in which the district heating network is tree-shaped. In this context, a tree-shaped district heating network is a graph for which both the forward and the backward flow part standalone are trees, i.e., directed acyclic graphs. To be more specific, the forward flow part of the network is a rooted out-tree and the backward flow part is a rooted in-tree, where the root is depot of the network. Note, however, that the entire network always contains cycles since the forward and backward flow parts are connected via the depot and the consumers. Table 1 summarizes the graph notation and Figure 1 shows an exemplary district heating network with additional candidate consumers and pipes.

2.2. Existing Pipes. In this section, we describe the modeling of all pipes that are already existing in the network, i.e., of all arcs $a = (u, v) \in A_{ff}^e \cup A_{bf}^e$. First, we
Table 1. Arc and node sets.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_d$</td>
<td>Depot</td>
</tr>
<tr>
<td>$A_c$</td>
<td>Consumers</td>
</tr>
<tr>
<td>$A_c^e \subset A_c$</td>
<td>Existing consumers</td>
</tr>
<tr>
<td>$A_c^c \subset A_c$</td>
<td>Candidate consumers</td>
</tr>
<tr>
<td>$A_{ff}$</td>
<td>Pipes in the forward-flow network</td>
</tr>
<tr>
<td>$A_{ff}^e \subset A_{ff}$</td>
<td>Existing pipes in the forward-flow network</td>
</tr>
<tr>
<td>$A_{ff}^c \subset A_{ff}$</td>
<td>Candidate pipes in the forward-flow network</td>
</tr>
<tr>
<td>$A_{bf}$</td>
<td>Pipes in the backward-flow network</td>
</tr>
<tr>
<td>$A_{bf}^e \subset A_{bf}$</td>
<td>Existing pipes in the backward-flow network</td>
</tr>
<tr>
<td>$A_{bf}^c \subset A_{bf}$</td>
<td>Candidate pipes in the backward-flow network</td>
</tr>
<tr>
<td>$V_{ff}$</td>
<td>Nodes in the forward-flow network</td>
</tr>
<tr>
<td>$V_{ff}^e \subset V_{ff}$</td>
<td>Existing nodes in the forward-flow network</td>
</tr>
<tr>
<td>$V_{ff}^c \subset V_{ff}$</td>
<td>Candidate nodes in the forward-flow network</td>
</tr>
<tr>
<td>$V_{bf}$</td>
<td>Nodes in the backward-flow network</td>
</tr>
<tr>
<td>$V_{bf}^e \subset V_{bf}$</td>
<td>Existing nodes in the backward-flow network</td>
</tr>
<tr>
<td>$V_{bf}^c \subset V_{bf}$</td>
<td>Candidate nodes in the backward-flow network</td>
</tr>
</tbody>
</table>

derive the required equations to model the hot water flow in the network; see, e.g., [5, 18, 31]. Note that these equations are very similar to the Euler equations that are typically used for natural gas network optimization; see, e.g., [9, 33, 34]. To this end, let $L_a$ denote the length of pipe $a$ and let $x \in [0, L_a]$ be the spatial position in the pipe. For the ease of presentation and since we are only considering the stationary case in this paper, we directly state the stationary variants of the corresponding nonlinear partial differential equations. The one-dimensional stationary continuity equation for compressible fluids in cylindrical pipes is given by

$$\frac{d(\rho_a v_a)}{dx} = 0,$$

where $\rho_a(\cdot)$ and $v_a(\cdot)$ denote the density and the velocity of the water depending on the spatial position in the pipe, respectively; see e.g., [17, 19] for the instationary setting. Obviously, Equation (1) is equivalent to

$$\rho_a \frac{dv_a}{dx} + v_a \frac{d\rho_a}{dx} = 0.$$

Using the incompressibility of water, which is modeled via

$$v_a \frac{d\rho_a}{dx} = 0,$$

see, e.g., [21], we see that Equation (1) reads

$$\rho_a \frac{dv_a}{dx} = 0$$

in the incompressible case. Since $\rho_a(x) > 0$ for all $x$, we finally obtain

$$\frac{dv_a}{dx} = 0,$$

which implies that velocity $v_a(x) = v_a$ is constant in a pipe.

Next, we consider the one-dimensional stationary momentum equation for compressible fluids in cylindrical pipes, which is given by the nonlinear differential
equation
\[
\frac{dp_a}{dx} + \frac{d(\rho_a v_a^2)}{dx} + g \rho_a h_a' + \lambda_a \frac{|v_a| v_a \rho_a}{2D_a} = 0;
\]
see again [17, 19] for the instationary setting. The function \(p_a\) represents the water pressure at the spatial position \(x\) and \(g\), \(h_a'\), and \(D_a\) represent gravitational acceleration, the pipe’s slope, and the inner diameter of pipe \(a\), respectively. Friction \(\lambda_a\) at the rough inner pipe wall is modeled using the law of Nikuradse [5], i.e.,
\[
\lambda_a = \left(2 \log_{10} \left(\frac{D_a}{k_a}\right) + 1.138\right)^{-2},
\]
where \(k_a\) is the roughness of the inner pipe’s wall. Incompressibility and (2) imply
\[
\frac{d(\rho_a v_a^2)}{dx} = 0,
\]
which yields
\[
\frac{dp_a}{dx} = -g \rho_a h_a' - \lambda_a \frac{|v_a| v_a \rho_a}{2D_a}.
\]  
(3)
The additional assumption that the density \(\rho_a(x) = \rho_a = \rho\) is constant in the entire network leads to a right-hand side in (3) that is independent of \(x\). Thus, the pressure \(p_a(x)\) is linear in \(x\), which leads to the momentum equation
\[
\frac{p_a(L_a) - p_a(0)}{L_a} = -g \rho h_a' - \lambda_a \frac{|v_a| v_a \rho}{2D_a},
\]  
(4)
where \(L_a\) denotes the length of pipe \(a\).

Next, we describe the thermal behavior of water flow in the pipe using the one-dimensional stationary thermal energy equation
\[
v_a \frac{dT_a}{dx} + \frac{4U_a}{c_p D_a} (T_a - T_{soil}) = 0;
\]  
(5)
see again [17, 19] for the instationary setting. Here and in what follows, water temperature at the spatial position \(x\) is denoted with \(T_a(x)\) and the parameters \(U_a\), \(c_p\), and \(T_{soil}\) represent the heat transfer coefficient of the pipe’s wall, the specific heat capacity of water, and the temperature of the surrounding soil of the pipe, respectively. Equation (5) is a first-order ordinary differential equation (ODE) and can be solved as stated in the following lemma. To simplify the presentation let us remark that both water flows as well as velocities can be assumed to be nonnegative since the network is a tree and we have only a single depot.

Lemma 1. The ODE (5),
\[
v_a \frac{dT_a}{dx} + \frac{4U_a}{c_p D_a} (T_a - T_{soil}) = 0,
\]
has the solution
\[
T_a(x; v_a) = \begin{cases} 
T_{soil} & \text{if } v_a = 0, \\
Ce^{-\frac{4U_a}{c_p D_a}x} + T_{soil} & \text{if } v_a > 0,
\end{cases}
\]  
(6)
where \(C \in \mathbb{R}\) is a constant. The solution is continuous for all \(x \in [0, L_a]\) and all \(v_a \geq 0\).

The proof of this lemma is rather straightforward and can be found in Appendix A.

For a macroscopic network modeling, we are again mainly interested in the relation between the quantities at the end nodes of the pipes as it is also the case for the pressure loss equation (4) that couples inflow and outflow pressure as well as the water flow on the arc. Regarding the temperature loss model, we aim for something similar but for a coupling of inflow and outflow temperature as well as
the flow on the arc. As usual, the constant $C$ appears in the general solution of the stationary thermal energy equation as given in Lemma 1. If the latter ODE is considered as an initial value problem with the initial value being the inflow water temperature, this constant can be specified in dependence of the initial value, i.e.,

$$T_a(0; v_a) = C + T_{soil}$$

holds for $v_a > 0$. This means that the constant represents the offset between the inflow and the soil temperature. Going further, we can rewrite the solution as

$$T_a(L_a; v_a) = \begin{cases} T_{soil}, & v_a = 0, \\ (T_a(0) - T_{soil}) e^{-\frac{a v_a}{\rho A_a c p}} + T_{soil}, & v_a > 0. \end{cases} \quad (7)$$

It is easy to see that $T_a(L_a; v_a)$ is smooth at $v_a = 0$. However, the problem is that this function is defined by a case distinction ($v_a = 0$ vs. $v_a \neq 0$) since the second part of the function’s definition is not defined for $v_a = 0$. This renders the integration of (7) into a model that should later be solved by a global MINLP solver impossible. Furthermore, it is not possible to simply include the second part of the definition standalone in the model since the resulting constraint would not be well-defined in all cases in which an arc has a zero flow, which is, e.g., the case for all candidate pipes that are not built. To tackle this problem, we will derive an approximation $f_{approx}$ in Section 3 so that (7) is approximately captured via using the equality constraint $f_{approx} = 0$.

Finally note that all physical equations in this section are stated using the velocity $v_a$ of the water flow in the pipe. Using the formula $q_a = \rho A_a v_a$ with $A_a = \pi (D_a/2)^2$, which directly connects velocity $v_a$ with the mass flow $q_a$ (note again that $\rho$ is constant), we can also state all equations such as the momentum or the thermal energy equation in terms of mass flow instead of velocity.

2.3. Nodes. Nodes are used to connect adjacent pipes or other types of arcs. At nodes, we need to model three different phenomena:

(i) mass conservation,
(ii) pressure continuity, and
(iii) mixing of different inflowing water temperatures.

For stating mass conservation, we introduce the notations

$$\delta^{\text{in}}(u) := \{a \in A : \exists v \in V \text{ with } a = (v, u)\},$$

$$\delta^{\text{out}}(u) := \{a \in A : \exists v \in V \text{ with } a = (u, v)\}$$

for incoming and outgoing arcs at node $u \in V$. With this, the mass flow $q_a$ needs to satisfy

$$\sum_{a \in \delta^{\text{in}}(u)} q_a = \sum_{a \in \delta^{\text{out}}(u)} q_a, \quad u \in V. \quad (8)$$

Pressure continuity at nodes is easily modeled using

$$p_u = p_a(0), \quad u \in V, \ a \in \delta^{\text{out}}(u),$$

$$p_u = p_a(L_a), \quad u \in V, \ a \in \delta^{\text{in}}(u), \quad (9)$$

where $p_u$ is the pressure at node $u$.

Finally, we need to model the mixing of different inflowing water temperatures at a node of the network. In [19], a formulation of the required nodal mixing constraints has been introduced for general district heating networks, which is based on analogous models for natural gas networks; see, e.g., [10, 14, 35]. In general network structures, which can also contain cycles, the directions of water flow are not known in advance. This leads to nonsmooth constraints that introduce significant additional hardness to the overall problem. Due to our simplifying assumption
of only considering tree-shaped networks (i.e., the graphs of the forward and the backward-flow part of the network are trees), we can fix the direction of the flow in the pipes in advance. This is explained by the fact that a consumer cannot obtain water if the flow direction in a pipe on the unique path from the depot to the consumer changes. The same applies for the backward-flow part but in the opposite direction. This also implies that we can w.l.o.g. assume that all mass flows in the network are positive. Thus, the model introduced in [19] specifies to

\[
T_u = \frac{\sum_{a \in \delta^\text{in}(u)} c_p q_a T_{a,\text{out}}}{\sum_{a \in \delta^\text{in}(u)} c_p q_a}, \quad u \in V, \tag{10a}
\]

\[
T_a = T_a(0), \quad u \in V, \quad a \in \delta^\text{out}(u). \tag{10b}
\]

Here, \(T_{a,\text{out}}\) stands for the water temperature at the outlet of arc \(a\). For pipes, this corresponds to \(T_a(L_a)\). Equation (10a) is obtained by using the law of conservation of energy. If \(c_p\) is a constant throughout the network and the same for all pipes, we finally obtain

\[
T_u = \frac{\sum_{a \in \delta^\text{in}(u)} q_a T_{a,\text{out}}}{\sum_{a \in \delta^\text{in}(u)} q_a}, \quad u \in V,
\]

\[
T_a = T_a(0), \quad u \in V, \quad a \in \delta^\text{out}(u).
\]

2.4. Depot and Consumers. We now state the constraints modeling the depot and the consumers. For the depot \(a_d = (u_d, v_d)\) we have,

\[
p_{u_d} = p_s, \tag{11a}
\]

\[
\rho p = q_{u_d} (p_{v_d} - p_{u_d}), \tag{11b}
\]

\[
P_w + P_g = q_{a_d} c_p (T_{a,\text{out}} - T_{a,\text{in}}). \tag{11c}
\]

Here, \(T_{a,\text{in}}\) and \(T_{a,\text{out}}\) represent the inflow and outflow water temperature at the depot. Moreover, \(p_s\) stands for the stagnation pressure. The stagnation pressure, to which the depot’s inflow pressure is set, leads to pressure values in the entire network that are uniquely determined by the pressure loss constraints (4). The variables \(P_p\), \(P_w\), and \(P_g\) stand for the power needed to increase the water pressure, the power used for heating the water obtained by waste incineration, and the power produced by burning natural gas. As one can see, power consumption mainly depends on the products of pressure or pressure differences and the mass flow.

The constraints modeling consumers \(a = (u, v)\) read

\[
P_a = q_a c_p (T_{a,\text{out}} - T_{a,\text{in}}), \quad a \in A_c^e, \tag{12a}
\]

\[
x_q P_a = q_a c_p (T_{a,\text{out}} - T_{a,\text{in}}), \quad a \in A_c^c, \tag{12b}
\]

\[
T_{a,\text{out}} = T_{\text{bf}}, \quad a \in A_c, \tag{12c}
\]

\[
T_{a,\text{in}} = T_{a,\text{in}}^\text{ff}, \quad a \in A_c, \tag{12d}
\]

\[
p_a \leq p_u, \quad a \in A_c. \tag{12e}
\]

In (12a) and (12b), the parameter \(P_a\) stands for the average power demand of the consumer. Additionally, the binary variable \(x_q \in \{0, 1\}\) is introduced for deciding if arc \(a \in A_c^e\) is connected or not. We show in Section 2.5 that \(x_q\) is also used to force a zero mass flow in arc \(a\) if the decision is made to not connect \(a\) (\(x_q = 0\)). Since in this case, the right-hand side of (12b) is zero, we multiply the left-hand side by \(x_q\) to ensure the validity of the constraint. The parameter \(T_{\text{bf}}\) is the consumer’s outlet water temperature and is the same for all consumers. The parameter \(T_{a,\text{in}}^\text{ff}\) represents the contractually fixed lower bound of the consumer’s inflow temperature.
Finally, Constraint (12e) implies that the outlet pressure of the consumer is not greater than its inlet pressure.

2.5. Bounds. We now introduce bounds on the variables of our model and make a distinction between existing and candidate arcs if needed. First, we state the bounds on mass flow,

\[ 0 \leq q_a \leq q^+_a, \quad a \in A^e \cup A^e_{id} \cup A^e_{ic}, \]

\[ 0 \leq q_a \leq x_a q^+_a, \quad a \in A^e \cup A^e_{id} \cup A^e_{ic}, \]

where the parameters \( q^+_a \) define upper bounds on the mass flow and are usually imposed for avoiding pipe damages as well as excessive noise emissions. In the latter constraint we again use the binary variables \( x_a \in \{0, 1\} \) for all possibly built arcs \( a \in A^e \cup A^e_{id} \cup A^e_{ic} \). Thus, this constraint obviously enforces \( q_a = 0 \) for \( a \in A^e \) if \( x_a = 0 \); cf. (12b). Note also that this immediately implies \( v_a = 0 \) as well. Next, we introduce bounds on the nodal pressure variables

\[ 0 \leq p_u \leq p^+_u, \quad u \in V. \]

Moreover, we have bounds on the nodal water temperature, i.e.,

\[ T_u \in [T^-_u, T^+_u], \quad u \in V. \]

Finally, we incorporate bounds on the power consumption, i.e.,

\[ P_p \in [0, P^+_p], \quad P_w \in [0, P^+_w], \quad P_g \in [0, P^+_g]. \]

2.6. Candidate Pipes. For candidate pipes, we need to make some adaptions to the equations presented in Section 2.2. For existing pipes, the hydraulic effects are modeled using (4), i.e.,

\[ p_v - p_u + L_a g \rho h'_a + \lambda_a \frac{|v_a| v_a \rho L_a}{2 D_a} = 0, \]

and by the constraint \( f_{\text{approx}} = 0 \) as discussed at the end of the Section 2.2. Obviously, both constraints need to be present if a candidate pipe \( a = (u, v) \in A^e \cup A^e_{id} \) is decided to be installed. However, if the pipe is not built, these constraints need to be de-activated. To this end, we introduce a binary variable \( x_a \in \{0, 1\} \) for every candidate pipe \( x_a = 0 \) if the pipe is not built and \( x_a = 1 \) if it is built. With this decision variable at hand, we then restate the momentum equation as

\[ p_v - p_u + L_a g \rho h'_a + \lambda_a \frac{|v_a| v_a \rho L_a}{2 D_a} \leq (1 - x_a) M^1_a, \]

\[ p_v - p_u + L_a g \rho h'_a + \lambda_a \frac{|v_a| v_a \rho L_a}{2 D_a} \geq -(1 - x_a) M^2_a \]

with suitably large constants \( M^1_a, M^2_a \) that can be chosen as

\[ M^1_a = p^+_v - p_u + L_a g \rho h'_a, \]

\[ M^2_a = p^-_v - p^+_u + L_a g \rho h'_a. \]

Note that the friction part of the momentum equation (4) can be ignored due to the implied bounds in (13b). Interestingly, an analogous big-\( M \) formulation is not required for the approximation of the thermal energy equation; see Section 3.
2.7. Valid Inequalities for Candidate Arcs. In this section, we briefly derive valid inequalities for the binary expansion decision variables of the model. These additional inequalities are not required to obtain a correct model but we will later show that they greatly help global solvers to solve the problem.

We split the description of the inequalities into three cases and start with a candidate pipe \( a \in A_{ff} \) in the forward-flow part of the network. Let \( P(a) \subseteq A_{ff} \) be the set of arcs of the path connecting \( a \) to the existing forward-flow network. This path is unique since we consider tree-shaped networks. The valid additional constraints

\[ x_a \leq x_{\bar{a}}, \quad \bar{a} \in P(a), \tag{18} \]

then model that all pipes on the way from the existing forward-flow part of the network to the newly built pipe also need to be built.

For a candidate pipe \( a \in A_{bf} \) in the backward-flow part of the network, the idea and the valid inequalities are the same. The only difference is that the arcs in the path \( P(a) \) are now part of the backward-flow network and are oriented in the other direction compared to the path in the forward-flow network.

Third and finally, if \( (u, v) \in A_{cc} \) is a potential new consumer, we combine both ideas and introduce (18) for the forward-flow part of the network (using the path that connects the consumer’s inlet node \( u \in V_{ff} \) with the existing forward-flow part of the network) as well as for the backward-flow part of the network (using the path that connects the consumer’s outlet node \( v \in V_{bf} \) with the existing backward-flow part of the network).

2.8. Objective Function. The objective function to maximize reads

\[ \sum_{a \in A_{cc}} P_{aw} \pi x_a - \sum_{a \in A^c} C_{a}^{inv} x_a - \omega (C_p P_p + C_w P_w + C_g P_g), \tag{19} \]

where \( \omega = 24 \) and \( \pi, C_{a}^{inv}, C_p, C_w, \) and \( C_g \) stand for the energy price per kWh, the daily annuity costs of arc \( a \), the price per pressure increase (measured in kWh), the price of energy from waste incineration per kWh, and the price of energy from gas per kWh, respectively. The first part of the objective, corresponding to the candidate consumer payments, models how much a new consumer pays in average over a day if connected to the network. The second part, which corresponds to investment costs, represents how much is paid per day in order to install arc \( a \in A^c \). The last part, corresponding to the power cost, represents how much the network operator pays to satisfy the energy demand of the possibly extended district heating system. Here, we abstract from operation and maintenance costs.

2.9. Model Summary. For later reference, we now finally state the complete optimization problem for computing the optimal investments to connect new consumers
to an existing district heating network:

\[
\begin{align*}
\text{max} & \quad \text{objective (19)}, \\
\text{s.t.} & \quad \text{stationary incompressible Euler equation (4) or (17),} \\
& \quad \text{stationary thermal energy equation (7),} \\
& \quad \text{mass conservation (8),} \\
& \quad \text{pressure continuity (9),} \\
& \quad \text{temperature mixing equations (10),} \\
& \quad \text{depot constraints (11),} \\
& \quad \text{consumer constraints (12),} \\
& \quad \text{mass flow bounds (13),} \\
& \quad \text{pressure bounds (14),} \\
& \quad \text{temperature bounds (15),} \\
& \quad \text{power bounds (16),} \\
& \quad \text{valid binary inequalities (18).}
\end{align*}
\]

All variables are listed in Table 2.

### 3. Approximation of the Thermal Energy Equation

We now deduce the approximation of the solution of the thermal energy equation for all pipes \(a = (u, v) \in A_{ff} \cup A_{bf}\). As already mentioned in Section 2.2, the main goal is to obtain a constraint using a single symbolic expression (instead of the case distinction in (7)) so that inflow and outflow water temperature of a pipe are coupled to the water flow through the pipe as given in (7). To this end, we define the function \(f(v_a, T_a(0), T_a(L_a))\), which depends on the three discussed physical quantities, based on Equation (7) as

\[
f(v_a, T_a(0), T_a(L_a)) := \begin{cases} 
(T_a(0) - T_{\text{soil}})e^{-\frac{v_a L_a}{c_{\text{pr}}D_a v_a}} + T_{\text{soil}} - T_a(L_a), & v_a > 0, \\
T_{\text{soil}} - T_a(L_a), & v_a = 0.
\end{cases}
\]

Ideally, we would like to incorporate the constraint \(f(v_a, T_a(0), T_a(L_a)) = 0\) that couples the inlet and outlet temperature of a pipe with the velocity of hot water flow in our model. However, this is not possible directly due to the function \(f\) being defined via a case distinction. Thus, we design a continuous ansatz function \(f_{\text{approx}}(v_a, T_a(0), T_a(L_a))\) satisfying the following conditions:

(i) If \(v_a = 0\), then \(f_{\text{approx}}(v_a, T_a(0), T_a(L_a)) = 0\) reduces to \(T_a(L_a) = T_{\text{soil}}\).
Figure 2. Solution of the thermal energy equation (left figures) and its degree-2 polynomial approximation (right figures) for $U_a = 0.5 \text{ W m}^{-2} \text{ K}^{-1}$, $c_p = 4181.3 \text{ J kg}^{-1} \text{ K}^{-1}$, $\rho_a = 1000 \text{ kg m}^{-3}$, $D_a = 0.07 \text{ m}$, $L_a = 400 \text{ m}$, and $T_{\text{soil}} = 278 \text{ K}$. For larger values of $v_a$ (top figures) the approximation is nearly identical to the original thermal energy equation solution. Whereas the approximation does not possess similar curvature for values of $v_a$ close to 0 (bottom figures).

(ii) The approximation $f_{\text{approx}}$ is continuous and as close as possible to 0 for all reasonable combinations of $v_a \in [0, v_a^+)$ and $T_a(0), T_a(L_a) \in [T_v^-, T_v^+]$ that satisfy the thermal energy equation.

The main rationale is to use a polynomial of degree $d$ as the ansatz function, i.e.,

$$f_{\text{approx}}(v_a, T_a(0), T_a(L_a)) = \sum_{(k, l, m) \in \Gamma_d} \alpha_{klm} v_a^k T_a(0)^l T_a(L_a)^m,$$

with coefficients $\alpha_{klm}$ and

$$\Gamma_d := \{(k, l, m) \in \mathbb{N}^3 : k + l + m \leq d\}.$$

However, it is reasonable to slightly modify this ansatz and to replace it with

$$f_{\text{approx}}(v_a, T_a(0), T_a(L_a)) = \sum_{(k, l, m) \in \Theta_d} \alpha_{klm} v_a^k T_a(0)^l T_a(L_a)^m + T_a(L_a) - T_{\text{soil}}(21)$$

and

$$\Theta_d := \{(k, l, m) \in \mathbb{N}^3 : k \neq 0 \text{ and } k + l + m \leq d\}.$$

By doing so, the Condition (i) above is always satisfied by construction. Let us also note that Condition (i) is sufficient to exclude the trivial solution $\alpha_{klm} = 0$ for all $(k, l, m) \in \Theta_d$. To satisfy the Condition (ii) we compute the polynomial’s
coefficients $\alpha_{klm}$ in (21) using the least-squares fit
\[
\min_{\alpha} \sum_{i \in I} f_{\text{approx}}(v_a, T_a(0), T_a(L_a))^2.
\]
For our computations, we use a large number of equidistant vectors
\[
(v_a, T_a(0)) \in [0, v_a^+] \times [T_a^-, T_a^+]
\]
and compute the corresponding outlet temperature $T_a(L_a)$ by solving the thermal energy equation. The resulting vectors in $\mathbb{R}^3$ then form the set $I$ for the least-squares fit.

Figure 2 shows the degree-2 approximation for a certain pipe. One can see that the approximation is pretty accurate. However, for positive values of $v_a$ very close to zero the approximation is not able to reflect the curvature of the original thermal energy equation.

We close this section with a discussion of the introduced approximation of the solution of the stationary thermal energy equation in the context of candidate pipes. In Section 2.6, we explicitly reformulated the momentum equation for candidate pipes. This is not required for the approximation of the thermal energy equation’s solution since we can always include the corresponding constraint as it is—indeed, whether the candidate pipe is built or not. The reason is as follows. If a candidate pipe is not built, the constraints in (13) force the velocity, and thus the mass flow, to zero. However, in this case, $f_{\text{approx}}(0, T_a(0), T_a(L_a)) = 0$ implies $T_a(L_a) = T_{\text{soil}}$; see (21). Since $T_{\text{soil}} \in [T_u^-, T_u^+]$ always holds, no adaptations are required for the thermal modeling on candidate pipes.

To conclude, the final model is given by Problem (20) with Constraint (7) replaced by $f_{\text{approx}}(0, T_a(0), T_a(L_a)) = 0$ for every pipe $a \in A_{\Pi} \cup A_{bf}$.

4. Numerical Results

In this section, we first describe the software and hardware setup that we use for our numerical tests, then present a basic test case, and discuss its numerical results. Afterward, we slightly modify the network’s setup to carry out a sensitivity analysis that allows to conclude on the key decision parameters for optimal district heating network expansion. To the best of our knowledge, we are the first to consider a district heating network expansion problem equipped with the level of physical and technical detail as discussed in this paper. Thus, the aim of the following discussion of the numerical results is to showcase the impact of certain key aspects on the expansion decisions. This means that we try to answer the question on what the governing factors for expansions are if an accurate nonlinear physics model is used. To this end, we choose a network size that is non-trivial but that still allows to discuss the physical and investment solution in detail for different parameterizations of the problem at hand.

4.1. Software and Hardware Setup. We implemented the model in Python v.3.7.4 using the Pyomo v.5.6.8 package [15, 16] and solve the resulting MINLPs using ANTIGONE, which is interfaced via the Pyomo-GAMS interface. We also tested other global MINLP solvers but the branch-and-cut based global optimization solver ANTIGONE turned out to be the most reliable and best performing one. All details of the algorithms inside ANTIGONE can be found in [25] and the references therein. In our computations, we use a relative optimality gap of 0.1%. All other parameters are the default values of GAMS. The computations are executed on a computer with an Intel(R) Core(TM) i7-8550U processor with eight threads at 1.90 GHz and 16 GB RAM.
Figure 3. The tree-shaped forward-flow part of the network used in our case study. Solid lines are existing pipes and dashed lines correspond to candidate pipes. The node F0 is the depot.

Table 3. Left: Diameters of all pipes $a \in A_{ff}$ in the forward-flow part of the network. Right: Average demands $P_a$ for all consumers $a \in A_c$.

<table>
<thead>
<tr>
<th>Pipe</th>
<th>$D$ (in mm)</th>
<th>Consumer</th>
<th>$P$ (in kW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(F0,F1)</td>
<td>107</td>
<td>(F2,B2)</td>
<td>200.00</td>
</tr>
<tr>
<td>(F1,F2)</td>
<td>107</td>
<td>(F3,B3)</td>
<td>600.00</td>
</tr>
<tr>
<td>(F1,F6)</td>
<td>107</td>
<td>(F5,B5)</td>
<td>150.00</td>
</tr>
<tr>
<td>(F2,F3)</td>
<td>83</td>
<td>(F6,B6)</td>
<td>666.66</td>
</tr>
<tr>
<td>(F2,F13)</td>
<td>70</td>
<td>(F8,B8)</td>
<td>200.00</td>
</tr>
<tr>
<td>(F3,F4)</td>
<td>83</td>
<td>(F9,B9)</td>
<td>183.33</td>
</tr>
<tr>
<td>(F4,F5)</td>
<td>70</td>
<td>(F11,B11)</td>
<td>183.33</td>
</tr>
<tr>
<td>(F5,F10)</td>
<td>70</td>
<td>(F12,B12)</td>
<td>183.33</td>
</tr>
<tr>
<td>(F6,F7)</td>
<td>83</td>
<td>(F14,B14)</td>
<td>183.33</td>
</tr>
<tr>
<td>(F7,F8)</td>
<td>70</td>
<td>(F15,B15)</td>
<td>183.33</td>
</tr>
</tbody>
</table>

4.2. Test Cases. We carry out our case study on the network shown in Figure 3. This network is based on the AROMA network used in [19], which we adapt and extend to our needs of computing optimal district heating network expansion decisions. In particular, the original network from the literature is modified so that it is tree-shaped, while keeping its other major characteristics. Table 3 (left) provides the diameters of all pipes in the forward-flow part of the network. The diameters of the corresponding pipes of the backward-flow part of the network are chosen identical.

As introduced previously, the parameter $P_a$ represents the average demand of the consumer $a \in A_c$; see Table 3 (right). The costs for connecting a new consumer are 100 000 €. The investment costs per meter of pipe as well as the mass flow’s upper bound (both depending the chosen diameter) are given in Table 4 and taken from [28]. The costs $C_{inv}^a$ in (19) thus correspond to the daily annuity of 100 000 € for consumers $a \in A_c^c$ and to the daily annuity of $C_{inv}^a L_a$ for $a \in A_{ff}^c \cup A_{bf}^c$, where $C_{inv}$ is given in Table 4.

We now discuss the operating costs of the depot. The price of waste incineration, of gas combustion, and the price of electricity (for increasing the pressure) are given
Table 4. Investment costs per pipe length and upper bounds on mass flow for all pipe diameters.

<table>
<thead>
<tr>
<th>$D_a$ (mm)</th>
<th>70</th>
<th>83</th>
<th>107</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{inv}$ (€/m)</td>
<td>537.0</td>
<td>616.0</td>
<td>760.0</td>
</tr>
<tr>
<td>$q_0^+$ (kg s$^{-1}$)</td>
<td>24.6</td>
<td>38.9</td>
<td>68.3</td>
</tr>
</tbody>
</table>

Figure 4. Illustration of the solution of Problem (20). Solid arcs represent existing and newly constructed candidate pipes whereas dashed arcs represent candidate pipes that are not built. The figure also provides parts of the physical solution ($T$ in K and $p$ in bar at nodes and $q$ in kg s$^{-1}$ on arcs).

by $C_w = 0$ €/kWh, $C_g = 0.0415$ €/kWh, and $C_p = 0.165$ €/kWh, respectively. These cost data are also taken from [28]. A discount factor of 3% per year is used to compute daily annuities. The energy selling price $\pi$, see (19), is based on [37]. We suppose that no upper bound on $P_g$ and $P_p$ exists. Contrarily, we impose a bound of 500 kW for $P_w$.

Finally, the approximation of the solution of the thermal energy equation is chosen to be of degree 2 and is computed separately for each pipe using a fine grid of 32,000 sample points on the domain imposed by the bounds on velocities and inlet temperatures; cf. Section 3. We also carried out an extensive computational sensitivity analysis to check if the results qualitatively change if the approximation is changed. To this end, we tested approximations obtained from a range between 8000 to 128,000 sample points. Since all results stayed very much the same, we do not discuss this sensitivity analysis in more detail.

4.3. Discussion of the Results. We start by discussing the results obtained for the parameterization of the problem discussed above. Figure 4 illustrates the solution, i.e., the solution of (20), in the forward-flow part of the network. The model contains 209 variables, thereof 19 being binary, and 599 constraints. ANTILOGONE takes 697 seconds to solve this problem. Note that, if we do not incorporate the additional valid binary inequalities derived in Section 2.7, ANTILOGONE needs 5750 seconds to solve the problem. Thus, these inequalities lead to a speed-up factor larger than 8 on the tested instance. Besides Figure 4, Table 5 shows some relevant parameter values as part of the optimal solution, which we will later discuss in

1Note that we have 7 candidate pipes both in the forward and the backward flow network together with 5 binary variables for the potentially connected new consumers.
Table 5. Relevant parameters of the optimal solution.

<table>
<thead>
<tr>
<th>Objective (€/day)</th>
<th>( P_t ) (kW)</th>
<th>( P_p ) (kW)</th>
<th>( P_w ) (kW)</th>
<th>( P_g ) (kW)</th>
<th>( P_{tl} ) (kW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1380.02</td>
<td>2550.0</td>
<td>2.84</td>
<td>500.0</td>
<td>2149.87</td>
<td>99.87</td>
</tr>
</tbody>
</table>

Figure 5. Solution of the optimization problem when \( P_a = 150 \) kW for all \( a \in A_c \).

The solution has a rather high pressure at the depot’s outlet node of 7.66 bar. This allows to increase the water’s velocity in the network and, thus, the mass flow, which in turn allows to reduce temperature differences at the consumers; cf. (12a) or (12b). Thus, the optimal operation in this case is based on significantly increasing the pressure (from the stagnation pressure of 5 bar to 7.66 bar) at the rather high price \( C_p = 0.165 \text{€/kWh} \) (compared to the lower values for \( C_w \) and \( C_g \)). This increased outlet pressure at the depot leads to larger mass flows in the system. Thus, the required temperature differences at the consumers can be decreased. This, together with the resulting smaller thermal losses in the pipes, cf. (5), leads to comparably small overall thermal losses in the system, which are coped with by increasing the water temperature at the depot at the rather low prices for \( C_w \) and \( C_g \).

4.3.1. The Impact of Heat Demand on Expansion Decisions. In Figure 5, we plot the solution for the forward flow network in case that all average consumer demands are reduced to 150 kW. It is clearly visible that this has a strong impact on the investment decision: no new consumer is connected to the network. Although being very important, the effect is rather obvious. Since the network operator mainly earns money by the consumption of connected households, significantly decreased demand leads to less income and thus the potentially new consumers are not worth to be connected.

4.3.2. The Impact of the Distance Between the Existing Network and the New Consumer. We measure the distance of a new consumer to the existing network in terms of the aggregated length of the required new pipes for connecting the new consumer. This distance influences how much the retailer pays to connect the consumer (at least) in two ways. First, the farther away a consumer is from the
existing network, the more needs to be paid to install the pipes that connect the new consumer to the network. This immediately influences the objective function; cf. the second term in (19). Second, larger distances lead to larger power and pressure losses in the system: The longer a pipe, the more thermal and pressure losses occur; see the solution (7) of the thermal energy equation and the momentum equation (4).

This explains why consumer (F9,B9) is not connected to the existing network. Indeed, we see that this consumer is located far away from the original network and thus induces high pipe costs and losses. If we, for instance, sufficiently increase the power demand or decrease the distance from this consumer to the existing network, it becomes financially worth to be connect this consumer as shown in Figure 6, which is obtained for $P_{(F9,B9)} = 350$ kW.

4.3.3. The Impact of Power Losses. Pressure and thermal losses represent the power loss in the network. Pressure losses (measured in power) correspond to $P_p$ since this power is required to propel the water flow in the network. They represent approximately 0.1% of the total power consumption in the solution (see Table 5) and thus do not have a significant importance for the expansion decisions. Thermal power losses $P_{th}$ represent 3.76% of the total power consumption in the solution and, hence, are not negligible. To illustrate the importance of thermal losses, we increase the heat transfer coefficient $U_a$ of all candidate pipes from 0.5 to 0.8 W m$^{-1}$ K$^{-2}$.

The result is shown in Figure 7, where no candidate consumer is connected to the existing network at all. This shows that considering thermal power when making

**Figure 6.** Solution of the optimization problem when $P_{(F9,B9)} = 350$ kW. The arc (F9,B9) is connected since its demand is high enough to overcome the pipe installation costs.

**Figure 7.** Solution of the optimization problem when $U_a$ is set to 0.8 W m$^{-1}$ K$^{-2}$ for all $a$ in $A^c$. No candidate consumers are connected since the additional thermal losses make it financially uninteresting.
expansion decisions is relevant, especially if different insulation techniques for water pipes are available.

5. Conclusion

In this paper, we presented a mixed-integer nonlinear optimization model for the district heating network expansion problem in case of tree-shaped networks. To the best of our knowledge, mixed-integer expansion decisions for district heating networks have not been combined before in the literature with a nonlinear modeling of thermal and hydraulic phenomena as accurate as in this paper. Whereas the accurate incorporation of the hydraulic effects is rather straightforward, the tackling of the energy equation modeling the thermal effects is more complicated. Here, we developed a novel polynomial approximation that is well tailored for optimization. Finally, in our case study we identified three main parameters that mainly govern the expansion decisions:

(i) The estimated average demand of the new consumer. Thus, it is important to have an accurate estimation of the future consumption of households. There are many papers in the literature that estimate the future heat demand of households; see, e.g., [39] for a case study in Sweden or [22, 27] for more general approaches for heat demand estimation. Even more relevant in our context, the authors of [30] try to predict heat demand based on consumer and building characteristics. Based on these predictions, they also estimate the profitability of connecting these new consumers by computing probability distributions to see if these candidate consumers have a high chance of being connected. However, the authors do not consider any network operation or expansion. In the light of the importance of the estimated demand, a highly reasonable topic of future research is to combine these two different branches of literature—namely heat future demand estimation and network expansion.

(ii) The distance of the candidate consumer to the existing network. Thus, one needs to accurately evaluate the pipe building costs and the chosen network layout if multiple consumers shall be connected. This aspect is, in principle, also covered in other papers on district heating networks such as [4] by also considering a price per length of the newly built pipes. However, we are, to the best of our knowledge, the first who measure these effects in the context of nonlinear and non-isothermal physics models.

(iii) Finally, the discussion of thermal power losses highlights the importance of a good pipe insulation. To the best of our knowledge, this aspect was not discussed in the literature before in this context.

To obtain a tractable model, we needed to simplify the problem. Note, however, that we still end up with a nonconvex mixed-integer nonlinear model, which is computationally very challenging. The most important assumption is that we restrict ourselves to the stationary case. Thus, we abstract from time-dependent, i.e. dynamic, effects of physics as well as from certain depot dynamics such as ramping constraints. Second, we only consider a single power-load scenario in the model. Incorporating multiple scenarios, for instance by using stochastic optimization, would allow for a better representation of future demands—and thus, most likely, for a better investment decision. However, this would put a significant additional computational burden. Third, we restricted ourselves to the case of tree-shaped networks to avoid complicating models for temperature mixing at the nodes of the network. Possible future work might also include the further exploitation of this tree-like structure to obtain more effective solution approaches for the problem discussed in this paper. If more general networks are considered, flow directions are
not known in advance and one needs mixing models that are nonsmooth and lead to the violation of standard constraint qualifications of nonlinear optimization; see, e.g., [19] for the details. Finally, we abstracted from also choosing the diameters of newly built pipes, which could also be incorporated in the model. All the mentioned aspects are out of the scope of this article but part of our future work.
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Appendix A. Proof of Lemma 1

Two cases are considered for solving the ODE. First, we consider $v_a = 0$. Then, (5) reduces to

$$\frac{4U_a}{c_p \rho D_a} (T_a(x) - T_{\text{soil}}) = 0, \quad x \in [0, L_a].$$

This obviously leads to the first case in (6).

Next, we consider the case $v_a > 0$. In this case, (5) can be rewritten as

$$\frac{dT_a}{dx}(x) + \frac{4U_a}{c_p \rho D_a v_a} T_a(x) = \frac{4U_a}{c_p \rho D_a} v_a T_{\text{soil}}, \quad x \in [0, L_a].$$

We know from classical ODE theory, see, e.g., [13], that the first-order ODE of the form

$$\frac{dy(x)}{dx} + ay(x) = b,$$

with constants $a$ and $b$ has the solution

$$y(x) = Ce^{-ax} + \frac{b}{a},$$

with $C$ being another constant. This then allows to derive the second case of (6).

To prove continuity and since both cases in (6) are composed of continuous functions it suffices to see that

$$\lim_{v_a \to 0} T_a(x; v_a) = T_{\text{soil}} = T_a(x; 0)$$

for all $x \in [0, L_a]$. This concludes the proof.
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