Chemotherapy is one of the primary modalities of cancer treatment. Chemotherapy drug administration is a complex problem that often requires expensive clinical trials to evaluate potential regimens. One way to alleviate this burden and better inform future trials is to build reliable models for drug administration. Previous chemotherapy optimization models have mainly relied on optimal control, which does not lend itself to capturing complex and vital operational constraints in chemotherapy planning involving discrete decisions, such as doses via pills and rest periods. In addition, most of the existing models for chemotherapy optimization lack an explicit toxicity measure and impose toxicity constraints primarily through (fixed) limits on drug concentration. The existing stochastic optimization models also focus on maximizing the probability of cure when tumor heterogeneity is uncertain. In this paper, we develop a mixed-integer program for combination chemotherapy (utilization of multiple drugs) optimization that incorporates various important operational constraints and, besides dose and concentration limits, controls treatment toxicity based on its effect on the count of white blood cells. To address the uncertainty of tumor heterogeneity, we propose chance constraints that guarantee reaching an operable tumor size with a high probability in a neoadjuvant setting. We present analytical results pertinent to the accuracy of the model in representing biological processes of chemotherapy and establish its merit for clinical applications through a numerical study of breast cancer.
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1. Introduction

Chemotherapy, i.e., the administration of cytotoxic drugs, is a prominent cancer treatment modality. In contrast to local treatment methods, such as surgery and radiation therapy, chemotherapy is a systemic treatment that targets cancer cells throughout a patient’s body. Hence, it is widely used for patients in advanced stages of cancer; more than 60% of the patients diagnosed with stage III or IV of breast, colon, rectal, lung, testicular, urinary bladder, and uterine corpus cancers in
the United States underwent chemotherapy in 2016 (American Cancer Society). Cytotoxic drugs kill cancer cells, which results in tumor shrinkage. However, due to their toxic nature and narrow therapeutic margin, these drugs damage healthy cells as well and come with several, possibly life-threatening side effects (American Cancer Society). The main objective of chemotherapy planning is to determine administration dosage and schedule for cytotoxic drugs such that a significant tumor shrinkage is achieved, or ideally, disappear, while the adverse effects on healthy organs are minimized (American Cancer Society). Chemotherapy treatment plans are typically evaluated by randomized clinical trials; see e.g., (Ebata et al. 2018, Zhao et al. 2020, Mariotti et al. 2021). Such trials are limited in variability due to constraints of permissible treatments and clinical and ethical considerations. Mathematical models of chemotherapy decision-making can alleviate some of these burdens while aiding treatment improvement and evaluation.

Mathematical models for chemotherapy planning must account for the dynamics of tumor evolution as well as the pharmacokinetics (distribution within the body) and pharmacodynamics (effect on tumor and healthy cells) of cytotoxic drugs. These processes take place in continuous time and are naturally described by ordinary differential equations (ODEs). In this regard, chemotherapy planning has been mainly approached as an optimal control (OC) problem in the literature. Swan and Vincent (1977) first studied chemotherapy planning as an OC problem, followed by the seminal models proposed by Martin et al. (1990) and Martin (1992); the objective of these models is to minimize cancer cell population at the end of a treatment period subject to drug concentration limits—as a measure of toxicity—and intermediate tumor size or shrinkage rate. The early OC chemotherapy literature contained minimal details, which allowed many of them to be solved analytically; these include Swan and Vincent (1977, Zietz and Nicolini (1979, Murray (1990, 1994, Panetta and Adam (1995, Murray (1997). Extending Martin et al. (1990) and Martin (1992), more complex and realistic OC models for chemotherapy optimization used approximation techniques (Martin et al. (1992a, b), Pereira et al. (1995, Costa and Boldrini (1997, Nanda et al. (2007, de Pillis et al. (2007, d’Onofrio et al. (2009, Itik et al. (2009, Harrold and Parker (2009) and heuristic algorithms (Iliadis and Barbolosi (2000, Tan et al. (2002, Floares et al. (2003, Villasana and Ochoa (2004, Liang et al. (2006, Tse et al. (2007, Alam et al. (2013). We refer to Shi et al. (2014) and Saville et al. (2019) for detailed surveys.

Continuous OC models capture the “biological” dynamics of chemotherapy processes well; however, cancer treatment involves important discrete components and operational constraints. For example, some cytotoxic drugs are available in the form of pills and are taken orally. For these drugs, an administration dose must be a multiple of the pill size, e.g., one pill per day, and any deviation from this regimen can easily lead to an underdose or overdose. Oral drugs are often prescribed to be taken with food to help with their digestion and to alleviate their side effects.
Metabolic processes can lead to mandated rest periods for certain drugs. These give a discrete nature to drug administration scheduling, which is not captured by continuous OC models. Modeling such operational constraints for chemotherapy planning requires integer control variables; introducing integer variables to OC problems makes them extremely hard to solve (Sager 2005). In addition, the existing chemotherapy optimization models mainly impose treatment toxicity constraints implicitly, through (fixed) limits on drug concentration. This presents another challenge to the applicability of these models to combination chemotherapy, i.e., utilization of multiple cytotoxic drugs, which is the common practice in the presence of drug resistance (Luqmani 2005, Hu et al. 2016). In fact, in the absence of an explicit toxicity measure, these models do not clarify how the adverse effects of chemotherapy could vary under different combinations of administration regimens for multiple drugs.

Tumor heterogeneity is another important consideration in cancer treatment planning (Polyak 2011, Hu et al. 2017). Tumors are composed of different cell types with distinct characteristics; tumor heterogeneity is considered one of the main factors of therapeutic resistance (Cajal et al. 2020). Recent advances in next-generation sequencing (NGS) technologies have made the characterization of the cell composition of a tumor possible; this requires multiple, spatially separated samples from the tumor (Gerlinger et al. 2012, Piraino et al. 2019). However, sampling from a tumor can lead to needle tract seeding, i.e., implantation of cancerous cells in healthy regions, which may lead to cancer metastasis; a higher risk of seeding is incurred as the number of sampling passes increases (Tyagi and Dey 2014). In the absence of multiple biopsies, tumor heterogeneity remains uncertain for treatment planning (Abécassis et al. 2019). The only existing chemotherapy optimization models that consider this uncertainty include (Coldman and Goldie 1983, Day 1986, Coldman and Murray 2000). These models suffer from the same shortcomings as the existing deterministic ones, and they seek to maximize the “probability of cure” over the course of a treatment, which challenges their clinical relevance even more than the deterministic models.

To fill the aforementioned gaps between the existing models of chemotherapy optimization and medical practice, we present a mixed-integer linear programming (MILP) model for combination chemotherapy planning, which seeks to find optimal administration dose and schedule for cytotoxic drugs by minimizing cancer cell population at the end of a treatment. We use discretization and linearization techniques to recast ODEs representing the biological and pharmacological processes of chemotherapy into a MILP framework; the flexibility of this framework allows for modeling complex operational constraints of chemotherapy. In particular, we incorporate discrete administration dose and schedule as well as clinically mandated rest periods in our model. We use the white blood cell count as a measure of treatment toxicity. More specifically, we consider the effect of cytotoxic drugs on the count of two major white blood cell types, namely neutrophil and lymphocyte, which
account for more than 80% of the total white blood cells in human body. Neutropenia (low count of neutrophils) is often a toxicity of concern in chemotherapy (Pizzo 1993, Kosaka et al. 2015, Kasi and Grothey 2018), which can leave cancer patients susceptible to other, possibly fatal diseases during a chemotherapy treatment. To address the uncertainty of tumor heterogeneity, we propose chance constraints and present a neoadjuvant (prior to a primary surgery) chemotherapy optimization model for treatment planning under this uncertainty. We provide analytical results concerning the accuracy of the model in representing biological processes of chemotherapy. We use the clinical literature and published data for patients with breast cancer to calibrate our model parameters and perform sensitivity analysis to identify the most influential factors in a treatment outcome.

The structure of this paper is as follows: Section 2 presents chemotherapy modeling preliminaries, including tumor and white blood cell population dynamics, pharmacokinetics and pharmacodynamics of cytotoxic drugs, and operational constraints. Section 3 presents our deterministic and stochastic MILP models for combination chemotherapy planning along with our analytical results. Section 4 includes the model calibration details, and Section 5 contains the results of our computational experiments. Section 6 concludes the paper. The proofs and some technical details are provided in the e-companion of the paper.

2. Modeling Preliminaries

Throughout this paper, we consider a treatment period $[0, T] \subset \mathbb{R}$ and a set of available cytotoxic drugs $D$. For each drug $d \in D$, the (continuous) functions $U_d(t)$ and $C_d(t)$ represent the administration dose and drug concentration, respectively, at time $t \in [0, T]$. We denote the set of cancer cell types by $Q$, and for each cell type $q \in Q$, we use $N_q(t)$ to represent the corresponding cell count as a function of time. We also introduce the variable functions $P_q(t) = \ln(N_q(t))$, $\forall q \in Q$. Each cancer cell type is resistant to a (possibly empty) subset of drugs. Note that drug resistance can be present even before chemotherapy starts (Swierniak et al. 2009). Finally, the white blood cell count at time $t \in [0, T]$ is denoted by $N_w(t)$; we will distinguish between neutrophils and lymphocytes when we present the operational constraints of our models.

2.1. Cell Population Dynamics

Tumors proliferate by cell division and exhibit exponential growth in early stages, but the growth rate gradually decreases as malignant cells compete for limited nutritional resources. This resembles an S-curve growth, which is most commonly modeled by a Gompertzian function in cancer research; e.g., Laird 1964, Laird et al. 1965, Norton 1988, Harrold and Parker 2009, Frances et al. 2011, Tjørve and Tjørve 2017). The ODE representation of this function is as follows:

$$\dot{N}_q(t) = \Lambda N_q(t) \ln \left( \frac{N_q,\infty}{N_q(t)} \right), \quad N_q(0) = N_{q,0}, \quad (1)$$
where $N_{q,0}$ and $N_{q,\infty}$ denote the initial population of cancer cell type $q \in Q$ and its steady-state asymptotic limit, respectively, and $\Lambda$ is a shape parameter that dictates the rate at which the population transitions from the initial state to the steady-state limit.

The population dynamics of white blood cells are different. White blood cells are perpetually produced (mainly in bone marrow and the thymus gland) and circulate in the blood; they normally have a lifespan of a few days. Iliadis and Barbolosi (2000) model the white blood cell dynamics as follows:

$$\dot{N}_w(t) = \nu_w - \nu_w N_w(t), \quad N_w(0) = N_{w,0},$$

(2)

where $\nu_w$ and $\nu_w$ are the white blood cells’ production and turnover rates, respectively, and $N_{w,0}$ denotes their (constant) level in the body under normal conditions. It is easy to verify that $N_w(t) = N_{w,0}$ is a solution to Eq. (2) given $\nu_w = \nu_w N_{w,0}$.

Eqs. (1) and (2) provide the basis for our pharmacodynamics models.

2.2. Pharmacokinetics

A drug’s distribution within the body (pharmacokinetics) is known to be a complex, multi-compartmental, and multi-phase process. In cancer research, however, the dose profile of a cytotoxic drug is often represented by a single-compartmental model, where the drug concentration decays exponentially over time (Martin 1992, Martin and Teo 1994, Jacqmin et al. 2007, Harrold and Parker 2009, Frances et al. 2011). The process is described by the following ODE:

$$\dot{C}_d(t) = -\xi_d C_d(t) + \frac{U_d(t)}{V}, \quad C_d(0) = 0,$$

(3)

where $V > 0$ represents the volume of the “effect compartment” that is used to convert an administered dose to drug concentration, and $\xi_d$ is a constant characterizing the elimination rate of a drug $d \in D$ in the body. In our models, the boundary condition $C_d(0) = 0$ indicates there is no drug in a patient’s body before the start of treatment.

The underlying assumption of Eq. (3) is that the contribution of a newly administered dose of a drug to its concentration profile starts from the peak it generates on the concentration curve. After a single administration, the drug concentration-time curve is highly right-skewed; it reaches its peak in a relatively short time while it takes much longer for the drug to vanish from a patient’s body. For the sake of simplicity, Eq. (3) ignores the short time it takes for a drug to reach its maximum concentration after an administration.
2.3. Pharmacodynamics

The main paradigm of pharmacodynamics (drug effect) modeling in chemotherapy optimization is based on the seminal works of Skipper et al. (1964, 1967), which indicate that, given a dose of a cytotoxic drug, it kills a constant fraction of cancer cells. The fractional kill effect of a cytotoxic drug on cancer cells is modeled by adding a bilinear term, composed of the product of drug concentration and cancer cell count with a constant factor, to the cancer evolution model, i.e., Eq. (1). In combination chemotherapy, the effect of multiple drugs is commonly modeled following the additivity principal; see e.g., (Martin et al. 1992a, Petrovski et al. 2004, Tse et al. 2007, Frances et al. 2011). In an additive model, the drugs perform as if each acts in isolation, and the effects of all drugs are summed. Our pharmacodynamics model follows Frances et al. (2011), who also assume an exponential decay on drug effectiveness over time, due to the resistance developed in cancer cells when exposed to a drug, as follows:

\[
\dot{N}_q(t) = \Lambda N_q(t) \ln \left( \frac{N_{q,\infty}}{N_q(t)} \right) - \sum_{d \in \mathcal{D}} \eta_{d,q} \exp(-\rho_{d,q} t) N_q(t) E_d(t), \quad N_q(0) = N_{q,0}, \tag{4}
\]

where \(\eta_{d,q}\) is the fractional kill effect parameter of a drug \(d \in \mathcal{D}\) on a cancer cell type \(q \in \mathcal{Q}\), the parameter \(\rho_{d,q}\) determines how drug effectiveness decays over time, and \(E_d(t)\) denotes the effective concentration of a drug \(d \in \mathcal{D}\) as a function of time. The effective concentration \(E_d(t)\) indicates the amount that the drug concentration exceeds some threshold \(\beta_{d,\text{eff}}\), below which the drug is ineffective therapeutically (Iliadis and Barbolosi 2000, Tan et al. 2002, Harrold and Parker 2009). By this definition,

\[
E_d(t) = \max\{0, C_d(t) - \beta_{d,\text{eff}}\}.
\]

Observe that, with the logarithmic transformation \(P_q(t) = \ln(N_q(t))\), \(\forall q \in \mathcal{Q}\), Eq. (4) can be written as a linear equation, as follows:

\[
\dot{P}_q(t) = \Lambda \left( \ln(N_{q,\infty}) - P_q(t) \right) - \sum_{d \in \mathcal{D}} \eta_{d,q} \exp(-\rho_{d,q} t) E_d(t), \quad P_q(0) = \ln(N_{q,0}).
\]

We model the fractional kill effect of cytotoxic drugs on white blood cells in a similar manner:

\[
\dot{N}_w(t) = \nu_w - \nu_w N_w(t) - \sum_{d \in \mathcal{D}} \eta_{d,w} N_w(t) C_d(t - t_w), \quad t \geq t_w, \tag{5}
\]

where \(\eta_{d,w}\) is the fractional kill effect parameter of a drug \(d \in \mathcal{D}\) on white blood cells, and \(t_w\) denotes the delay in the response of white blood cells to cytotoxic drugs (Iliadis and Barbolosi 2000). Note that, in Eq. (5), we make conservative assumptions that white blood cells do not develop resistance to cytotoxic drugs over time and the toxic effect of a drug exists even if its concentration is below the threshold \(\beta_{d,\text{eff}}\). During the time interval \([0, t_w]\), the white blood cell population dynamics is governed by Eq. (2).
2.4. Operational Constraints

Operational constraints enforce clinically permissible treatment plans. We consider a partition of the treatment period \([0, T]\) into \(M\) days, each denoted by \(D_m, m \in \text{DAYS} = \{1, \ldots, M\}\). Because certain oral drugs are consumed with meals, e.g., capecitabine (Segal et al. 2014), three time points (periodic with respect to the days) are designated as meal times; this set of time points is denoted by MEALS.

Below, we describe operational constraints captured by our model; some of these constraints are explicitly included in the chemotherapy optimization literature.

1. **Maximum concentration** (Martin et al. 1992a, Iliaidis and Barbolosi 2000, Baker et al. 2006): For a drug \(d \in \mathcal{D}\), let \(\beta_{d, \text{conc}}\) denote the maximum permissible concentration in a patient’s body; the corresponding constraint is \(C_d(t) \leq \beta_{d, \text{conc}}, \forall t \in [0, T]\).

2. **Maximum infusion rate** (Hande 1998, Reigner et al. 2001, Baker et al. 2006, Ershler 2006, Palmeri et al. 2008): Let \(\beta_{d, \text{rate}}\) denote the maximum permissible infusion rate for a drug \(d \in \mathcal{D}\); the corresponding constraint is \(U_d(t) \leq \beta_{d, \text{rate}}, \forall t \in [0, T]\).

3. **Maximum daily cumulative dose** (Hande 1998, Reigner et al. 2001, Baker et al. 2006, Ershler 2006, Palmeri et al. 2008): Clinical studies often seek to determine appropriate thresholds for drug administration within particular time periods. Daily cumulative dose constraints ensure that the administrated drugs in the model are reasonably close to tested protocols. Let \(\beta_{d, \text{cum}}\) denote the maximum cumulative daily dose of a drug \(d \in \mathcal{D}\); the corresponding constraint is \(\int_{t \in D_m} U_d(t) dt \leq \beta_{d, \text{cum}}, \forall m \in \text{DAYS}\).

4. **Pill administration**: Certain drugs are available via oral administration and, therefore, must be administered in discrete amounts (Hande 1998, Reigner et al. 2001, Ershler 2006, Sharma et al. 2006). These drugs are often recommended to be taken with food. For a drug \(d \in \mathcal{D}\) that is available in an orally administered pill, let \(\alpha_{d, \text{pill}}\) denote the pill’s mass and the integer decision variable \(Z_{d, \text{pill}}(t)\) be the number of pills administered at time \(t\); we model this constraint as follows: \(U_d(t) = \alpha_{d, \text{pill}} Z_{d, \text{pill}}(t), Z_{d, \text{pill}}(t) \in \mathbb{Z}_+, \forall t \in \text{MEALS}, \text{and } U_d(t) = 0, \forall t \notin \text{MEALS}\).

5. **Rest days** (following treatment administration): Rest periods, in which no amount of a particular drug can be administered, may be mandatory clinically; see e.g., Baker et al. (2006). We introduce binary decision variables \(Z_{d, \text{rest}}^m\) to indicate if a drug \(d \in \mathcal{D}\) is not administered during day \(D_m\). Given a mandated number of rest days \(\alpha_{d, \text{rest}}\), we enforce this constraint as follows: \(\int_{t \in D_m} U_d(t) dt \leq \beta_{d, \text{cum}}(1 - Z_{d, \text{rest}}^m), \sum_{l=0}^{\min\{\alpha_{d, \text{rest}}, M-m\}} (1 - Z_{d, \text{rest}}^{m+l}) \leq 1, Z_{d, \text{rest}}^m \in \mathbb{B}, \forall m \in \text{DAYS}\).

6. **Toxicity**: Drug toxicity is a major consideration in chemotherapy planning. We use the white blood cell count as a measure of toxicity and distinguish between neutrophil and lymphocyte,
two major white blood cell types, which are responsible for different side effects, namely neutropenia and lymphocytopenia, with different thresholds. Let \(N_{\text{neu}}(t)\) and \(N_{\text{lym}}(t)\) denote the count of neutrophils and lymphocytes, respectively, at time \(t \in [0, T]\); we assume neutrophils and lymphocytes account for the fractions \(\theta_{\text{neu}}\) and \(\theta_{\text{lym}}\) of the total white blood cell count. The neutropenia and lymphocytopenia constraints are as follows: 
\[
N_{\text{neu}}(t) \geq \beta_{\text{neu}}, \quad N_{\text{neu}}(t) = \theta_{\text{neu}} N_w(t), \quad \forall t \in [0, T], \quad \text{and} \quad N_{\text{lym}}(t) \geq \beta_{\text{lym}}, \quad N_{\text{lym}}(t) = \theta_{\text{lym}} N_w(t), \quad \forall t \in [0, T],
\]
where \(\beta_{\text{neu}}\) and \(\beta_{\text{lym}}\) are the clinical thresholds for neutropenia and lymphocytopenia, respectively.

In the presentation of our models, we denote the set of treatment solutions satisfying the operational constraints by \(\mathcal{O}\). Because the neutropenia and lymphocytopenia constraints are operational constraints, we also include the accompanying pharmacodynamics constraints, i.e., Eqs. (2) and (5), within this set when we present our models.

3. Chemotherapy Optimization Models
The primary goal of chemotherapy is to reduce the number of cancer cells in the body. There are multiple ways to express this goal; one option is to focus on the end-of-treatment cell count. The objective of our model is to minimize 
\[
\min_{q \in \mathcal{Q}} \sum_{q \in \mathcal{Q}} P_q(T),
\]
which is equivalent to minimizing the geometric mean of the cancer cell type populations at the end of the treatment period, i.e., 
\[
\left(\prod_{q \in \mathcal{Q}} N_q(T)\right)^{1/|\mathcal{Q}|}.
\]
We note that one may prioritize cell types according to their levels of malignancy by considering different coefficients for population variables in the objective function.

Based on the model components described in Section 2, the combination chemotherapy optimization problem can be formulated as follows:

\[
\min \sum_{q \in \mathcal{Q}} P_q(T) \quad (6a)
\]

s.t.
\[
\dot{C}_d(t) = -\xi_d C_d(t) + U_d(t)/\gamma, \quad \forall d \in \mathcal{D}, \quad t \in [0, T],
\]
\[
C_d(0) = 0, \quad \forall d \in \mathcal{D},
\]
\[
\dot{P}_q(t) = \Lambda \left( \ln(N_{q,\infty}) - P_q(t) \right) - \sum_{d \in \mathcal{D}} \eta_{d,q} \exp(-\rho_{d,q} t) E_d(t), \quad \forall q \in \mathcal{Q}, \quad t \in [0, T],
\]
\[
P_q(0) = \ln(N_{q,0}), \quad \forall q \in \mathcal{Q},
\]
\[
E_d(t) = \max\{0, \quad C_d(t) - \beta_{d,\text{eff}}\}, \quad \forall d \in \mathcal{D}, \quad t \in [0, T],
\]
\[
(U(t), \ C(t), \ N_{\text{neu}}(t), \ N_{\text{lym}}(t)) \in \mathcal{O}, \quad \forall t \in [0, T],
\]

where \(U(t) = (U_1(t), \ldots, U_{|\mathcal{D}|}(t))\) and \(C(t) = (C_1(t), \ldots, C_{|\mathcal{D}|}(t))\) are the variable vectors representing drug administration and concentration, respectively. Nonegativity is enforced, except for \(P_q(t), \forall q \in \mathcal{Q}\), which we consider a part of the definition of \(\mathcal{O}\).

Formulation (6) is an OC problem involving discrete and continuous controls and nonlinear functions, which, given the scale of the instances arising in practice, is extremely hard to solve.
exactly. We use discretization and linearization techniques to approximate this problem by a MILP formulation, which is significantly more tractable. Harrold and Parker (2009) employed MILP to approximate an OC problem for single-drug chemotherapy optimization. While their model does not consider several operational constraints, they show that this framework provides high-quality approximations for the pharmacokinetics and pharmacodynamics ODE models, i.e., Eqs. (6b)–(6f), using two case studies. Here, we also provide some analytical results concerning the approximation quality of such a transformation.

In the rest of this section, we first present our MILP model for combination chemotherapy optimization, including details of the discretization and linearization techniques we use. We extend this model to address uncertainty in the heterogeneity of tumors and present a model for neoadjuvant chemotherapy planning under this uncertainty. Finally, we present our analytical results concerning numerical stability and approximation quality of the proposed models.

3.1. MILP Model
To approximate the ODEs in (6), one may use Runge-Kutta (RK) methods as approximation schemes; we refer to Butcher (2007) for details. We use (forward) Euler’s method, i.e., the first-order RK method, which has been previously used in chemotherapy optimization; see e.g., Harrold and Parker (2009). Given a (fixed) time-step \( h \), consider the discretization of the planning horizon \([0, T]\) by \( S + 1\) points with the index set \( S^\prime = \{0, \ldots, S\} \), where \( t(0) = 0 \) and \( t(S) = T = Sh \). The Euler’s approximation of the pharmacokinetics model, i.e., Eqs. (6b)–(6c), is as follows:

\[
C_{d,s+1} = C_{d,s} - h \xi_d C_{d,s} + \frac{U_{d,s}}{V}, \forall d \in D, s \in \{0, \ldots, S - 1\},
\]

\[
C_{d,0} = 0, \forall d \in D. \tag{7}
\]

Note that, in Eq. (6b), \( U_d(t) \) represents the flux of a drug \( d \in D \), i.e., dose administered per unit of time; setting the unit of time equal to \( h \), \( U_{d,s} \) denotes the dose administered at (discrete) time \( t(s) \). In (7), \( C_{d,s} \) is the concentration of a drug \( d \in D \) at time \( t(s) \).

The pharmacodynamics model, i.e., Eqs. (6d)–(6e), is approximated in a similar manner:

\[
P_{q,s+1} = P_{q,s} + h \left( \Lambda \left( \ln(N_{q,\infty}) - P_{q,s} \right) - \sum_{d \in D} \eta_{d,q} \exp \left( -\rho_{d,q} t(s) \right) E_{d,s} \right), \forall q \in Q, s \in \{0, \ldots, S - 1\},
\]

\[
P_{q,0} = \ln(N_{q,0}), \forall q \in Q,
\]

where \( P_{q,s} \) denotes the logarithm of the population of cancer cell type \( q \in Q \) at time \( t(s) \).

Conventionally, the effective concentration constraints, i.e., Eq. (6f), are linearized by introducing auxiliary binary variables \( Z_{E,d,s}, \forall d \in D, s \in \{0, \ldots, S\} \), as follows:

\[
\forall d \in D, s \in \{0, \ldots, S\}:
E_{d,s} \geq 0, \tag{8a}
\]
where $E_{d,s}$ is the effective concentration of a drug $d \in D$ at time $t(s)$; recall that $\beta_{d,\text{conc}}$ denotes the maximum permissible concentration for a drug $d \in D$, i.e., an upper bound on $C_{d,s}, \forall s \in \{0, \ldots, S\}$.

The discretization and linearization of operational constraints are straightforward, except for the white blood cell population dynamics model, i.e, Eq. (5). We present our model for the white blood cell population dynamics here and provide the details of other operational constraints in the e-companion; see Appendix A.

Applying Euler’s method to Eq. (5) results in the following discretization of the white blood cell population dynamics model:

$$N_{w,s+1} = N_{w,s} + h \left( v_{w} - \nu_{w} N_{w,s} - \sum_{d \in D} \eta_{d,w} N_{w,s} C_{d,s,\tau} \right), \forall s \in \{\tau, \ldots, S-1\},$$

(9)

where $N_{w,s}$ denotes the total white blood cell count at time $t(s)$, and $\tau$ corresponds to the time delay $t_{w}$ in the ODE model. To address the bilinearity of Eq. (9), we consider two approaches: McCormick relaxation and discretization. In the first approach, we replace each bilinear term $N_{w,s} C_{d,s,\tau}$ in (9) with a new variable $B_{d,s}$ and add the corresponding McCormick envelopes (McCormick 1976, Al-Khayyal and Falk 1983) to the formulation. Recall that $C_{d,s,\tau} \in [0, \beta_{d,\text{conc}}]$; we also assume $N_{w,s} \in [\beta_{w}, N_{w,0}]$, where $\beta_{w}$ is a lower bound on the white blood cell count that can be easily obtained from the clinical bounds on the neutrophil and lymphocyte counts, i.e., $\beta_{w} = \min \{\beta_{neu,0}, \beta_{lym,0}\}$, and $N_{w,0}$ denotes the initial count of white blood cells that serves as an upper bound on the white blood cell count during the treatment period. The white blood cell count is discrete, but the continuity assumption is not far from the reality given the magnitude of this quantity, that is $O(10^9)$ cells per liter. The McCormick relaxation of Eq. (9) is as follows:

$$N_{w,s+1} = N_{w,s} + h \left( v_{w} - \nu_{w} N_{w,s} - \sum_{d \in D} \eta_{d,w} B_{d,s} \right), \forall s \in \{\tau, \ldots, S-1\},$$

(10a)

$$B_{d,s} \geq \beta_{w} C_{d,s,\tau}, \forall d \in D, \ s \in \{\tau, \ldots, S-1\},$$

(10b)

$$B_{d,s} \geq N_{w,0} C_{d,s,\tau} + \beta_{d,\text{conc}} N_{w,s} - N_{w,0} \beta_{d,\text{conc}}, \forall d \in D, \ s \in \{\tau, \ldots, S-1\},$$

(10c)

$$B_{d,s} \leq N_{w,0} C_{d,s,\tau}, \forall d \in D, \ s \in \{\tau, \ldots, S-1\},$$

(10d)

$$B_{d,s} \leq \beta_{w} C_{d,s,\tau} + \beta_{d,\text{conc}} N_{w,s} - \beta_{w} \beta_{d,\text{conc}}, \forall d \in D, \ s \in \{\tau, \ldots, S-1\}.$$  

(10e)

The drawback of the continuous McCormick relaxation is that the approximation quality of the bilinear sum is not controllable. Therefore, we also consider a modified form of the discretization
approach proposed by [Gupte et al. (2013)](#); given the scale of approximated variables, we alter the constraints provided in this work. As a factor in the bilinear terms, the white blood cell count is approximated by discrete variables within some specified value $\Delta$ of maximum error. We introduce auxiliary binary variables $Z_{w,s,k}$, $\forall k \in \{0, \ldots, K\}$, which select the approximations of $N_{w,s}$, and continuous variables $V_{d,s,k}$, $\forall k \in \{0, \ldots, K\}$, which mirror the value of $C_{d,s-\tau}$. Following [Gupte et al. (2013)](#), the approximation of Eq. (9) is as follows:

\[
N_{w,s+1} = N_{w,s} + h \left( v_w - \nu_w N_{w,s} - \sum_{d \in D} \eta_{d,w} B_{d,s} \right), \forall s \in \{\tau, \ldots, S-1\},
\]

\[
N_{w,s} - \left( \beta_w + \sum_{k=1}^{K} k \Delta Z_{w,s,k} \right) \leq \frac{\Delta}{2}, \forall s \in \{\tau, \ldots, S-1\},
\]

\[-N_{w,s} + \left( \beta_w + \sum_{k=1}^{K} k \Delta Z_{w,s,k} \right) \leq \frac{\Delta}{2}, \forall s \in \{\tau, \ldots, S-1\},
\]

\[
\sum_{k=0}^{K} Z_{w,s,k} = 1, \forall s \in \{\tau, \ldots, S-1\},
\]

\[
B_{d,s} = \sum_{k=1}^{K} (\beta_w + k \Delta) V_{d,s,k}, \forall d \in D, s \in \{\tau, \ldots, S-1\},
\]

\[
V_{d,s,k} \leq \beta_{d,conc} Z_{w,s,k}, \forall d \in D, s \in \{\tau, \ldots, S-1\}, k \in \{1, \ldots, K\},
\]

\[
V_{d,s,k} \leq C_{d,s-\tau}, \forall d \in D, s \in \{\tau, \ldots, S-1\}, k \in \{1, \ldots, K\},
\]

\[
V_{d,s,k} \geq C_{d,s-\tau} + \beta_{d,conc} (Z_{w,s,k} - 1), \forall d \in D, s \in \{\tau, \ldots, S-1\}, k \in \{1, \ldots, K\},
\]

\[
V_{d,s,k} \geq 0, \forall d \in D, s \in \{\tau, \ldots, S-1\}, k \in \{1, \ldots, K\},
\]

\[
Z_{w,s,k} \in \mathbb{B}, \forall s \in \{\tau, \ldots, S-1\}, k \in \{1, \ldots, K\}.
\]

In (11), the quantity $\beta_w + \sum_{k=1}^{K} k \Delta Z_{w,s,k}$ approximates the value of $N_{w,s}$; the variable $V_{d,s,k}$ equals $C_{d,s-\tau}$ if and only if $Z_{w,s,k} = 1$ (0 otherwise), and $B_{d,s}$ approximates the bilinear term $N_{w,s} C_{d,s-\tau}$.

Before the effect of drugs on white blood cells starts, i.e., $\forall s \in \{0, \ldots, \tau-1\}$, we have $N_{w,s+1} = N_{w,s} + h (v_w - \nu_w N_{w,s})$, where $N_{w,0}$ equals the count of white blood cells before treatment. The discretized neutropenia and lymphocytopenia constraints are as follows: $N_{neu,s} \geq \beta_{neu}$, $N_{neu,s} = \theta_{neu} N_{w,s}$; $\forall s \in \{0, \ldots, S\}$, and $N_{lym,s} \geq \beta_{lym}$, $N_{lym,s} = \theta_{lym} N_{w,s}$, $\forall s \in \{0, \ldots, S\}$.

Formulation [12] presents our MILP model for combination chemotherapy optimization, as the result of described discretization and linearization techniques applied to (6). In this formulation, we use $\mathcal{O}$ to denote the set of treatment solutions satisfying the discretized operational constraints, including the constraint sets (10) or (11).

\[
\min \sum_{q \in \mathcal{Q}} P_{q,s}
\]
\[ C_{d,s+1} = C_{d,s} - h\xi_d C_{d,s} + U_{d,s}/\gamma, \forall d \in D, \ s \in \{0, \ldots, S-1\}, \]  
\[ C_{d,0} = 0, \forall d \in D, \]  
\[ P_{q,s+1} = P_{q,s} + h \left( \Lambda \left( \ln(N_{q,\infty}) - P_{q,s} \right) - \sum_{d \in D} \eta_{d,q} \exp \left( -\rho_{d,q} t(s) \right) E_{d,s} \right), \]  
\[ \forall q \in Q, \ s \in \{0, \ldots, S-1\}, \]  
\[ P_{q,0} = \ln(N_{q,0}), \forall q \in Q, \]  
\[ (\mathbf{U}, \mathbf{C}, \mathbf{N}_{\text{neu}}, \mathbf{N}_{\text{lym}}) \in \widehat{\mathcal{O}}, \]  
(12a)-(12g)

where \( \mathbf{U} = [U_{d,s}, d \in D, s \in \mathcal{S}] \) and \( \mathbf{C} = [C_{d,s}, d \in D, s \in \mathcal{S}] \) are the variable matrices representing drug administration and concentration, respectively, and \( \mathbf{N}_{\text{neu}} = (N_{\text{neu},0}, \ldots, N_{\text{neu},S}) \) and \( \mathbf{N}_{\text{lym}} = (N_{\text{lym},0}, \ldots, N_{\text{lym},S}) \) are the variable vectors of the neutrophil and lymphocyte count, respectively. Eqs. (12b)-(12c) are the discretized pharmacokinetics model (see (6b)-(6c)), Eqs. (12d)-(12e) are the discretized pharmacodynamics model for cancer cells (see (6d)-(6e)), and the constraint set (12f) is the linearized model for effective drug concentration (see (6f)).

The approximation quality and computational burden of formulation (12) depends on the choice of discretization time-step \( h \) and the method of bilinearity approximation, i.e., McCormick relaxation or the discretization technique, as well as the choice of \( \Delta \) in the latter method. We present the results of our computational experiments with respect to these factors in Section 5. Note that if \( h' < h \), then the discretization with \( h' \) provides a finer resolution of the time domain. However, models with differing time-steps are not necessarily relaxations of each other. Similarly, the discretized formulation (12) approximates the continuous formulation (6), but it is not necessarily a relaxation of the continuous problem.

### 3.2. Neoadjuvant Chemotherapy under Uncertain Tumor Heterogeneity

In advanced stages of cancer, chemotherapy is often used as a form of neoadjuvant therapy to reduce a tumor to an operable size prior to tumor removal surgery (Senkus et al. 2015). In this section, we extend the proposed MILP model (12) to address the uncertainty of tumor heterogeneity in neoadjuvant chemotherapy planning. The cell composition of a tumor can be characterized through multiple biopsies and next-generation sequencing (NGS) technologies (Gerlinger et al. 2012, Piraino et al. 2019). Multiple biopsies, however, come with a higher risk of needle tract seeding and cancer metastasis (Tyagi and Dey 2014). Hence, with a limited number of biopsies, tumor heterogeneity remains uncertain for treatment planning (Abé cassis et al. 2019). Under this uncertainty, the objective is to find a drug administration regimen that reduces the tumor to a
clinically determined operable size with a high probability, which can be expressed by the following chance constraint:

\[
\Pr \left\{ \sum_{q \in Q} N_{q,S} \leq N_{\text{surg}} \right\} \geq 1 - \epsilon,
\]

(13)

where \( N_{\text{surg}} \) denotes the clinically determined operable size for the tumor, and \( \epsilon \) is the probability of not meeting the target at the end of treatment period.

Let \( \pi \in \mathbb{R}_{+}^{|Q|} \) be a discrete random variable describing tumor heterogeneity, which can take on a value from the finite set \( \{ \pi^{(1)}, \ldots, \pi^{(K)} \} \), and denote the probability of a scenario \( k \in \{1, \ldots, K\} \) by \( \mu^{(k)} = \Pr \{ \pi = \pi^{(k)} \} \). Given the logarithmic transformation of the cancer cell population variables in our model, we use the following, more conservative constraints to enforce (13):

\[
P_{q,S}^{(k)} \leq P_{\text{surg}} + \ln \left( \frac{N_{q,0}^{(k)}}{\sum_{q \in Q} N_{q,0}^{(k)}} \right) + P_{q,\infty} (1 - Z_{\text{surg}}^{(k)}), \forall q \in Q, k \in \{1, \ldots, K\},
\]

(14a)

\[
\sum_{k=1}^{K} \mu^{(k)} Z_{\text{surg}}^{(k)} \geq 1 - \epsilon,
\]

(14b)

\[
Z_{\text{surg}}^{(k)} \in \mathbb{B}, \forall k \in \{1, \ldots, K\},
\]

(14c)

where \( P_{\text{surg}} = \ln(N_{\text{surg}}) \), \( P_{q,\infty} = \ln(N_{q,\infty}) \), and the superscript \( (k) \) denotes the value of previously defined variables under a realization scenario \( k \in \{1, \ldots, K\} \); the binary variable \( Z_{\text{surg}}^{(k)} \) indicates whether the target is met under a scenario \( k \in \{1, \ldots, K\} \). It can be easily verified that, given \( Z_{\text{surg}}^{(k)} = 1 \) for some scenario \( k \), a treatment solution satisfying the set of constraints (14a) will also satisfy \( \sum_{q \in Q} N_{q,S} \leq N_{\text{surg}} \); these constraints become trivial if \( Z_{\text{surg}}^{(k)} = 0 \).

A conventional objective for such a chance-constrained optimization model is to maximize the probability of meeting the target, equivalently to minimize \( \epsilon \). A drawback of this objective is that if the tumor size is not far from the clinical target, the model may achieve an objective of \( \epsilon = 0 \), with a solution that may not lead to significant tumor shrinkage. Recall that the main clinical objective of chemotherapy is to reduce cancer cell population as much as possible (American Cancer Society). In this regard, we also consider a shrinkage-based objective similar to our deterministic model. Note that, given a fixed value for \( \epsilon \), obtaining a success probability of \( 1 - \epsilon \) is guaranteed through the chance constraints (14a)–(14c) regardless of the objective function. Section 5 presents the results of our numerical study with both shrinkage-based and probability-based objectives. Here, we present our stochastic model with an objective that minimizes the cancer cell population at the end of treatment under the most likely scenario. We assume \( \mu^{(1)} \geq \mu^{(k)}, \forall k \in \{1, \ldots, K\} \); the neoadjuvant chance-constrained MILP model is as follows:

\[
\min \sum_{q \in Q} P_{q,S}^{(1)}
\]

(15a)
\[ C_{d,s+1} = C_{d,s} - h \xi_d C_{d,s} + U_{d,s}/\mathcal{V}, \forall d \in \mathcal{D}, s \in \{0, \ldots, S - 1\}, \quad (15b) \]
\[ C_{d,0} = 0, \forall d \in \mathcal{D}, \quad (15c) \]
\[ P^{(k)}_{q,s+1} = P^{(k)}_{q,s} + h \left( \Lambda \left( \ln(N^{(k)}_{q,\infty}) - P^{(k)}_{q,s} \right) - \sum_{d \in \mathcal{D}} \eta_{d,q} \exp \left( -\rho_{d,q} t(s) \right) E_{d,s} \right), \quad \forall q \in \mathcal{Q}, s \in \{0, \ldots, S - 1\}, k \in \{1, \ldots, K\}, \quad (15d) \]
\[ P^{(k)}_{q,0} = \ln(N^{(k)}_{q,0}), \forall q \in \mathcal{Q}, k \in \{1, \ldots, K\}, \quad (15e) \]
\[ P^{(k)}_{q,S} \leq P_{surg} - \ln \left( \frac{N^{(k)}_{q,0}}{\sum_{q \in \mathcal{Q}} N^{(k)}_{q,0}} \right) + P_{q,\infty}(1 - Z^{(k)}_{surg}), \forall q \in \mathcal{Q}, k \in \{1, \ldots, K\}, \quad (15f) \]
\[ \sum_{k=1}^{K} \mu^{(k)} Z^{(k)}_{surg} \geq 1 - \epsilon, \quad (15g) \]
\[ Z^{(k)}_{surg} \in \mathbb{B}, \forall k \in \{1, \ldots, K\}, \quad (15h) \]
\[ (U, C, N_{\text{neu}}, N_{\text{lym}}) \in \hat{\Theta}. \quad (15i) \]

Note that the variables appearing in the operational constraints, i.e., \( U, C, N_{\text{neu}}, \) and \( N_{\text{lym}} \), do not depend on the scenarios.

### 3.3. Analytical Results

Next, we present analytical results for the proposed combination chemotherapy optimization models. A main result is an error bound for the Euler’s method approximation of the cell population state variables, which depend on the Euler’s method approximation of the drug concentration state variables, presented through Theorem 6 and Corollary 1. All proofs are provided in the e-companion; see Appendix B.

Theorems 1 and 2 show that if drug administration is continuous, the state variables for drug concentration and cell population are uniquely defined by the control variables governing drug administration in the base formulation \( 6 \). Although administration of oral drugs are inherently discontinuous, they can be approximated arbitrarily well by continuous functions.

**Theorem 1.** Suppose that, for a drug \( d \in \mathcal{D} \), the administration function \( U_d \) is continuous in time. Then, the differential equation
\[ \dot{C}_d(t) = -\xi_d C_d(t) + U_d(t)/\mathcal{V}, \quad t \in [0, T], \]
governing the drug concentration function \( C_d \), has a unique solution.

**Theorem 2.** Suppose that the administration functions for all drugs, i.e., \( U_d, \forall d \in \mathcal{D} \), are continuous in time. Then, for each cancer cell type \( q \in \mathcal{Q} \), the differential equation
\[ \dot{P}_q(t) = \Lambda \left( P_{q,\infty} - P_q(t) \right) - \sum_{d \in \mathcal{D}} \eta_{d,q} \exp(-\rho_{d,q} t) E_d(t), \quad t \in [0, T], \]
governing the cell population function \( P_q \), has a unique solution.
The next results concern the stability of Euler’s method. Absolutely stable numerical methods produce “reasonable results” for suitable time-step values \( \text{[LeVeque 2007]} \).

**Theorem 3.** Let \( \{U_s\}_{s \in \mathbb{Z}^+} \) be a bounded sequence, and \( \xi, h, \nu > 0 \). Under the stability condition \( h < \frac{2}{\xi} \), the difference equation

\[
C_{s+1} = C_s - h \xi C_s + U_s / \nu,
\]

is absolutely stable, for all \( s \in \mathbb{Z}^+ \).

**Theorem 4.** Let \( \{F_s\}_{s \in \mathbb{Z}^+} \) be a bounded sequence and \( \Lambda, h > 0 \). Under the stability condition \( h < \frac{2}{\Lambda} \), the difference equation

\[
P_{s+1} = P_s + h \left( \Lambda (P_\infty - P_s) - F_s \right),
\]

is absolutely stable, for all \( s \in \mathbb{Z}^+ \).

Concerning the stochastic model (15), the following result indicates that if a feasible solution’s effective concentration is dominated by another feasible solution’s effective concentration, the second solution has a smaller end-of-treatment cancer cell population in all scenarios, regardless of the objective function.

**Theorem 5.** Consider the stochastic model (15), with \( \Lambda h \leq 1 \). Let \( \text{(E}^{[1]}_d, P^{[1]}_d) \) and \( \text{(E}^{[2]}_d, P^{[2]}_d) \) each be components of different feasible solutions. Suppose \( E^{[1]}_d \geq E^{[2]}_d \), for all \( d \in D, s \in \{0, \ldots, S\} \). Then \( P^{[1]}_{q,s} \leq P^{[2]}_{q,s} \), for all \( q \in Q, k \in \{1, \ldots, K\} \).

Finally, Theorem 6 provides a global error bound for Euler’s method applied to state variables that depend on another state variable estimated by Euler’s method.

**Theorem 6.** Consider the system of differential equations

\[
\begin{align*}
y'(t) &= f(t, y, z), \quad y(0) = y_0, \\
z'(t) &= g(t, z), \quad z(0) = z_0,
\end{align*}
\]

and the Euler’s approximation \( \{(y_s, z_s)\}_{s=0}^S \) with step size \( h \), given by \( y_{s+1} = y_s + h f(t(s), y_s, z_s) \) and \( z_{s+1} = z_s + h g(t(s), z_s) \). Let \( \lambda_z = \max\{|z_s - z_0|, s \in \{0, \ldots, S\}\} \), and suppose \( g \) is continuous in both variables and Lipschitz continuous in its second variable, i.e., there exists \( L_g > 0 \) such that for all \( t \in [0, T] \) and \( u, v \in \mathbb{R} \) with \( |u - z_0| \leq \lambda_z, |v - z_0| \leq \lambda_z \),

\[
|g(t, u) - g(t, v)| \leq L_g |u - v|.
\]
Similarly, suppose \( f \) is continuous in all variables and Lipschitz continuous (with respect to the \( \ell_1 \) norm) in its second and third variables with constant \( L_f \). Furthermore, suppose \( y \) and \( z \) are twice continuously differentiable. Then, for all \( s \in \{0, \ldots, S\} \),

\[
|y_s - y(t(s))| \leq \frac{h}{2} \left( \frac{\alpha_z}{L_g} (e^{L_g T} - 1) + \frac{\alpha_y}{L_f} \right) (e^{L_f T} - 1),
\]

where \( \alpha_z = \max_{\tau \in [0,T]} |\ddot{z}(\tau)| \) and \( \alpha_y = \max_{\tau \in [0,T]} |\ddot{y}(\tau)| \).

**Corollary 1.** Let \( C(t) \) and \( P_q(t) \), \( \forall q \in Q \), be the state variable functions for drug concentration and cell population, respectively, in an optimal solution to the (single-drug) chemotherapy optimization problem \((6)\) without the effective concentration and operational constraints. Furthermore, suppose that \( C \) and \( P_q \), \( \forall q \in Q \), are twice continuously differentiable, and let \( \tilde{C} \) and \( \tilde{P}_q \), \( \forall q \in Q \), be the corresponding Euler’s approximations with time-step \( h \). Then,

\[
\sum_{q \in Q} \tilde{P}_{q,S} - \sum_{q \in Q} P_q(T) \leq \sum_{q \in Q} \frac{h}{2} \left( \frac{\alpha_C}{|\xi|} (e^{\xi T} - 1) + \frac{\alpha_q}{\max\{|\eta_q|, |\Lambda|\}} \right) (e^{\max\{|\eta_q|, |\Lambda|\} T} - 1),
\]

where \( \alpha_C = \max_{\tau \in [0,T]} |\ddot{C}(\tau)| \) and \( \alpha_q = \max_{\tau \in [0,T]} |\ddot{P}_q(\tau)| \), \( \forall q \in Q \).

### 4. Model Calibration

Though the proposed framework applies to many forms of cancer, we specify our numerical study for breast cancer, which kills more than 40,000 American women annually [American Cancer Society](https://www.cancer.org). We include three breast cancer drugs in our study: capecitabine, docetaxel, and etoposide; they are labeled 1, 2, and 3, respectively. To account for heterogeneity in the cell population, we include four tumor cell types: 0 ≡ “no resistance, all drugs”, 1 ≡ “resistance, capecitabine only”, 2 ≡ “resistance, docetaxel only”, and 3 ≡ “resistance, etoposide only”. We do not consider the case in which a cell type is resistant to multiple drugs because the drugs we consider have different mechanisms to attack tumor cells [Luqmani 2005](https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3699937/).

The initial tumor size can vary substantially, depending on the progression of the disease, at the start of a treatment. Norton (1988) estimates the initial population size of untreated breast cancer patients as \( N_0 = 4.8 \cdot 10^9 \) cells. This estimate is supported by the fact that tumor detection usually does not occur before the tumor has \( 10^9 \) cells, 30 generations after the first malignant cell [Asachenkov et al. 1994](https://pubmed.ncbi.nlm.nih.gov/9974873/) [Cameron 1997](https://www.nature.com/articles/10.1038/nature00735). We use \( 2^{30} \approx 10^9 \) cells as the initial cancer cell population. We estimate tumor heterogeneity, i.e., \( N_{q,0} \), \( \forall q \in \{0, 1, 2, 3\} \), through a branching process; e.g., [Kimmel and Axelrod 2015](https://www.jstor.org/stable/20092747). By simulating this process, we generate multiple scenarios concerning tumor heterogeneity and estimate the probability of realization for each scenario. The description of branching process and estimation of the initial cancer cell populations are provided in the e-companion; see Appendix C. We use these scenarios directly in our numerical study with
the chance-constrained model (15); for the deterministic model (12), we use the (empirical) mean cell count for each tumor cell type in these scenarios. Norton (1988) estimates the steady-state tumor size as $N_\infty = 3.1 \cdot 10^{12}$ cells, which is supported by the maximum tumor size detected in mammograms (Cameron 1997); we set this asymptotic limit at approximately $10^{12}$ cells in our models. Following Harrold and Parker (2009), we estimate the Gompertz shape parameter by $\Lambda = \frac{1}{\tau} \ln \left( \frac{\ln(N_\infty/N_0)}{\ln(N_\infty/2N_0)} \right)$, where $\tau$ is the “doubling time” of the tumor, set equal to 5 months in their work. For the white blood cell population dynamics, we follow Iliadis and Barbolosi (2000) and use $N_{w,0} = 8 \cdot 10^9$ cells per liter as the initial population and $\nu_w = 1.2 \cdot 10^9$ cells per liter per day and $\nu_w = 0.15$ per day as the production and turnover rates, respectively. Table D.1 summarizes the parameters used for population dynamics in our numerical study; see Appendix D.

We use the values reported in the literature for pharmacokinetics parameters, i.e., elimination rate $\xi_d, \forall d \in D$, effect compartment $\mathcal{V}$, and effectiveness threshold $\beta_{d_{,\text{eff}}}, \forall d \in D$, (Iliadis and Barbolosi 2000, Frances et al. 2011) and estimate the pharmacodynamics parameters based on published clinical data. In particular, we use the following administration regimens and the response rate observed in the corresponding clinical trial to estimate the effect of cytotoxic drugs on the cancer cell populations:

- Capecitabine (O’Shaughnessy et al. 2001): 1255 mg/m$^2$ twice daily, 6 cycles of a two-week treatment period followed by a one-week rest period, response rate of 30%.
- Docetaxel (Chan et al. 1999): 100 mg/m$^2$, 7 cycles of one-hour infusion every three weeks, response rate of 47%.
- Etoposide (Yuan et al. 2015): 60 mg/m$^2$ daily, 7 cycles of a 10-day treatment period followed by a 11-day rest period, response rate of 9%.

In clinical studies, the dose administration is commonly reported based on body surface area; we use 1.7 m$^2$ as an average person’s body surface area in our study (Bonate 2011). The treatment (partial) response rate is defined as the percentage of the patients participating in a clinical trial who show 50% or more decrease in tumor size (diameter) as a result of the therapy (World Health Organization 1979). Details of pharmacodynamics parameters estimation are provided in the e-companion; see Appendix D. Given the narrow therapeutic margin of cytotoxic drugs, we make a conservative assumption that these drugs have the same fractional kill effect on the white blood cells as the cancer cells. Table D.2 displays the pharmacokinetics and pharmacodynamics parameters in our numerical study; see Appendix D.

We also use the simulation results of the aforementioned clinical trials to determine the operational constraints parameters concerning maximum drug concentration, maximum infusion rate, and maximum cumulative daily dose. This ensures that an (optimal) treatment solution stays within the common range of drug administration in practice. Capecitabine and etoposide are orally
administered via pills of size 500 mg and 50 mg, respectively \cite{Hande1998, Sharma2006}. Oral drugs are often taken with food, so we designate three time points within each day at which the oral drugs may be taken. Docetaxel use is constrained by a week-long rest period after each administration day. Finally, we use $\beta_{\text{neu}} = 2.5 \times 10^9$ and $\beta_{\text{lym}} = 1 \times 10^9$ cells per liter as the neutropenia and lymphocytopenia thresholds, respectively \cite{Rosado2011, Mitrovic2012}. Table D.3 in Appendix D summarizes the operational parameters used in our numerical study.

5. Computational Results

In this section, we present the results of our numerical study, given the model specification and calibration details provided in Section 4. To solve the proposed mixed-integer linear programs, we used Gurobi 9.1.2 with default parameters on a machine with Intel(R) Core(TM) i7-3520M CPU @ 2.90 GHz and restricted the solution time for each instance to a maximum of two hours. Unless otherwise stated, we set the time-step parameter $h$ equal to one hour and use the constraint set (11) with $\Delta = \frac{1}{25} (N_{w,0} - \beta_w)$ to approximate the bilinear terms; to avoid explosion of the binary variables introduced in (11), we set the time-step length of one day for the white blood cell count model. We present our results on the computational performance of the models under different discretization resolutions and bilinear approximation methods separately. Finally, we consider a treatment period of 21 days in our numerical study, which is the common length for a chemotherapy cycle \cite{Ershler2006}.

Figure 1 displays the optimal drug administration and concentration over the treatment period using the deterministic model (12). More details are provided in the e-companion; see Figure E.1 in Appendix E. From the optimal solution, the highest doses occur at the beginning of the treatment period for all drugs. For capecitabine and etoposide that can be administered frequently, the initial high doses make drug concentrations reach the maximum permissible levels, and after that, the administration regimens force relatively constant concentrations until an induced rest period, on day 17; it is important to note that this rest period is not a modeling mandate. In fact, without an explicit rest constraint on the oral drug administration, the optimal solution shows a necessary rest period for these drugs to avoid the violation of toxicity (neutropenia) constraints, akin to mandated policies in clinical practice. Docetaxel, the intravenous drug, is administered weekly starting on the first day, due to the mandated rest period constraints.

The treatment effects on the cancer and white blood cell populations are illustrated in Figure 2. In this figure, $N \equiv$ non-resistant, $C \equiv$ capecitabine-resistant, $D \equiv$ docetaxel-resistant, and $E \equiv$ etoposide-resistant. All cancer cell types decrease fairly consistently (with respect to the logarithm) over time. The capecitabine- and etoposide-resistant cell types have similar outcomes; the docetaxel-resistant cell type shows a lower level of response to the treatment. Patently, the steepest
The optimal drug administration and the corresponding concentration, given by the deterministic model (12).

Figure 1

The effect of the optimal drug administration on tumor and white blood cell populations, given by the deterministic model (12).

Figure 2

descent belongs to the non-resistant cancer cell type. Regarding the white blood cell population, the neutropenia constraint is tight at the optimal solution, which is consistent with the clinical observation that neutropenia is often a toxicity of concern in chemotherapy (Pizzo 1993, Kosaka et al. 2015, Kasi and Grothey 2018).

Regularity of drug administration is a logistic consideration for oral drugs, as they are usually taken without direct medical supervision (Urquhart and De Klerk 1998). In this regard, we have considered converting the optimal solution presented in Figure 1 to a regulated administration plan.

Figure 3 shows the result along with the corresponding tumor-shrinkage outcome; the difference in the cancer cell population between the optimal and regulated plans translates to less than 1 mm change in the tumor diameter. Note that, in construction of the regulated administration, we keep the induced rest period on day 17 because ignoring this period leads to a violation of
the neutropenia constraint. We acknowledge that regularity of the administration regimen for oral drugs can be enforced by additional constraints; however, such patterns must be devised carefully, as they can be too restrictive on the outcome. Finally, we point out that, given the pill sizes and maximum dose and concentration constraints for the oral drugs that we consider, the difference between the optimal and regulated plans mainly concerns the administration of capecitabine, which is weaker than etoposide based on their fractional kill effect parameter values.

In the next phase of our experiments, we investigated the impact of different discretization resolutions on the computational performance of (12) by varying the time-step parameter $h$ from four hours (240 minutes) to 15 minutes. Table 1 summarizes the results; the gap of 0.01% is the solver’s default value within which it considers an incumbent solution optimal. Given the initial objective value of $\sum_{q=0}^{3} P_{q,0} = 74.34$ at the start of the treatment, there is little evidence that the discretization resolution (within the tested range) substantially impacts the optimal objective value, in accordance with our stability results; all tested time-step values satisfy the stability conditions.
of Theorems 3 and 4. However, it does impact the model’s solvability because as $h$ decreases, the number of variables and constraints increase. The gap for the model with $h = 15$ minutes was 0.09%, the highest among the tested values.

We also examined the impact of different approximation methods for bilinear terms, i.e., constraints (10) and (11); for the latter, we considered two different discretization intervals for the white blood cell count, i.e., $\Delta = \frac{1}{20}(N_{w,0} - \beta_w)$ and $\Delta = \frac{1}{40}(N_{w,0} - \beta_w)$. Recall that $N_{w,0}$ and $\beta_w$ denote upper and lower bounds on the white blood cell count, respectively. The results are presented in Table 2, in which “Continuous” refers to the McCormick relaxation method, i.e., the constraint set (10), and “Discrete” to the (modified) method of Gupte et al. (2013), i.e., the constraint set (11).

As expected, the McCormick relaxation method leads to a lower optimal objective value, due to its flexibility. This method, however, does not provide a means to control the approximation quality of the bilinear terms. The solvability of the model decreases as more integer variables are introduced through refining the discretization interval in the method of Gupte et al. (2013).

Next, we present the results of our numerical study with the chance-constrained optimization model (15). We simulated a branching process to generate a set of scenarios describing the heterogeneity of tumor. Details of the branching process and scenario generation are provided in Appendix C of the e-companion. Table 3 displays the (logarithm of) cancer cell populations and realization probability for each scenario. Based on the branching process, there is a single dominant scenario (Scenario 1) with the associated probability of over 0.77, in which the non-resistant cell type has the largest cell count. The probability of a scenario in which a drug-resistant cell type has the largest cell count is less than 0.02. Although the size of the drug-resistant part of a tumor is expected to be smaller that the non-resistant part, it can become dominant without treatment.

The initial cancer cell population in all scenarios is $10^9$ cells, which translates to a tumor with a diameter of about 25 mm (Del Monte 2009). While the operable size of a tumor must be determined

### Table 1

<table>
<thead>
<tr>
<th>$h$ (minutes)</th>
<th>Obj Val</th>
<th>Run-time (s)</th>
<th>Cons</th>
<th>Vars</th>
<th>IVars</th>
<th>BVars</th>
<th>Gap</th>
</tr>
</thead>
<tbody>
<tr>
<td>240</td>
<td>68.09</td>
<td>1163</td>
<td>8547</td>
<td>3759</td>
<td>714</td>
<td>588</td>
<td>&lt; 0.01%</td>
</tr>
<tr>
<td>120</td>
<td>68.12</td>
<td>7200</td>
<td>11571</td>
<td>5523</td>
<td>840</td>
<td>714</td>
<td>0.02%</td>
</tr>
<tr>
<td>60</td>
<td>68.13</td>
<td>2029</td>
<td>17619</td>
<td>9051</td>
<td>1092</td>
<td>966</td>
<td>&lt; 0.01%</td>
</tr>
<tr>
<td>30</td>
<td>68.21</td>
<td>7200</td>
<td>29715</td>
<td>16107</td>
<td>1596</td>
<td>1470</td>
<td>0.02%</td>
</tr>
<tr>
<td>15</td>
<td>68.24</td>
<td>7200</td>
<td>53907</td>
<td>30219</td>
<td>2604</td>
<td>2478</td>
<td>0.09%</td>
</tr>
</tbody>
</table>

### Table 2

<table>
<thead>
<tr>
<th>Method</th>
<th>$\Delta$</th>
<th>Obj Val</th>
<th>Run-time (s)</th>
<th>Cons</th>
<th>Vars</th>
<th>IVars</th>
<th>BVars</th>
<th>Gap</th>
</tr>
</thead>
<tbody>
<tr>
<td>Continuous</td>
<td>–</td>
<td>68.01</td>
<td>387</td>
<td>12579</td>
<td>7350</td>
<td>651</td>
<td>525</td>
<td>&lt; 0.01%</td>
</tr>
<tr>
<td>Discrete 1/20</td>
<td></td>
<td>68.13</td>
<td>2029</td>
<td>17619</td>
<td>9051</td>
<td>1092</td>
<td>966</td>
<td>&lt; 0.01%</td>
</tr>
<tr>
<td>Discrete 1/40</td>
<td></td>
<td>68.14</td>
<td>7200</td>
<td>22659</td>
<td>10731</td>
<td>1512</td>
<td>1386</td>
<td>0.13%</td>
</tr>
</tbody>
</table>
Table 3 Simulated scenarios generated by a branching process

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20.53</td>
<td>17.89</td>
<td>17.89</td>
<td>17.89</td>
<td>0.7705</td>
</tr>
<tr>
<td>2</td>
<td>20.44</td>
<td>17.85</td>
<td>17.83</td>
<td>18.69</td>
<td>0.0619</td>
</tr>
<tr>
<td>3</td>
<td>20.44</td>
<td>18.70</td>
<td>17.86</td>
<td>17.86</td>
<td>0.0603</td>
</tr>
<tr>
<td>4</td>
<td>20.44</td>
<td>17.84</td>
<td>18.74</td>
<td>17.82</td>
<td>0.0579</td>
</tr>
<tr>
<td>5</td>
<td>20.22</td>
<td>19.50</td>
<td>17.74</td>
<td>17.72</td>
<td>0.0109</td>
</tr>
<tr>
<td>6</td>
<td>20.23</td>
<td>17.71</td>
<td>19.49</td>
<td>17.71</td>
<td>0.0109</td>
</tr>
<tr>
<td>7</td>
<td>20.25</td>
<td>17.72</td>
<td>17.67</td>
<td>19.46</td>
<td>0.0103</td>
</tr>
<tr>
<td>8</td>
<td>19.80</td>
<td>17.35</td>
<td>17.45</td>
<td>20.09</td>
<td>0.0064</td>
</tr>
<tr>
<td>9</td>
<td>19.81</td>
<td>17.20</td>
<td>20.10</td>
<td>17.28</td>
<td>0.0059</td>
</tr>
<tr>
<td>10</td>
<td>19.80</td>
<td>20.11</td>
<td>17.18</td>
<td>17.39</td>
<td>0.0050</td>
</tr>
</tbody>
</table>

clinically based on the tumor location and patient’s health conditions, the diameter of 20 mm is commonly considered the border of stage II and stage III breast cancer (Narod et al., 2013; Senkus et al., 2015). Thus, in our study, we assume \( N_{surg} = 0.4 \cdot 10^9 \) cells, which translates to a diameter of less than 20 mm. We also set \( \epsilon = 0.05 \) indicating that the desired probability of reaching an operable tumor size at the end of treatment period is at least 0.95. Using the discrete approximation of the bilinear terms with \( \Delta = \frac{1}{20} (N_{w,0} - \beta_w) \) and setting the time-step \( h \) equal to one hour, the neoadjuvant chance-constrained optimization model (15) contained 27,205 variables (1,102 integer, 976 binary) and 35,804 constraints; the solver found an optimal solution in about 17 minutes with the optimal objective value of 67.99. Figure 4 illustrates the treatment effect on cancer cell populations under Scenarios 1 to 4; these are the scenarios with the realization probability of at least 0.05. More details on the output of the chanced-constrained model (15) as well as its counterpart with a probability-based objective, i.e., minimize \( \epsilon \) subject to (15b)–(15j), are provided in the e-companion; see Appendix E. As stated earlier and illustrated in Figures E.4 and E.5, the probability-based objective leads to inferior tumor-shrinkage compared with formulation (15).

5.1. Sensitivity Analysis

The proposed optimization models involve several parameters that need to be estimated based on clinical data and a patient’s biological characteristics. In this section, we present the results of our analysis to determine the sensitivity of an optimal solution and objective value of the combination chemotherapy optimization problem (12) to these parameters.

Figure 5 illustrates the results of the sensitivity analysis with respect to the pharmacokinetics and pharmacodynamics parameters. We used clinical data to estimate the fractional kill effect parameter of each drug for the non-resistant cell type, i.e., \( \eta_{d,0} \), and set \( \eta_{d,q} = 0.25 \eta_{d,0}, \forall q \in \{1, 2, 3\} \), to account for drug-resistance in our numerical study; see Appendix D for more information. We also assumed that temporal resistance is constant across the cancer cell types, i.e., \( \rho_{d,q} = \rho_{d,0}, \forall q \in \{1, 2, 3\} \). Thus, for these parameters, we focused on \( \eta_{d,0} \) and \( \rho_{d,0} \). For each drug, we varied the
corresponding parameters in 10% increments, while the other parameters of the model remained constant, and measured the corresponding impact on the optimal objective value. To provide a convenient comparison, in Figure 5, the horizontal axes demonstrate (changed) parameter values as a fraction of the original value; the vertical axes display the optimal objective value, i.e., $\sum_{q \in Q} P^*_{q,S}$.

In general, the optimal objective value of the combination chemotherapy optimization problem (12) is more sensitive to the fractional kill effect of a drug on cancer cells than any other pharmacokinetics or pharmacodynamics parameter. Based on Figure 5b, docetaxel, the intravenous drug, is the most influential on the optimal objective value among the considered drugs; the oral drugs, capecitabine and etoposide, are less impactful and show very similar patterns. Apart from the fractional kill effect on cancer cells, the objective is most sensitive to the drug elimination rate parameters. Recall that, for a drug $d$, the elimination rate $\xi_d$ determines how fast the drug concentration in the body declines. Figure 5a suggests docetaxel has the most influential elimination rate on the objective value as well. It is important to note that docetaxel has a mandated one-week rest period; hence, the model has very little flexibility for administration of this drug.
words, as opposed to oral drugs that can be administrated frequently to keep their concentrations constantly high during the treatment period, the docetaxel concentration is much lower than its maximum level for most of the treatment period. Due to this operational constraint, changes to the elimination rate of this drug directly influence its concentration profile and lead to relatively high impacts on the optimal objective value. As shown in Figures 5c and 5d, the model shows much less sensitivity to the parameters representing fractional kill effect on white blood cells and temporal resistance, i.e., $\eta_{d,w}$ and $\rho_{d,0}$. The low impact of $\eta_{d,w}$ comparative to $\eta_{d,0}$ is justified by the fact that the model has a tumor shrinkage-based objective.

Another important observation regarding the impact of operational constraints on the optimal objective value of model (12) concerns the elimination rate of etoposide; see Figure 5a. The increasing patterns observed from 0.7 to 0.9 (as fractions of the original value) and from 1.0 to 1.2 are justified by the fact that higher elimination rates lead to lower drug concentrations and smaller effects on tumor cells. However, a better objective value is obtained when the elimination rate...
rate changes from 0.9 to 1.0. This is due to the fact that the optimal administration regimen for etoposide changes in this interval. In fact, a higher elimination rate allows the model to administer etoposide more frequently without violation of the maximum permissible concentration, given the discrete administration times. A similar phenomenon underlies the change of slope observed in this figure for capecitabine. Finally, we note that the value of the elimination rate parameter of a drug is physically restricted to $\xi = 1.0$ day$^{-1}$; hence, the etoposide curve in Figure 5a terminates at $\xi = 1.2 \times 0.8 = 0.96$ day$^{-1}$.

Aside from the pharmacokinetics and pharmacodynamics parameters, we evaluated the impact of changes to operational parameters governing the combination chemotherapy optimization model (12). In particular, we investigated changes to the maximum permissible dose (and concentration) for each drug and the neutropenia threshold. Recall that the maximum permissible doses (and concentrations) used in our numerical study are based on common administration regimens in clinical trials. For capecitabine, the clinical administration dose translates to 8 pills per day, restricted to 4 pills per meal; we denote this regimen by 8/4 hereafter. We considered increasing these limits to 10/5 and decreasing them to 6/3. Based on the new values, we calculated the maximum permissible doses and drug concentration through simulation of the corresponding clinical trial. Similarly, for etoposide, we considered changing the current administration regimen of 2/1 to 3/2 and 1/1. In the presentation of the result to follow, with a slight abuse of the term dose, we demonstrate these changes as 25% increase and decrease to the maximum permissible dose. For the intravenous drug, docetaxel, we directly applied the 25% increase and decrease to the current maximum permissible daily dose and infusion rate; similar to oral drugs, we obtained the corresponding maximum permissible concentration from simulation of the corresponding clinical trial with the new administration values. Figure 6a illustrates the results. According to this figure, the maximum permissible dose (and concentration) constraints are the most restrictive for etoposide, and their relative relaxation can significantly impact the treatment outcome. Note that the new optimal solutions satisfy the neutropenia constraint; under higher administration doses, the count of neutrophils never falls below the neutropenia threshold, but it reaches this level much earlier and stays there for the rest of the treatment period. Such an increased dose may lead to side effects other than neutropenia, which are not captured by our model.

Normal white blood cell counts vary across patients; different individuals may have different white blood cell thresholds for the associated side effects. In our sensitivity analysis, we changed the neutropenia threshold in 10% increments and measured its impact on the optimal objective value; the results are illustrated in Figure 6b. Given the tightness of the neutropenia constraint, as mentioned before, deterioration of the optimal objective value due to the increase of neutropenia threshold is well justified. This figure also shows that decreasing the neutropenia threshold below
90% of the current level will not affect the optimal objective value, given the specified values for other parameters in our model. This observation demonstrates that, below this level, other operational constraints, i.e., maximum permissible doses and concentrations, are the driving factors.

6. Conclusion

In this paper, we present a mixed-integer linear programming model for combination chemotherapy optimization, which seeks to find optimal administration dose and schedule for cytotoxic drugs by minimizing cancer cell population at the end of a treatment period. As opposed to previous works that often ignore operational considerations or low white blood cell counts as a toxic effect, we incorporate these constraints. We also extend this model to account for the uncertainty of tumor heterogeneity and present a chanced-constrained model for neoadjuvant chemotherapy. We use the literature and published clinical data to calibrate our model parameters for a case of breast cancer and present the results of our numerical study. We perform sensitivity analyses to identify the most influential parameters on the model outcomes. Our models provide a framework for the exploration of new, individualized dose guidelines. Future directions stemming from this work include improving estimates of model parameters, considering other drugs or types of cancer in the numerical study, and factoring additional toxicities.
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Appendix A: Additional Modeling Details

This section provides details of the operational constraints concerning drug concentration, infusion rate, daily cumulative dose, pill administration, and rest days in our models, described in Section 2.4.

A.1. Capecitabine

\[
\begin{align*}
C_{1,s} &\leq \beta_{1,\text{conc}}, \quad \forall s \in \{0, \ldots, S\}, \quad \text{(Capec.Concentration.Max)} \\
U_{1,s} &\leq \beta_{1,\text{rate}}, \quad \forall s \in \{0, \ldots, S\}, \quad \text{(Capec.InfusionRate)} \\
\sum_{s \in D_m} U_{1,s} &\leq \beta_{1,\text{cum}}, \quad \forall m \in \text{DAYS}, \quad \text{(Capec.Daily.Max)} \\
U_{1,s} &= 0, \quad \forall s \notin \text{MEALS}, \quad \text{(Capec.PillAdmin1)} \\
U_{1,s} &= \alpha_{1,\text{pill}} Z_{1,\text{pill},s}, \quad \forall s \in \text{MEALS}, \quad \text{(Capec.PillAdmin2)} \\
Z_{1,\text{pill},s} &\in \mathbb{Z}^+, \quad \forall s \in \text{MEALS}. \quad \text{(Capec.IntegerPills)}
\end{align*}
\]

The first three constraints enforce the maximum concentration, infusion rate, and daily dose requirements. The constraints (Capec.PillAdmin1), (Capec.PillAdmin2), and (Capec.IntegerPills) enforce that capecitabine doses are administered via pills (in discrete amounts) only in meal times.

A.2. Docetaxel

\[
\begin{align*}
C_{2,s} &\leq \beta_{2,\text{conc}}, \quad \forall s \in \{0, \ldots, S\}, \quad \text{(Docet.Concentration.Max)} \\
U_{2,s} &\leq \beta_{2,\text{rate}}, \quad \forall s \in \{0, \ldots, S\}, \quad \text{(Docet.InfusionRate)} \\
\sum_{s \in D_m} U_{2,s} &\leq \beta_{2,\text{cum}} (1 - Z_{2,\text{rest}}^m), \quad \forall m \in \text{DAYS}, \quad \text{(Docet.Daily.Max)} \\
\min_{\alpha_{2,\text{rest},M-m}} &\sum_{l=0}^{m} (1 - Z_{2,\text{rest}}^{m+l}) \leq 1, \quad \forall m \in \text{DAYS}, \quad \text{(Docet.Rest)} \\
Z_{2,\text{rest}}^m &\in \mathbb{B}, \quad \forall m \in \text{DAYS}. \quad \text{(Doc.IntegerRest)}
\end{align*}
\]

The constraint (Docet.Daily.Max) enforces a capacity on the maximum administered dose per day depending on the rest mandate. The constraint (Docet.Rest) controls the selection of infusion sessions along with rest days. The other constraints are analogous to those of capecitabine.

A.3. Etoposide

\[
\begin{align*}
C_{3,s} &\leq \beta_{3,\text{conc}}, \quad \forall s \in \{0, \ldots, S\}, \quad \text{(Etopo.Concentration.Max)} \\
U_{3,s} &\leq \beta_{3,\text{rate}}, \quad \forall s \in \{0, \ldots, S\}, \quad \text{(Etopo.InfusionRate)} \\
\sum_{s \in D_m} U_{3,s} &\leq \beta_{3,\text{cum}}, \quad \forall m \in \text{DAYS}, \quad \text{(Etopo.Daily.Max)} \\
U_{3,s} &= 0, \quad \forall s \notin \text{MEALS}, \quad \text{(Etopo.PillAdmin1)} \\
U_{3,s} &= \alpha_{3,\text{pill}} Z_{3,\text{pill},s}, \quad \forall s \in \text{MEALS}, \quad \text{(Etopo.PillAdmin2)} \\
Z_{3,\text{pill},s} &\in \mathbb{Z}^+, \quad \forall s \in \{0, \ldots, S\}. \quad \text{(Etopo.IntegerPills)}
\end{align*}
\]

The constraints for etoposide are analogous to those of capecitabine.
Appendix B: Proofs

The forward Euler’s method aims to approximate
\[ \dot{y}(t) = f(t,y), \quad y(0) = y_0. \]  
(B.1)

**Lemma 1.** [Butcher 2008] Consider (B.1) in which \( f \) is continuous in its first variable and Lipschitz continuous in its second variable. Then, (B.1) has a unique solution.

**Proof:** We proceed by proving that \( C_s \) is absolutely stable, for all \( s \geq 0 \). We use induction. The base case, \( s = 0 \), is immediate. Assume that, for all \( s \leq s' \in \mathbb{Z}_+ \), the claim holds. Then, we consider \( s+1 \).

\[ C_{s+1} = C_s - h \xi C_s + U_s/\nu, \]  
(B.4)

**Theorem 1** Suppose that, for a drug \( d \in \mathcal{D} \), the administration function \( U_d \) is continuous in time. Then, the differential equation
\[ \dot{C}_d(t) = -\xi_d C_d(t) + U_d(t)/\nu, \quad t \in [0,T], \]  
(B.2)
governing the drug concentration function \( C_d \), has a unique solution. \( \square \)

**Proof:** For a \( d \in \mathcal{D} \), let \( f_{C_d}(t,C_d(t)) = -\xi_d C_d(t) + U_d(t)/\nu \). Observe that \( f_{C_d} \) is linear in its second variable, hence Lipschitz continuous. Also, the continuity of \( U_d(t) \) is sufficient to guarantee that \( f_{C_d} \) is continuous in its first variable. Therefore, the differential equation (B.2) has a unique solution by Lemma 1. \( \square \)

**Theorem 2** Suppose that the administration functions for all drugs, i.e., \( U_d, \forall d \in \mathcal{D} \), are continuous in time. Then, for each cancer cell type \( q \in \mathcal{Q} \), the differential equation
\[ \dot{P}_q(t) = \Lambda(P_{q,\infty} - P_q(t)) - \sum_{d \in \mathcal{D}} \eta_{d,q} \exp(-\rho_{d,q} t) E_d(t), \quad t \in [0,T], \]  
(B.3)
governing the cell population function \( P_q \), has a unique solution. \( \square \)

**Proof:** By Theorem 1, the functions \( C_d(t), \forall d \in \mathcal{D} \), are defined uniquely, and they are differentiable, hence continuous. This guarantees continuity of \( E_d(t) = \max\{0, C_d(t) - \beta_{d,\text{eff}}\}, \forall d \in \mathcal{D} \), and implies the continuity of \( f_{P_q}(t,P_q(t)) = \Lambda(P_{q,\infty} - P_q(t)) - \sum_{d \in \mathcal{D}} \eta_{d,q} \exp(-\rho_{d,q} t) E_d(t) \) in its first variable. In addition, \( f_{P_q} \) is linear, hence Lipschitz continuous, in its second variable. Therefore, by Lemma 1, the differential equation (B.3) has a unique solution. \( \square \)

**Theorem 3** Let \( \{U_s\}_{s \in \mathbb{Z}_+} \) be a bounded sequence, and \( \xi, h, \nu > 0 \). Under the stability condition \( h < \nu \frac{\xi}{\xi + h} \), the difference equation
\[ C_{s+1} = C_s - h \xi C_s + U_s/\nu, \]  
(B.4)
is absolutely stable, for all \( s \in \mathbb{Z}_+ \).

**Proof:** We proceed by proving that \( C_{s+1} = (1 - h \xi)^{s+1} C_0 + \frac{1}{\nu} \sum_{k=0}^{s} (1 - h \xi)^{s-k} U_k \) using induction. The base case, \( s = 0 \), is immediate. Assume that, for all \( s \leq s' \in \mathbb{Z}_+ \), the claim holds. Then, we consider \( s+1 \).

\[ C_{s'+1} = C_{s'} - h \xi C_{s'} + U_{s'}/\nu \]
\[ = (1 - h \xi)C_{s'} + U_{s'}/\nu \]
\[ = (1 - h \xi) \left( (1 - h \xi)^{s'} C_0 + \frac{1}{\nu} \sum_{k=0}^{s'-1} (1 - h \xi)^{s'-1-k} U_k \right) + U_{s'}/\nu \]
\[ = (1 - h \xi)^{s'+1} C_0 + \frac{1}{\nu} \sum_{k=0}^{s'} (1 - h \xi)^{s'-k}, \]
where we use the induction hypothesis in the penultimate line. By induction, the recurrence relation holds for all \( s \in \mathbb{Z}_+ \). Because \( \{U_s\}_{s \in \mathbb{Z}_+} \) is a bounded sequence, \( \xi, h \) are strictly positive; the difference equation (B.4) is stable if the condition \( h < \frac{2}{\xi} \) is satisfied because it implies \( |1 - h \xi| < 1 \).

**Theorem 4** Let \( \{F_s\}_{s \in \mathbb{Z}_+} \) be a bounded sequence and \( \Lambda, h > 0 \). Under the stability condition \( h < \frac{2}{\xi} \), the difference equation

\[
P_{s+1} = P_s + h \left( \Lambda (P_{\infty} - P_s) - F_s \right),
\]

is absolutely stable, for all \( s \in \mathbb{Z}_+ \).

**Proof:** We first prove the recurrence relation \( P_{s+1} = (1 - \Lambda h)^{s+1} P_0 + \sum_{k=0}^{s} ((1 - \Lambda h)^{s-k} h (\Lambda P_{\infty} - F_k)) \) using induction. The base case, \( s = 0 \), is immediate. Assume that, for all \( s \leq s' \in \mathbb{Z}_+ \), the claim holds. Then, we have

\[
P_{s'+1} = P_{s'} + h \left( \Lambda (P_{\infty} - P_{s'}) - F_{s'} \right)
\]

\[
= (1 - \Lambda h) P_{s'} + h (\Lambda P_{\infty} - F_{s'})
\]

\[
= (1 - \Lambda h) \left( (1 - \Lambda h)^{s'} P_0 + \sum_{k=0}^{s'} ((1 - \Lambda h)^{s'-k} h (\Lambda P_{\infty} - F_k)) \right) + h (\Lambda P_{\infty} - F_{s'})
\]

\[
= (1 - \Lambda h)^{s'+1} P_0 + \sum_{k=0}^{s'} (1 - \Lambda h)^{s'-k} h (\Lambda P_{\infty} - F_k),
\]

where we apply the induction hypothesis in the second-to-last line. Because \( \{F_s\}_{s \in \mathbb{Z}_+} \) is a bounded sequence, \( h, \Lambda \) are strictly positive, which implies the difference equation (B.5) is stable, if the condition \( h < \frac{2}{\xi} \) is satisfied.

**Theorem 5** Consider the stochastic model (15), with \( \Lambda h \leq 1 \). Let \( (E^{[1]}_d, P^{[1]}_d) \) and \( (E^{[2]}_d, P^{[2]}_d) \) each be components of different feasible solutions. Suppose \( E^{[1]}_{d,s} \geq E^{[2]}_{d,s} \) for all \( d \in \mathcal{D}, s \in \{0, \ldots, S\} \). Then \( P^{[1]}_{q,k} \leq P^{[2]}_{q,k} \), for all \( q \in \mathcal{Q}, k \in \{1, \ldots, K\} \).

**Proof:** Observe that \( \eta_{d,q} \geq 0 \), for each \( d \in \mathcal{D}, q \in \mathcal{Q} \), as it is the fractional kill effect parameter, and additionally, for all \( s \in \{0, \ldots, S\} \), \( \exp(-\rho t(s)) \geq 0 \). Moreover, \( h > 0 \) because it is a positive unit of time. Choose \( q \in \mathcal{Q}, k \in \{0, \ldots, K\} \), and suppose \( P^{[1]}_{q,k} \leq P^{[2]}_{q,k} \) for some \( s \in \{0, \ldots, S-1\} \). Then,

\[
P^{[1]}_{q,s+1} = P^{[1]}_{q,s} + h \left( \Lambda \left( P^{[1]}_{q,s+1} - P^{[1]}_{q,s} \right) - \sum_{d \in \mathcal{D}} \eta_{d,q} \exp \left( -\rho_{d,q} t(s) \right) E^{[1]}_{d,s} \right)
\]

\[
\leq P^{[1]}_{q,s} + h \left( \Lambda \left( P^{[1]}_{q,s+1} - P^{[1]}_{q,s} \right) - \sum_{d \in \mathcal{D}} \eta_{d,q} \exp \left( -\rho_{d,q} t(s) \right) E^{[2]}_{d,s} \right)
\]

\[
= (1 - \Lambda h) P^{[1]}_{q,s} + h \left( \Lambda \left( P^{[1]}_{q,s} - P^{[1]}_{q,s} \right) - \sum_{d \in \mathcal{D}} \eta_{d,q} \exp \left( -\rho_{d,q} t(s) \right) E^{[2]}_{d,s} \right)
\]

\[
\leq (1 - \Lambda h) P^{[2]}_{q,s} + h \left( \Lambda \left( P^{[2]}_{q,s} - P^{[2]}_{q,s} \right) - \sum_{d \in \mathcal{D}} \eta_{d,q} \exp \left( -\rho_{d,q} t(s) \right) E^{[2]}_{d,s} \right)
\]

\[
= P^{[2]}_{q,s} + h \left( \Lambda \left( P^{[2]}_{q,s} - P^{[2]}_{q,s} \right) - \sum_{d \in \mathcal{D}} \eta_{d,q} \exp \left( -\rho_{d,q} t(s) \right) E^{[2]}_{d,s} \right)
\]

\[
= P^{[2]}_{q,s+1}.
\]
Because $P_{q,0}^{[1],(k)} = P_{q,0}^{[2],(k)} = \pi_q^{(k)}$, it follows by induction that $P_{q,s}^{[1],(k)} \leq P_{q,s}^{[2],(k)}$, $\forall s \in \{0, \ldots, S\}$, which also implies $P_{q,0}^{[1],(k)} \leq P_{q,0}^{[2],(k)}$.

**Theorem 6** Consider the system of differential equations

$$
\dot{y}(t) = f(t, y, z), \quad y(0) = y_0,
$$

$$
\dot{z}(t) = g(t, z), \quad z(0) = z_0,
$$

and the Euler’s approximation $\{y_s, z_s\}_{s=0}^S$ with step size $h$, given by $y_{s+1} = y_s + h f(t(s), y_s, z_s)$ and $z_{s+1} = z_s + h g(t(s), z_s)$. Let $\lambda_s = \max\{|z_s - z_0|, s \in \{0, \ldots, S\}\}$, and suppose $g$ is continuous in both variables and Lipschitz continuous in its second variable, i.e., there exists $L_g > 0$ such that for all $t \in [0, T]$ and $u, v \in \mathbb{R}$ with $|u - z_0| \leq \lambda_s, |v - z_0| \leq \lambda_s$,

$$
|g(t, u) - g(t, v)| \leq L_g |u - v|.
$$

Similarly, suppose $f$ is continuous in all variables and Lipschitz continuous (with respect to the $\ell_1$ norm) in its second and third variables with constant $L_f$. Furthermore, suppose $y$ and $z$ are twice continuously differentiable. Then, for all $s \in \{0, \ldots, S\}$,

$$
|y_s - y(t(s))| \leq \frac{h}{2} \left( \frac{\alpha_y}{L_g} (e^{L_g T} - 1) + \frac{\alpha_y}{L_f} (e^{L_f T} - 1) \right),
$$

where $\alpha_s = \max_{r \in [0, T]} |\dot{z}(r)|$ and $\alpha_y = \max_{r \in [0, T]} |\ddot{y}(r)|$.

**Proof:** By the well-known single-stage Euler’s method approximation analysis,

$$
|z_s - z(t(s))| \leq \frac{h \alpha_s}{2L_g} (e^{L_g T} - 1),
$$

for all $s \in \{0, \ldots, S\}$; see [Suli and Mayers 2003]. By Taylor’s expansion, $y(t(s+1)) = y(t(s)) + h \dot{y}(t(s)) + \frac{h^2}{2} \ddot{y}(\xi)$, for some $\xi \in [t(s), t(s+1)]$. Thus, we have

$$
|y_{s+1} - y(t(s+1))| = |y_s - y(t(s)) + h \left( f(t(s), y_s, z_s) - \dot{y}(t(s)) \right)|
$$

$$
\leq |y_s - y(t(s))| + h \left( f(t(s), y_s, z_s) - f(t(s), y(t(s)), z(t(s))) \right) + \frac{h^2}{2} \ddot{y}(\xi)
$$

Using the error bound for $z_s$ and the Lipschitzness of $f$, we have

$$
|y_{s+1} - y(t(s+1))| \leq |y_s - y(t(s))| + h L_f \left| (y_s, z_s) - (y(t(s)), z(t(s))) \right|_1 + \frac{h^2 \alpha_y}{2}
$$

$$
\leq |y_s - y(t(s))| + h L_f |y_s - y(t(s))| + h L_f |z_s - z(t(s))| + \frac{h^2 \alpha_y}{2}
$$

$$
\leq (1 + h L_f) |y_s - y(t(s))| + \frac{h^2 L_f \alpha_z}{2L_g} (e^{L_g T} - 1) + \frac{h^2 \alpha_y}{2}.
$$

An induction argument on $s$ shows that

$$
|y_{s+1} - y(t(s+1))| \leq \frac{h^2}{2} \left( \frac{L_f \alpha_z}{L_g} (e^{L_g T} - 1) + \alpha_y \right) \sum_{k=0}^{s} (1 + h L_f)^k,
$$

$$
\forall s \in \{0, \ldots, S\}.$$

which implies
\[
|y_s - y(t)| \leq \frac{h^2}{2} \left( \frac{L_f}{L_g} \alpha_s (e^{L_g T} - 1) + \alpha_q \right) \left( \frac{(1 + h L_f)^s - 1}{h L_f} \right)
= \frac{h}{2} \left( \frac{\alpha_s}{L_g} (e^{L_g T} - 1) + \frac{\alpha_q}{L_f} \right) ((1 + hL_f)^s - 1)
\leq \frac{h}{2} \left( \frac{\alpha_s}{L_g} (e^{L_g T} - 1) + \frac{\alpha_q}{L_f} \right) (e^{hL_f s} - 1)
\leq \frac{h}{2} \left( \frac{\alpha_s}{L_g} (e^{L_g T} - 1) + \frac{\alpha_q}{L_f} \right) (e^{L_f T} - 1)
\]
and completes the proof. □

**Corollary** Let \( C(t) \) and \( P_q(t), \forall q \in Q \), be the state variable functions for drug concentration and cell population, respectively, in an optimal solution to the (single-drug) chemotherapy optimization problem without the effective concentration and operational constraints. Furthermore, suppose that \( C \) and \( P_q, \forall q \in Q \), are twice continuously differentiable, and let \( \tilde{C} \) and \( \tilde{P}_q, \forall q \in Q \), be the corresponding Euler’s approximations with time-step \( h \). Then,
\[
\left| \sum_{q \in Q} \tilde{P}_{q,S} - \sum_{q \in Q} P_q(T) \right| \leq \frac{h}{2} \left( \frac{\alpha_C}{[\xi]} (e^{[\xi]T} - 1) + \frac{\alpha_q}{\max\{|\eta_q|,|\Lambda|\}} \right) \left( e^{\max\{|\eta_q|,|\Lambda|\}T} - 1 \right),
\]
where \( \alpha_C = \max_{\tau \in [0,T]} |\dot{C}(\tau)| \) and \( \alpha_q = \max_{\tau \in [0,T]} |\tilde{P}_q(\tau)|, \forall q \in Q \).

**Proof:** First note that, given a fixed (optimal) control function \( U : [0,T] \rightarrow \mathbb{R} \), the corresponding state variable functions \( C \) and \( P_q, \forall q \in Q \), are uniquely defined by Theorems 1 and 2. Observe that \( g(t,C) = -\xi C + U/\mathcal{Y} \) is continuous in both variables, and \( L_g = [\xi] \) is the Lipschitz constant with respect to the second variable. Moreover, \( f_q(t,P_q,C) = \Lambda (P_{q,\infty} - P_q) - \eta_q \exp(-\rho_q t) C, \forall q \in Q \), is continuous in all variables, and \( L_{f_q} = \max\{|\eta_q|,|\Lambda|\} \) is the Lipschitz constant with respect to the second and third variables. In addition, \( C \) and \( P_q, \forall q \in Q \), are twice continuously differentiable. Then, by Theorem 6,
\[
|\tilde{P}_{q,S} - P_q(T)| \leq \frac{h}{2} \left( \frac{\alpha_C}{[\xi]} (e^{[\xi]T} - 1) + \frac{\alpha_q}{\max\{|\eta_q|,|\Lambda|\}} \right) \left( e^{\max\{|\eta_q|,|\Lambda|\}T} - 1 \right),
\]
for each \( q \in Q \), which immediately implies that (B.7) holds and completes the proof. □
Appendix C: Estimating Initial Tumor Population via a Branching Process

Cell mutation is commonly modeled by a branching process; see e.g., [Kimmel and Axelrod 2015]. Recall that we consider four cell types: (0) non-resistant, (1) capecitabine-resistant, (2) docetaxel-resistant, and (3) etoposide-resistant. Assume the tumor starts with a single, non-resistant cell at generation zero. In each subsequent generation, every tumor cell gives rise to two daughter cells. With probability $\alpha_{(0,q)}$, exactly one of the daughter cells mutates to a cell type $q \in \{1, 2, 3\}$. Note that this mutation only occurs from the non-resistant cell type to a single-drug resistant cell type. All other cell types give rise to exactly two identical daughter cells in each subsequent generation.

To generate scenarios describing tumor heterogeneity, we simulated this process and clustered similar replications into aggregate scenarios, following previous approaches in the stochastic programming literature [Gülpinar et al. 2004, Beraldi and Bruni 2014]. To this end, we generated 10,000 replications over 30 reproductive generations with $\alpha_{(0,q)} = 0.5\%$, $\forall q \in \{1, 2, 3\}$. The end populations from the simulations were normalized according to the Studentized residual with respect to each cell type. Then, the vectors of normalized populations were clustered (via K-means) into ten aggregate scenarios, after constructing a sum of squared errors plot and observing only small reductions with more scenario clusters. Each scenario in Table 3 is a cluster centroid, and the corresponding probability is the size of the cluster divided by the number of trials. Figure C.1 illustrates the distribution of different cell types in the simulated outcomes and the sum of squared errors plot from K-means clustering. In this figure, $N \equiv$ non-resistant, $C \equiv$ capecitabine-resistant, $D \equiv$ docetaxel-resistant, and $E \equiv$ etoposide-resistant.

![Figure C.1](image)

(a) Simulated initial cell populations (log)  
(b) Sum of squared errors from K-means clustering

Figure C.1 Scenario generation using a branching process and K-means clustering

Along this line, we present a general result concerning the expected cell type populations at an arbitrary generation. Let $\pi(t) \in \mathbb{R}_+^{12}$ be a multivariate random variable representing the population of each tumor cell type at generation $t \in \mathbb{Z}_+$. Denote the vector of probabilities of outcomes for non-resistant cells by $\alpha_{(0)}$. Then, $\pi(t+1) \sim \text{MD}(\pi(t), \alpha_{(0)}) + 2\pi(t) - e_0 \circ \pi(t)$, where $\text{MD}(n, p)$ denotes the multinomial distribution with $n$ trials and probabilities $p$. We compute the expected cell populations of each type using the probability vector $\alpha_{(0)}$. 

PROPOSITION 1. For \( t \in \mathbb{Z}_+ \), the expected cell type \( 0 \) (non-resistant) population at generation \( t \) is 
\[
E(\pi_0(t)) = (\alpha_{(0,0)} + 1)^t.
\]
The expected cell type \( q \) (resistant) population at generation \( t+1 \) is 
\[
E(\pi_q(t+1)) = \sum_{k=0}^{t} 2^k \alpha_{(0,q)} (\alpha_{(0,0)} + 1)^{t-k}.
\]

Proof: Consider the non-resistant cell population. We prove the claim by induction, and one can observe that \( t = 0 \) and \( t = 1 \) readily serve as base cases. Assume for all \( t \leq t_0 \), 
\[
E(\pi_0(t)) = (\alpha_{(0,0)} + 1)^t.
\]
Let \( E[\cdot]_0 \) denote the expectation of the \( 0^{th} \) index. The expectation for generation \( t_0 + 1 \) is
\[
E(\pi_0(t_0 + 1)) = E[\text{MD}(\pi_0(t_0), \alpha_{(0)}), \alpha_{(0)} + 2\pi(t_0) - e_0 \circ \pi(t_0)]_0
= E[\text{MD}(\pi_0(t_0), \alpha_{(0)}), \alpha_{(0)} + 2\pi(t_0) - e_0 \circ \pi(t_0)]_0
= E[\text{MD}(\pi_0(t_0), \alpha_{(0)}), \alpha_{(0)} + E[\pi(t_0)]_0].
\]
Let \( Z \sim [\text{MD}(\pi_0(t_0), \alpha_{(0)}), \alpha_{(0)}]_0 \). Observe that \( \pi(t_0) \) is a discrete random variable with finite support. Denote the outcomes of \( \pi(t_0) \) by \( \{\omega_k\}_{k=1}^K \) with probabilities \( p_k = \Pr[\pi(t_0) = \omega_k] \), for all \( k \in \{1, \ldots, K\} \). Hence, by the law of total expectation
\[
E[Z] = E[E[Z | \pi(t_0)]]
= \sum_{k=1}^{K} p_k E[\text{MD}(\omega_k, \alpha_{(0)}), \alpha_{(0)}]_0
= \sum_{k=1}^{K} p_k \omega_k \alpha_{(0,0)}
= \alpha_{(0,0)} E[\pi_0(t_0)].
\]
Thus, by the induction hypothesis,
\[
E[\text{MD}(\pi_0(t_0), \alpha_{(0)}), \alpha_{(0)}]_0 + E[\pi(t_0)]_0 = \alpha_{(0,0)} E[\pi_0(t_0)] + E[\pi(t_0)]_0
= \alpha_{(0,0)} (\alpha_{(0,0)} + 1)^{t_0} + (\alpha_{(0,0)} + 1)^{t_0}
= (\alpha_{(0,0)} + 1)^{t_0+1}.
\]
By induction, this proves the result for the non-resistant cell population, for all generation \( t \in \mathbb{Z}_+ \).

We now prove the resistant cell case \( (q \neq 0) \). For the base case of \( t = 0 \), we have \( E(\pi_q(1)) = \alpha_{(0,q)} \), which is given by the definition of the multinomial random variable. In addition,
\[
\sum_{k=0}^{0} 2^k \alpha_{(0,q)} (\alpha_{(0,0)} + 1)^{0-k} = \alpha_{(0,q)},
\]
and the base case is satisfied. Next, assume for any \( t < t_0 \), we have \( E(\pi_q(t+1)) = \sum_{k=0}^{t} 2^k \alpha_{(0,q)} (\alpha_{(0,0)} + 1)^{t-k} \).

We prove the case for \( t_0 \). Let \( E[\cdot]_q \) denote the expectation of the \( q^{th} \) index, then the expectation at generation \( t_0 + 1 \) is
\[
E(\pi_q(t_0 + 1)) = E[\text{MD}(\pi_0(t_0), \alpha_{(0)}), \alpha_{(0)} + 2\pi(t_0) - e_0 \circ \pi(t_0)]_q
= E[\text{MD}(\pi_0(t_0), \alpha_{(0)}), \alpha_{(0)} + E[2\pi(t_0) - e_0 \circ \pi(t_0)]_q].
\]
Similar to the non-resistant case, let \( Z \sim [\text{MD}(\pi_0(t_0), \alpha(0))]_q \). By the law of total expectation,

\[
E[Z] = E[E[Z \mid \pi(t_0)]]
\]

\[
= \sum_{k=1}^{K} p_k E[\text{MD}(\omega_k, \alpha(0))]_q
\]

\[
= \sum_{k=1}^{K} p_k \omega_k \alpha(0, q)
\]

\[
= \alpha(0, q) E[\pi_0(t_0)].
\]

Thus, by the induction hypothesis,

\[
E[\text{MD}(\pi_0(t_0), \alpha(0))]_q + E[2\pi(t_0) - e_0 \circ \pi(t_0)]_q = \alpha(0, q) E[\pi_0(t_0)] + 2E[\pi_q(t_0)]
\]

\[
= \alpha(0, q) (1 + \alpha(0, 0))^{t_0} + 2 \sum_{k=0}^{t_0-1} 2^k \alpha(0, q) (\alpha(0, 0) + 1)^{t_0-1-k}
\]

\[
= \alpha(0, q) (1 + \alpha(0, 0))^{t_0} + \sum_{k=0}^{t_0-1} 2^{k+1} \alpha(0, q) (\alpha(0, 0) + 1)^{t_0-(k+1)}
\]

\[
= \alpha(0, q) (1 + \alpha(0, 0))^{t_0} + \sum_{k=1}^{t_0} 2^k \alpha(0, q) (\alpha(0, 0) + 1)^{t_0-k}
\]

\[
= \sum_{k=0}^{t_0} 2^k \alpha(0, q) (\alpha(0, 0) + 1)^{t_0-k}.
\]

By induction, this proves the expectation for resistant cell type \( q \), for all generations \( t \in \mathbb{Z}_+ \). \( \square \)
Appendix D: Model Parameters

Table D.1 summarizes the cell population dynamics parameter values used in our numerical study, as described in Section 4.

<table>
<thead>
<tr>
<th>Parameter Name</th>
<th>Symbol</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial cancer cell population</td>
<td>$\sum_{q \in Q} N_{q,0}$</td>
<td>cell</td>
<td>$10^9$</td>
</tr>
<tr>
<td>Cancer cell population limit</td>
<td>$\sum_{q \in Q} N_{q,\infty}$</td>
<td>cell</td>
<td>$10^{12}$</td>
</tr>
<tr>
<td>Gompertz shape parameter</td>
<td>$\Lambda$</td>
<td>day$^{-1}$</td>
<td>$7 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>White blood cell initial population</td>
<td>$N_{w,0}$</td>
<td>cell m$^{-3}$</td>
<td>$8 \cdot 10^{12}$</td>
</tr>
<tr>
<td>White blood cell turnover</td>
<td>$\nu_w$</td>
<td>day$^{-1}$</td>
<td>0.15</td>
</tr>
<tr>
<td>White blood cell production rate</td>
<td>$v_w$</td>
<td>cell m$^{-3}$ day$^{-1}$</td>
<td>$1.2 \cdot 10^{12}$</td>
</tr>
</tbody>
</table>

For the pharmacokinetics parameters, i.e., elimination rate $\xi_d$, $\forall d \in D$, effect compartment $\mathcal{V}$, and effectiveness threshold $\beta_{d,\text{eff}}$, $\forall d \in D$, we used the values reported by Iliadis and Barbolosi (2000) and Frances et al. (2011). Regarding the effect compartment $\mathcal{V}$, Iliadis and Barbolosi (2000) use a two-compartmental model for drug distribution, but we use a single-compartmental model assuming all dose goes through the first compartment into the second. To estimate the pharmacodynamics parameters, we used the following clinical administration regimens:

- **Capecitabine** (O’Shaughnessy et al. 2001): 1255 mg/m$^2$ twice daily, 6 cycles of a two-week treatment period followed by a one-week rest period, response rate of 30%,
- **Docetaxel** (Chan et al. 1999): 100 mg/m$^2$, 7 cycles of one-hour infusion every three weeks, response rate of 47%,
- **Etoposide** (Yuan et al. 2015): 60 mg/m$^2$ daily, 7 cycles of a 10-day treatment period followed by a 11-day rest period, response rate of 9%.

Based on these regimens and the reported response rates, we estimated the fractional kill effect parameter of each drug for the non-resistant cell type, i.e., $\eta_{d,0}$, and set $\eta_{d,q} = 0.25 \eta_{d,0}$, $\forall q \in \{1, 2, 3\}$, to account for drug-resistance in our numerical study. Although we use non-zero temporal resistance parameters $\rho_{d,q}$, $\forall d \in D$, $q \in Q$, in our model, we set these parameters to zero for estimation of the fractional kill effect parameters, which is a conservative assumption.

For a drug $d \in D$, we simulated the corresponding administration regimen through $K$ trials; for each trial $k \in K = \{1, \ldots, K\}$, we generated a kill parameter perturbation $\epsilon_k$ from a normal distribution with mean 0 and variance $\sigma^2$. The estimation of the fractional kill effect parameter $\eta = \eta_{d,0}$ is based on solving the following linear system with variables $\eta$ and $P_{s}^{(k)}$, $\forall k \in K$, $s \in \{0, \ldots, S'\}$:

$$
\begin{align*}
P_{s+1}^{(k)} &= P_s^{(k)} + h \left( \Lambda (P_{0,\infty} - P_s^{(k)}) - (\eta + \epsilon_k) E_s \right), \forall k \in K, s \in \{0, \ldots, S'\}, \\
P_0^{(k)} &= \ln(N_0), \\
\frac{1}{K} \sum_{k=1}^{K} P_s^{(k)} &= P' + \delta,
\end{align*}
$$

(D.1)
where $P^{(k)}_s$ represents the tumor population at time-step $s \in \{0, \ldots, S'\}$ given the fractional kill parameter value $\eta + \epsilon_k$, $E_s$ denotes drug effective concentration at time-step $s \in \{0, \ldots, S'\}$ dictated by the administration regimen, $P'$ is the target tumor size based on the definition of treatment response, i.e., cell population of a tumor (in logarithmic scale) with a diameter half the size of the original tumor, and $\delta$ is an adjustable parameter that we used to account for the reported response rate. Observe that, given perturbations $\{\epsilon_k\}_{k=1}^K$, if the system (D.1) has a solution, it is unique. By adjusting the value of $\delta$ and solving the system (D.1) iteratively, for each drug $d \in D$, we found the value of $\eta = \eta_{d,0}$ that resulted in the response rate reported in the corresponding clinical trial. In these experiments, the number of trials was $K = 1,000$ and, for each drug, the standard deviation $\sigma$ was about 10% of the final kill parameter value. Figure D.1 displays the simulation results. In this figure, $PRR$ denotes the treatment (partial) response rate.

As mentioned earlier, we let $\rho_{d,q} = 0$, $\forall d \in D$, $q \in Q$, in estimating the fractional kill effect parameters. In the optimization model, we used the values reported by Frances et al. (2011) for temporal resistance parameters of capecitabine and docetaxel. For etoposide, we could not find a reported value in the literature; thus, we made a conservative assumption that etoposide’s parameter has a higher value than those of capecitabine and docetaxel. We also assumed a constant value for the temporal resistance parameters for each drug across

---

**Figure D.1** Estimation of the fractional kill effect parameters through simulation of clinical trials
the cancer cell types, i.e., for each \( d \in \mathcal{D} \), \( \rho_{d,0} = \rho_{d,q} \), \( \forall q \in \{1, 2, 3\} \). Note that, since the kill effect parameters are estimated assuming the absence of temporal resistance, any non-zero value for these parameters in the optimization model generates a conservative solution. We acknowledge the need for future studies to best estimate the values of temporal resistance parameters, but we point out that the results of our sensitivity analysis show that the temporal resistance parameters are much less influential on the objective value of the optimization problems than the fractional kill effect parameters; see Section 5.1.

As stated in Section 4, given the narrow therapeutic margin of cytotoxic drugs, we made a conservative assumption that the fractional kill effect of a drug on white blood cells is no less than its effect on non-resistant cancer cell types, i.e., \( \eta_{d,w} = \eta_{d,0} \), \( \forall d \in \mathcal{D} \). For the parameter representing the delay in the response of white blood cells to cytotoxic drugs, we used the value reported by Iliadis and Barbolosi (2000), i.e., \( t_w = 5 \text{ days} \). Table D.2 displays the pharmacokinetics and pharmacodynamics parameter values used in our numerical study.

Finally, Table D.3 summarizes the operational parameter values used in our numerical study. As stated in Section 4, we used the simulation results of the abovementioned clinical trials to determine the operational parameters concerning maximum drug concentration, maximum infusion rate, and maximum cumulative daily dose. The values of neutropenia and lymphocytopenia thresholds are from the clinical literature (Rosado et al. 2011, Mitrovic et al. 2012).

<table>
<thead>
<tr>
<th>Parameter Name</th>
<th>Symbol</th>
<th>Unit</th>
<th>Value (Capecitabine, Docetaxel, Etoposide)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer kill effect</td>
<td>( \eta_{d,0} )</td>
<td>( m^3 \text{ gr}^{-1} \text{ day}^{-1} )</td>
<td>( (7.2 \cdot 10^{-5}, 8.0 \cdot 10^{-3}, 5.1 \cdot 10^{-3}) )</td>
</tr>
<tr>
<td>White blood cell kill effect</td>
<td>( \eta_{d,w} )</td>
<td>( m^3 \text{ gr}^{-1} \text{ day}^{-1} )</td>
<td>( (7.2 \cdot 10^{-5}, 8.0 \cdot 10^{-3}, 5.1 \cdot 10^{-3}) )</td>
</tr>
<tr>
<td>Temporal resistance</td>
<td>( \rho_{d,0} )</td>
<td>\text{day}^{-1}</td>
<td>( (5.7 \cdot 10^{-3}, 1.3 \cdot 10^{-2}, 1.4 \cdot 10^{-2}) )</td>
</tr>
<tr>
<td>Elimination rate</td>
<td>( \xi_d )</td>
<td>\text{day}^{-1}</td>
<td>( (0.6, 0.2, 0.8) )</td>
</tr>
<tr>
<td>Effect compartment volume</td>
<td>( \mathcal{V} )</td>
<td>\text{m}^3</td>
<td>( 15 \cdot 10^{-3} )</td>
</tr>
<tr>
<td>White blood cell delay</td>
<td>( t_w )</td>
<td>\text{day}</td>
<td>( 5 )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter Name</th>
<th>Symbol</th>
<th>Unit</th>
<th>Value (Capecitabine, Docetaxel, Etoposide)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oral pill size</td>
<td>( \alpha_{d,pill} )</td>
<td>\text{mg}</td>
<td>( (500, NA, 50) )</td>
</tr>
<tr>
<td>Max drug concentration</td>
<td>( \beta_{d,conc} )</td>
<td>( \text{gr}/\mathcal{V} )</td>
<td>( (7.10, 0.17, 0.12) )</td>
</tr>
<tr>
<td>Max infusion rate (oral)</td>
<td>( \beta_{d,rate} )</td>
<td>( \text{gr} \text{ m}^{-2} )</td>
<td>( (1.25, NA, 0.03) )</td>
</tr>
<tr>
<td>Max infusion rate (intravenous)</td>
<td>( \beta_{d,rate} )</td>
<td>( \text{gr} \text{ m}^{-2} \text{ hr}^{-1} )</td>
<td>( (NA, 0.10, NA) )</td>
</tr>
<tr>
<td>Max daily dose</td>
<td>( \beta_{d,cum} )</td>
<td>( \text{gr} \text{ m}^{-2} )</td>
<td>( (2.51, 0.10, 0.06) )</td>
</tr>
<tr>
<td>Treatment rest</td>
<td>( \beta_{d,rest} )</td>
<td>\text{day}</td>
<td>( (NA, 6, NA) )</td>
</tr>
<tr>
<td>Treatment window</td>
<td>( \beta_{d,win} )</td>
<td>\text{day}</td>
<td>( (NA, 1, NA) )</td>
</tr>
<tr>
<td>Neutropenia threshold</td>
<td>( \beta_{neu} )</td>
<td>( \text{cell} \text{ m}^{-3} )</td>
<td>( 2.5 \cdot 10^{12} )</td>
</tr>
<tr>
<td>Lymphocytopenia threshold</td>
<td>( \beta_{lym} )</td>
<td>( \text{cell} \text{ m}^{-3} )</td>
<td>( 1 \cdot 10^{12} )</td>
</tr>
<tr>
<td>Neutrophil ratio</td>
<td>( \theta_{neu} )</td>
<td></td>
<td>0.5</td>
</tr>
<tr>
<td>Lymphocyte ratio</td>
<td>( \theta_{lym} )</td>
<td></td>
<td>0.3</td>
</tr>
</tbody>
</table>
Appendix E: Additional Figures

This section contains additional figures illustrating the results of our numerical study. Figures E.1–E.3 provide further details on the optimal solutions of the proposed deterministic and stochastic models, i.e., formulations (12) and (15). Figures E.4–E.5 concern the stochastic optimization model with a probability-based objective discussed in Section 3.2.
Figure E.1  Optimal administration and concentration for each drug, given by the deterministic model (12).

Figure E.2  Optimal drug administration and white blood cell count, given by the chance-constrained model (15).
Figure E.3  Treatment effect on tumor cell populations under scenarios with the realization probability of 0.01 or less, given by the chance-constrained model.
Figure E.4  Optimal drug administration and white blood cell count, given by the chanced-constrained model with a probability-based objective (optimal objective value $\epsilon = 0$)

Figure E.5  Treatment effect on tumor cell populations under Scenarios 1–4, given by the chanced-constrained model with a probability-based objective (optimal objective value $\epsilon = 0$)